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It is a great pleasure for me to know that the department of Computer
Science & Engineering (CSE) of Rajshahi University of Engineering &
Technology (RUET) is going to arrange an International Conference on
Computer & Information Engineering (ICCIE 2015) during 26-27
November 2015.

As Far as I know, an International Conference of such type will
certainly foster innovation at the International level. With the help of
ICT, human being has entered into a new type of civilization, widely
known as digital age. I strongly believe that this prestigious Interna-
tional Conference will become an important congregation for ICT
researchers and professionals from all over the world. People from
industries along with the academia will get an opportunity to come
across the innovations in engineering, science and technology.

I am confident that the Conference will help provide new and creative
ideas that will be helpful to institutionalize the dream of digital Bangla-
desh, I would like to extend my heariest congratulation to the Com-
puter Sicence & Engineering Department of RUET, Organizers and to
everyone involved in this event.

[ wish the International Conference a success.

M Otfana
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Professor Abdul Mannan
Chairman
University Grant Commission of Bangladesh
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Welcome everyone to International Conference on Computer & Information
Engineering (ICCIE 2015) proudly organized by Computer Science and
Engineering (CSE) department, Rajshahi University of Engineering &
Technology (RUET). Aiming at becoming a part of global knowledge and
research society, the Rajshahi University of Engineering & Technology
(RUET) is now entering into new era with its mandate of providing world
class quality education, dynamic and outstanding faculty as a Centre of
Excellence in academics.

Rajshahi University of Engineering & Technology (RUET) is dedicated to
build quality graduates in line with the national and global needs for the
development through equipping them with updated and broad range of
research, technical knowledge, competency and relevant industry skills.
RUET always contributes in national and global through excellence in
scientific, technical, research and management. And with this view, CSE
department of RUET always support the co-curricular activities to empower
the knowledge with the practices of ICT in the form of conferences, work-
shops, research and related events. The department is always committed to
utilize the best technical resources for the students, educators, researchers,
consultants, training managers, policy makers, curriculum developers, and
entrepreneurs in the development of ICT to realize the digital Bangladesh.

[ understand that this prestigious International Conference will bring
together many ICT researchers and professional from all over the world
with their ideas and perceptions. The event will augment and strengthen the
researches and knowledge base significantly by presenting innovative and
original thinking, I believe.

My sincere appreciation goes to the advisory committee, technical commit-
tee and other members of the program for their encouragement and support
for the conference. I should also thankful to all the participants for their
contributions in making the conference successful. I hope that this confer-
ence will promote collaborations among researchers in the field of Com-
puter and Information Technology in Bangladesh and abroad.

I wish a grand success of ICCIE 2015

Prof. Dr. Mohd. Rafiqul Alam Beg,

Vice Chancellor

Rajshahi University of Engineering & Technology (RUET)
Rajshahi
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Bangladesh Computer Council

Bangladesh is making rapid advancement in the use and appli-
cation of information and communication technologies. Since
the declaration of Vision 2021: Digital Bangladesh seven years
back, numerous ICT initiatives taken by the Government
proved to be highly effective in materializing this technology-
led development. However, in order to make this development
sustainable, we need to nurture both our intellectual as well as
non-intellectual capacity in the area of ICT.

It is a great pleasure to see that the Department Computer
Science & Engineering (CSE) of Rajshahi University of Engi-
neering and Technology (RUET) is hosting an event called
International Conference on Computer & Information Engi-
neering (ICCIE 2015) in November 2015 to provide a platform
for intellectual exercises in the area of ICT. I believe that this
sort of conferences not only provide individuals with opportu-
nity of creating and sharing new ideas and knowledge, but also
develop national capacity. It is even more important for a
nation which is striving to become digital by 2021.

As the Executive Director of BCC, I take immense pride to be
associated with ICCIE 2015. I recall BCC’s contribution to the
development of ICT in Bangladesh including promoting
knowledge sharing platforms like ICCIE 2015. Hope this
conference will bring ICT researchers and experts from home
and abroad in one platform and foster greater cooperation in the
days ahead.

My best wishes for success of ICCIE 2015.

S. M. Ashraful Islam
Executive Director
Bangladesh Computer Council



MESSAGE

It is my pleasure to inform you that IEEE Bangladesh Section (IEEE-BDS) provided Techni-
cal Co-sponsorship for 2015 International Conference on Computer and Information
Engineering (ICCIE 2015) to be organized by the Department of CSE of Rajshahi University
of Engineering and Technology (RUET). As a Technical Co-sponsor, IEEE-BDS provided
different essential guidelines and support to enhance the quality of the conference.

IEEE is world's largest professional association and dedicated to advancing technological
innovation and excellence for the benefits of humanity. From its inception in 1993, IEEE-
BDS is working to promote engineering education and advanced research in Bangladesh.
Currently it has around 1500 members, chapters of four technical societies (communication
society (COMSOC), power and energy society (PES), electron device/solid state circuit
society (EDS/SSCS)), Engineering in Medicine and Biology Society (EMBS), two affinity
groups (women in engineering (WIE) and young professional (YP)), two student chapters
(Industrial Application Society (IAS) and Microwave Theory and Techniques (MTT)
society), two SIGHT groups (FLASH and CARG) and 21 student branches from 21 engineer-
ing universities. Petition for opening of IEEE Computer Society is at the final stage. IEEE-
BDS and its societies, affinity groups, chapters, and student branches regularly organize
technical seminars, workshops, congress, contests, Olympiads, short courses, industrial tours,
project competitions, outreach programs, humanitarian activities, robotic challenges, award
programs, industrial, educational and professional activities. Because of outstanding perfor-
mance, our WIE Chair has own prestigious awards from region 10 and international WIE.
This year some of our dedicated volunteers have been selected in different R10 committees,
which is a great honor for us. IEEE BDS has won project funds from R10 in six different
categories through very tough competitions. This year, volunteers from IEEE BDS have won
prizes in IEEE R10 SYW Congress held in Sri Lanka. My best wishes to all award winners
and project grant winners. Last year total number of members was about 1000 and in this
year, it is now more than 1500. This year IEEE-BDS is awarded “2015 Outstanding Section
Membership Recruitment Performance”. I hope participants in this conference will join in
IEEE if not yet joined and actively participate in our upcoming events.

This year apart from ICCIE 2015, several International Conferences, namely ICCIT, ICEE-
ICT, ICAEE, EICT, NSYSS, and ICEEE are technically co-sponsored by IEEE-BDS and
IEEE ICTP is sponsored by COMSOC BD Chapter. For the first time in history, IEEE-BDS
is going to organize WIE technical conference IEEE WIECON-ECE 2015 in collaboration
with WIE Affinity Group of IEEE-BDS. For the first time, IEEE-BDS has launched IEEE
ProTalks 2015, a workshop focusing technical leadership, management and entrepreneurship.
This year IEEE-BDS has successfully organized the IEEE Region 10 Meet 2015 where 110
foreign delegates from 17 countries including USA, Australia, Japan, India, and China
participated. Since its inception, this is the first time [EEE BDS has got this opportunity.

The conference organizers were requested to follow the guidelines provided by IEEE and
IEEE-BDS. In this regard, [ appreciate their willingness and effort. I believe, because of hard
work of all the members of the tracks and concerned reviewers, including checking of plagia-
rism and conflict of interest, the quality of the review process is enhanced. It is expected from
the organizer that, being an International Conference, a significant number of authors from
abroad will attend the conference for presenting their papers. I express my sincere gratitude
to all the authors, speakers, track committees, reviewers, advisers and other members whose
sincere efforts are the key factors for the success of this conference.

I appreciate feedback and suggestions from all the participants regarding the technical issues
of this conference, which will help us to achieve more success in enhancing the quality of the
upcoming conferences. I wish ICCIE 2015 all the success.

Dr. Shaikh Anowarul Fattah
Chair, IEEE Bangladesh Section
Professor, Dept. of EEE, BUET
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[ am delighted to know that the department of Computer
Science and Engineering (CSE), Rajshahi University of Engi-
neering & Technology (RUET) is going to organize 1st Interna-
tional Conference on Computer & Information Engineering
(ICCIE 2015) in Rajshahi on 26-27 November 2015.

The widespread applications of Computer & Information Engi-
neering can greatly benefit the economy of our country. We
need to enhance the technological knowledge base of our soci-
ety. Substantial advancement in technological arena is needed
particularly to give impetus to Digital Bangladesh programme.
By virtue of this conference, the knowledge of computer and
information engineering shall be disseminated throughout the
country. This type of conference provides opportunities to
bridge gap in knowledge between national and international
participants and to update new knowledge through sharing the
outcome of their studies and research findings.

I expect that this ICCIE 2015 conference will produce positive
results in terms of sharing scientific, technical and engineering
ideas for scientist, engineers, researchers and students from all
over the world.

On my behalf and that of ECE faculty, we express our apprecia-
tion to the organizers of this conference for their efforts in hold-
ing this conference on a regular basis.

[ wish ICCIE 2015 Conference a grand success.

ALB s

Prof. Dr. Md. Rafiqul Islam Sheikh
Dean, Faculty of Electrical & Computer Engineering
Rajshahi University of Engineering & Technology, Bangladesh.
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As Chairman of technical committee, I am delighted to welcome
delegates from all over the world to the International Conference on
Computer & Information Engineering (ICCIE 2015) to be held at
Department of Computer Science & Engineering of Rajshahi Univer-
sity of Engineering & Technology on 26-27 November 2015.

This exciting event is entirely dedicated to recent developments in
Computer Science and related technologies. As we are living in the
modern era, the Computer and Information Engineering are insepa-
rable from each other and with the demand of services at door-steps
today, the application of ICT has become phenomenon. Besides the
Digital Bangladesh added new dimension in catering digital services
in many sectors in a cost saving manner.

The objective of ICCIE 2015 is not only exchange ideas and share
knowledge among the Scientists, Scholars, Engineers, Educators and
Technologists who have gathered here for the presentation on differ-
ent aspects of the computer Science and Engineering along with the
Information Technology but also to transform the scholastic work for
the usefulness of the mankind through the government, industry and
academia.

I would like to congratulate all the participants for presenting their
papers from home and abroad. I am thankful to all supporting part-
ners, authors, reviewers and different functional committee of ICCIE
2015.

I wish all the success for the event.

%&A

Prof. Dr. Md. Shahid Uz Zaman

Chairman

Technical Committee, ICCIE 2015

Department of Computer Science & Engineering
Rajshahi University of Engineering & Technology
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Welcome everyone to the 1st International Conference on Computer
& Information Engineering (ICCIE 2015) to be held at department of
Computer Science & Engineering of Rajshahi University of Engineer-
ing & Technology.

[ am very much delighted to be here at CSE department, RUET on the
occasion of ICCIE 2015. I want to thank all of you from the deepest
part of my heart.

Information and Computer Engineering has been evolved enormously
and over the last decade countries all over the world has achieved a
notable progress in Information and Computing skills. Bangladesh is
no exception and has made a tremendous progress in the sector of
Information and Computer Engineering.

I believe this kind of Conference creates a great opportunity for the
researchers to enrich their skills, experience and also share their
research and experience with others. I hope all the researchers will try
to show their best innovations and idea in this platform. It is surely a
glorious chance for all of you to catch this chance and make it a reality.
However I am very immense to attend here. [ warmly thank everyone
of CSE Department, RUET.

I wish all the success for the event.

B

Dr. Boshir Ahmed

Secretary, Technical Committee, ICCIE 2015
Department of Computer Science & Engineering
Rajshahi University of Engineering & Technology.
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It is a great pleasure for me to welcome you on behalf of the organiz-
ing committee, to the 1st International Conference on Computer and
Information Engineering (ICCIE 2015) to be held at the Department
of Computer Science & Engineering at Rajshahi University of Engi-
neering & Technology. It is indeed a great honor for Rajshahi
University of Engineering & Technology to host the ICCIE 2015 at
the Department of Computer Science & Engineering during 26-27

L\g) November, 2015.

A Computer and Information Engineering plays an enormous role in
A promoting knowledge and technology which is essential for the
educators, researchers, industrial and commercial concerns in the
present digital age. Being a core part of this conference from the
beginning, I myself feel very much enthusiastic about the confer-
ence and I hope that we all will get benefit academically through

mutual collaborations.

As a secretary of the organizing committee , | appreciate the entire
functional arrangement of ICCIE 2015 through the devoted faculty
members along with different sub-committees. It is not possible to
arrange 1st ICCIE 2015 without the valuable contributions from the
supporting partners such as Bangladesh Computer Council (BCC),
CISCO Networking Academy RUET and IEEE Bangladesh section.

[ wish all delegates a very fruitful and enjoyable moments in ICCIE
2015.

Professor Dr. Md. Rabiul Islam

Secretary

Organizing Committee, [CCIE 2015

Rajshahi University of Engineering & Technology, Bangladesh
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I extend my most sincere welcome to all attendees of this year's 2015
International Conference on Computer & Information Engineering
(ICCIE 2015) in the Department of Computer Science & Engineering
of Rajshahi University of Engineering & Technology.

I hope that the 1st International Conference on Computer & Informa-
tion Engineering (ICCIE 2015) is an attempt to expose the recent
advancement and innovation throughout the vast area of computer and
information science. It is expected to be an intellectual platform to
share ideas and present the latest findings and experiences in the men-
tioned areas. World's leading creative educators, researchers, consul-
tants, training managers, policy makers, curriculum developers, entre-
preneurs, and others in Computer Science education are likely to
participate in the spark discussion.This brings a plurality of interests
and perspectives to a single location.

I hope you take advantage of this opportunity and contribute, through
presentations, discussion and interaction, to the development of new
ideas and new directions in research and applied technology.

Finally, my thanks goes out to the paper reviewers and the keynote
speakers as well as invited speakers and authors who have helped to
make this Conference a successful one. I would like to extend a special
thanks to the sponsors, specifically Bangladesh Computer Council
(BCC), Dhaka, CISCO Academy, RUET, IEEE Bangladesh Section and
other organizing committee members who have taken time out of their
busy schedules to help organizing this year's Conference.

Sl

Prof. Dr. Md. Nazrul Islam Mondal

Organizing Chair

ICCIE 2015 and

Head

Department of Computer Science & Engineering
Rajshahi University of Engineering & Technology
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About ICCIE 2015

Track Wise Submission

Track Name Submission Total Number of Paper

Software & Middleware 8 Submissions-  6.78% of Total

Internet & Web 11 Submissions- 9.32% of Total

Image Processing & GIS 20 Submissions- 16.95% of Total

Computer Network & Security 25 Submissions- 21.19% of Total 118

Artificial Intelligence 29 Submissions- 24.58% of Total

Architecture & Computer System 8 Submissions-  6.78% of Total

Algorithm & Applications 17 Submissions- 14.41% of Total

Software & Middleware

00
8 Submissions-6.78% of Total Algorithm & Applications

17 Submissions-14.41% of Total

Internet & Web
11 Submissions-9.32% of Total

ture & Computer System
ions-6.78% of Total

Image Processing & GIS
20 Submissions-16.95% of Total
% of Total
Computer Netw
25 Submissions-21.

Country-wise Submission

Bangladesh 11
Malaysia 2
Turkey 1
Germany 1
1
2
1

Iran
Australia
Japan
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About ICCIE 2015

Islamic Azad University South Tehran Branch, Iran

Saitama University, Japan

Firat University, Turkey

International Islamic University, Malaysia
Universiti Kebangsaan, Malaysia
University of New South Wales, Australia

University Kassel, Germany

Foreign Universities Participated in ICCIE 2015

Local Universities/Organizations Participated in ICCIE 2015

Bangladesh University of Engineering & Technology
Rajshahi University of Engineering & Technology
Khulna University of Engineering & Technology
Chittagong University of Engineering & Technology
Dhaka University of Engineering & Technology
Shahjalal University of Science and Technology
Pabna University of Science & Technology

East West University

Primeasia University

American International University Bangladesh
Ahsanullah University of Science & Technology
Mawnlana Bhashani Science & Technology University
International Islamic University, Chittagong

[slamic University

Grameenphone Ltd.

United International University

Uttara University

University of Chittagong

University of Information Technology & Science

International University of Business Agriculture and Technology
The University of Liberal Arts

North South University

Jahangirnagar University

Khulna University

University of Asia Pacific

North South University

Independent University

Southern University

Military Institute of Science & Technology
University of Science and Technology Chittagong
Northern University

Brac University

Bangladesh Power Development Board

Institute of Business Administration, University of Dhaka
Premier University, Chittagong

Bangabandhu Sheikh Mujibur Rahman Maritime University
Software Global Consultancy

Jatiya Kabi Kazi Nazrul Islam University
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About ICCIE 2015

Acceptance and Rejection Details

Number of Paper
Total Nu.ml.)er U Accepted for Numbe.r QHlyCa? Acceptance Rate Rejection Rate
Submission . . Rejected
Final Proceeding
118 40 78 33.90% 66.10%

Acceptance and Rejection Rate

r Proceeding
.90% of Total)

Rejected Papers
(78 Submissions, 66.10% of Total)

Track-wise Acceptance and Rejection (For Final Proceeding)

Software & Middleware
Internet & Web 11 3 8
Image Processing & GIS 20 10 10
Computer Network & Security 25 11 14
Artificial Intelligence 29 10 19
Architecture & Computer System 8 0 8
Algorithm & Applications 17 3 14

——————————— Ty HH
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Dr. Abhay

Dr. Md Jahangir Alam

Dr. Alpana

Dr. Md. Waselul Haque Sadid
Prof. Muhammad Channa

Dr. Ruhul A. Sarker

Dr. Kaushik Roy

Dr. Abul Haque

Dr. Md. Aminul Haque Akhand
Prof. Dr. A. K. M. A Hossain
Prof. Dr. A. K. M. Fazlul Haque
Prof. Dr. Syed Akhter Hossain

Dr. Md. Ali Hossain

Dr. A. M. M. Amanat Khan

Dr. Asaduzzaman

Dr. Md. Ashikur Rahman Khan
Dr. G. M. Atiqur Rahman

Dr. Boshir Ahmed

Dr. Md. Mahfuzur Rahman

Prof. Dr. Chowdhury Mofizur Rahman
Dr. Md. Al Mamun

Dr. Dipankar Das

Prof. Dr. Md. Fayzur Rahman
Prof. Dr. Mohammod Abul Kashem
Prof. Dr. Md. Nasim Akhtar

Dr. Sheak Rashed Haider Noori
Prof. Dr. Md. Ekramul Hamid

Dr. Md. Selim Hossain

Dr. Md. Faruk Hossain

Group Captain Md. Afzal Hossain
Prof. Dr. Md. Khadem Islam Molla
Prof. Dr. Kamrul hasan Talukder

s
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Internet & Web Co-Chair: Dr. Boshir Ahmed, RUET, Bangladesh
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Prof. Dr. Md. Nasim Akthar, CSE, DUET, Bangladesh

Prof. Dr. M. A. Kashem, CSE, DUET, Bangladesh

Prof. Dr. Mohammed Moshiul Hoque, CSE, CUET, Bangladesh

Prof. Dr. Kamrul Hasan Talukder, CSE, KU, Bangladesh

Prof. Dr. Md. Mortuza Ali, EEE, EU, Bangladesh

Prof. Dr. Shamim Ahmad, CSE, RU, Bangladesh

Prof. Dr. Syed Akhter Hossain, CSE, DIU, Bangladesh

Prof. Dr. Md. Rafiqul Islam Sheikh, EEE, RUET

Prof. Dr. S. M. Abdur Razzak, EEE, RUET, Bangladesh

Prof. Dr. Engr. M. N. I Mondal, CSE, RUET, Bangladesh

Prof. Dr. Md. Rabiul Islam, CSE, RUET, Bangladesh

Prof. Dr. Md. Zahurul Islam Sarker, EEE, RUET

Prof. Dr. Shaikh Anowarul Fattah, EEE, BUET, Bangladesh & Chair, IEEE Bangladesh Section
Prof. Dr. Muhammad Abdul Goffar Khan, EEE, RUET & Vice Chair, IEEE Bangladesh Section
Prof. Dr. Satya Prasad Majumder, EEE, BUET, Bangladesh, & Chair, [EEE Communication Society, Bangladesh Chapter
Dr. Boshir Ahmed, CSE, RUET, Bangladesh (Secretary)

Dr. Md. Al Mamun, CSE, RUET, Bangladesh (Joint Secretary)

Dr. Ajay Krisno Sarker, EEE, RUET

Dr. Shamim Anower, EEE, RUET

Dr. Md. Rabiul Islam, EEE, RUET

Dr. Md. Selim Hossain, EEE, RUET

Dr. Md. Masud Rana, EEE, RUET

Dr. Md. Faruk Hossain, EEE, RUET

Dr. Mohammad Shamim Kaiser, CSE, JU, Bangladesh, Student Activities, [IEEE Bangladesh Section
All Tachnical Track chairs, Co-chairs and Members

o
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Local Organizing Sub-Committees

Organizing Committee

Prof. Dr. Md. Nazrul Islam Mondal, Head, CSE, RUET Chair
Prof. Dr. Md. Rabiul Islam, CSE, RUET Secretary
All teachers of the Department of CSE, RUET Member

Technical Committee

Prof. Dr. Md. Shahid Uz Zaman, CSE, RUET Chair

Dr. Boshir Ahmed, CSE, RUET Secretary
Dr. Md. Al Mamun, CSE, RUET Join Secretary
Prof. Dr. Md. Nazrul Islam Mondal, Head, CSE, RUET Member
Prof. Dr. Md. Rabiul Islam, CSE, RUET Member
Prof. Dr. Md. Rafiqul Islam Sheikh, EEE, RUET Member
Prof. Dr. S. M. Abdur Razzak, EEE, RUET Member
Prof. Dr. Zahurul Islam Sarker, EEE, RUET Member
Prof. Dr. Muhammad Masroor Ali, BUET, Bangladesh Member
Prof. Dr. Shamim Ahmed, RU, Bangladesh Member
Prof. Dr. Ruhul Amin, IUT, Bangladesh Member
Prof. Dr. M. A Hashem, KUET, Bangladesh Member
Prof. Dr. Md. Anwarul Abedin, EEE, BUET Member
Prof. Dr. Md. Ibrahim Khan, CSE, CUET Member

Publication Sub-Committee

Dr. Md. Al Mamun, CSE, RUET Chair
Rizoan Toufiq, CSE, RUET Secretary
Julia Rahman, CSE, RUET Member
Sadia Zaman Mishu, CSE, RUET Member
Abu Sayeed, CSE, RUET Member

Registration, Kit Distribution and Finance Sub-Committee

Dr. Md. Ali Hossain, CSE, RUET Chair

Emrana Kabir Hashi, CSE, RUET Secretary

Prof. Dr. Md. Rabiul Islam, CSE, RUET Member
Sponsorship Sub-Committee

Prof. Dr. Md. Shahid Uz Zaman, CSE, RUET Chair

Dr. Boshir Ahmed, CSE, RUET Secretary

e YT
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Invitation Transportation, Accommodation and Foreign Delegates Management Sub-Committee

Prof. Dr. Md. Nazrul Islam Mondal, CSE, RUET Chair
Mumu Aktar, CSE, RUET Secretary

Session Management Sub-Committee

Dr. Boshir Ahmed, CSE, RUET Chair
Biprodip Pal, CSE, RUET Secretary
Barson Sen, CSE, RUET Member

Reception and Refreshment Sub-Committee

Prof. Dr. Md. Rabiul Islam, CSE, RUET Chair

Md. Kalimuzzaman, Senior System Analyst, CSE, RUET Secretary
Website, Information Management Sub-Committee

Biprodip Pal, CSE, RUET Chair

Shihan Arafin, Programmer, CSE, RUET Secretary

Inauguration and Closing Ceremony Management Sub-Committee

Prof. Dr. Md. Rabiul Islam, CSE, RUET Chair
Shyla Afroge, CSE, RUET Secretary

Security Sub-Committee

Prof. Dr. Md. Nazrul Islam Mondal, Head, CSE, RUET Chair
Security Officer, RUET Secretary

Venue Management Sub-Committee

Prof. Dr. Md. Nazrul Islam Mondal, CSE, RUET Chair
Firoz Mahmud, CSE RUET Secretary
Shyla Afroge, CSE, RUET Member
Mumu Aktar, CSE, RUET Member

Best Paper Award

A review of all papers which will receive high review scores will be undertaken by ICCIE 2015 Techni-
cal Program Committee to nominate best paper awards. Prof. Dr. Fatema Rashid Best Paper Award will
be given to three best papers based on recommendation of the ICCIE Technical Program Committee.
Only the papers presented in the ICCIE 2015 will be considered for this awards. Each award contains
prize money and a certificate.

® Istprize¢ : BDT 10,000 and a certificate
® 2ndprize : BDT 6,000 and a certificate
@ 3rdprize : BDT 4,000 and a certificate

I,
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PROGRAM SCHEDULE

26 November, 2015 (Thursday) : Day 1

Registration and Kit Distribution
Venue: Auditorium, RUET

03.00 PM — 4.00 PM: Inaugural Ceremony
Venue: Auditorium, RUET
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3:00 PM
3:05 PM
3:10 PM
3:20 PM
3:28 PM
3:35 PM
3:42 PM
3:50 PM
4:00 PM
4:05 PM
4:35 PM

Chair, Guest and Participants take their seats

Welcome speech by the Organizing Chair, Dr. Md. Nazrul Islam Mondal, Head & Professor, CSE Dept., RUET

Speech by the Technical Chair, Dr. Md. Shahid Uz Zaman, Professor, CSE Dept., RUET
Speech by the Special Guest, IEEE, Bangladesh Section

Speech by the Special Guest, Engr. Mohammad Enamul Kabir, Director (Training), BCC, Dhaka
Speech by the Special Guest, Dr. Anirban Mukhopadhyay, Professor, University of Kalyani, India
Speech by the Special Guest, S.M. Ashraful Islam, Executive Director, BCC, Dhaka
Speech by the Chief Guest, Prof. Dr. Mohd. Rafiqul Alam Beg, Vice-Chancellor, RUET

A Short Presentation about the CSE department by Joint Technical Secretary, Dr. Md. Al Mamun, CSE Dept., RUET

Vote of thanks by the Organizing Secretary, Dr. Md. Rabiul Islam, Professor, CSE Dept., RUET
Invited Speech, Engr. Mohammad Enamul Kabir, Director (Training), BCC, Dhaka

4:10 PM to 4:30 PM: Prayer & Tea Break

Invited Speech
Venue
Session Chair

: Auditorium, RUET
: Prof. Dv. Md. Shahid Uz Zaman, CSE, RUET

Title
Speaker

4:35 PM Session Co-Chair: Dr. Boshir Ahmed, CSE, RUET
'3£OPM Title : Building an Eco-System for Digitalization Using
> National Enterprise Architecture
Speaker : Engr. Mohammad Enamul Kabir
Director (Training), BCC, Dhaka
27 November, 2015 (Friday) : Day 2
8.30 AM To Registration and Kit Distribution
9.00 AM Venue: Conference Lobby, Department of CSE, RUET
Keynote Session I
' Venue : Auditorium, RUET
9:00 AM Session Chair  : Prof. Dr- Md. Nasim Akhter. CSE, DUET
10:40 AM Session Co-Chair : Prof. Dr: Md. Nazrul Islam Mondal, CSE, RUET

: Semantic Web-Basics and Applications
: Prof. Dr. Muhammad Masroor Ali, CSE, BUET

——————, YR
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9:45 AM
To
10:30 AM

Keynote Session II

Venue : Auditorium, RUET

Session Chair  : Prof. Dr. Md. Mamun-or-Rashid, CSE, DU

Session Co-Chair: Dr. Md. Ali Hossain, CSE, RUET

Title : Does Sequence of Presentation matters? Study of Learning
Phenomena by a Computational Model of Semantic
Network Growth via Episodic Comprehension

Speaker : Prof. Dr. Javed 1. Khan, CS, Kent State University, USA

10:30 AM to 10:50 AM: Tea Break

27 November, 2015 (Friday)
Technical Session I (10.50 AM - 01.00 PM)

Venue: Conference Room , Dept. of CSE, RUET Track: Artificial Intelligence
Session Chair : Prof. Dr. Kaushik Deb, CSE, CUET
Session Co-Chair : Dr. Md. Ali Hossain, CSE, RUET
A Vision Based Guide Robot System: Initiating Proactive Social Human Robot
PI5 Interaction in Museum Scenarios
Md. Golam Rashed, Ryota Suzuki, Antony Lam, Yoshinori Kobayashi, Yoshinori
Kuno
Phonetic Features Enhancement for Bangla Automatic Speech Recognition
PI 28 Rasel Shuvro, Fariha Nusrat, Foyzul Hassan, Foysal Ahamed, Khondaker
Mamun, Mohammad Huda
Bangla Pronunciation Error Detection System
PI 32 Selina Parveen, Farhana Sarker, Rasel Shuvro, Khondaker Mamun, Mohammad
Huda
A Belief Rule Based Expert System to Control Traffic Signals under Uncertainty
PL75 Mohammad Shahadat Hossain, Rashed Mustafa, Hoimonty Sinha
Review of integrated applications with AIML based chatbot
PI 80 Md. Shahriare Satu, Md. Hasnat Parvez, Shamim-Al Mamun
Character Recognition System: Performance Comparison of Artificial Neural
PL187 Networks and Genetic Algorithm
Shahazan Ali, Md. Nazrul Islam Mondal

L
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PI 119

Eftects of Caffeine Doses on Cardiac Activity using Laser Doppler Flowmetry
Md. Uddin, M Reza, Mohiuddin

PI 120

An Empirical Framework for Parsing Bangla Assertive, Interrogative and Impera-
tive Sentences
Mohammed Safayet Arefin, Lamia Alam, Shayla Sharmin, Mohammed Hoque

PI 145

Land Cover Classification for Satellite Images based on Normalization Technique
and Artificial Neural Network.
Boshir Ahmed, Md. Abdullah Al Noman

PI 159

An Empirical Analysis of Attribute Skewness over Class Imbalance on Probabilis-
tic Neural Network and Naive Bayes Classifier
Nazmul Shahadat, Biprodip Pal

27 November, 2015 (Friday)

Technical Session I1 (10.50 AM - 01.00 PM)

Venue: Seminar Room, Dept. of CSE, RUET Track: Computer Networks & Security

Session Chair

: Prof. Dr. Md. Nasim Akhter, CSE, DUET

Session Co-Chair : Dr. Md. Al Mamun, CSE, RUET

PI 27

Performance Analysis and Redistribution among RIPv2, EIGRP & OSPF Routing
Protocol
Kanti Dey, Md. Mobasher Ahmed, Kazi Tanvir Ahmmed

PI 39

A Novel Elliptic Curve Cryptography Scheme Using Random Sequence
Fatema Akhter

Pl 41

VANET Topology Based Routing Protocols & Performance of AODV,
DSR Routing Protocols in Random Waypoint Scenarios
Aditi Roy, Bijan Paul, Sanjit Kumar Paul

PI 54

Performance Analysis of DCS-Based Limited Wavelength Interchanging Cross-
Connects in WDM Network

Punab Chandra Kundu, Dr. Md. Rabiul Islam, Pejush Chandra Sarker, Satya
Prasad Majumder

————————— TS
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A Comparative Study of Different Dispersion Compensation Techniques in Long

PL59 Haul Communication
Md. Talha, Kazi Salam, Hasan Zaman
PL 62 vSIM : The Next Generation Mobile Technology
M. M. Rahman, A. B. M. A. Islam
PI 72 A Secret Key-Based Security Architecture for Wireless Sensor Networks

Md Mokammel Haque, Anuva Chowdhury, Farzana Alam, Shanta Chowdhury

Cross-correlation Based Approach of Underwater Network Size Estimation with
PI91 Unequal Sensor Separation
D.K. Mondal, S. A. H. Chowdhury, Q. N. Ahmed, M. S. Anower

Blind Audio Watermarking Based on Fast Walsh-Hadamard Transform and LU

PI 117 Decomposition
Pranab Kumar Dhar
PI 125 Paradigm Shift towards Cloud Computing for Banking Sector

Mohammad Anik Islam, Md. Khaled Ben Islam, Md. Nazmus Shakib Beg

Cooperative Game Theory based Load Balancing in Long Term Evolution
PI 160 Network
Subarno Saha, Rajkin Hossain, Muhidul Islam Khan

01.00 PM - 2.20 PM: Prayer & Lunch Break
Lunch: Cafeteria, RUET

27 November, 2015 (Friday)
Technical Session III (2.30 PM - 4.30 PM)

Venue: Conference Room, Dept. of CSE, RUET Track: Image Processing & GIS

Session Chair : Prof. Dr. Md. Kazi Khairul Islam, EEE, IUT
Session Co-Chair : Prof. Dr. Md. Rabiul Islam, CSE, RUET

Performance Comparison of Three Optimized Alternative Pulse Shaping Filters
PI17 with the Raised Cosine Filter for Wireless Applications
Tushar Kanti Roy, Monir Morshed, Md Ferdous Pervej

o L,
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A Heuristic Solution of the Vehicle Routing Problem to Optimize the Office Bus
P124 Routing and Scheduling using Clarke & Wright's Savings Algorithm
Emrana Kabir Hashi, Rokibul Hasan, Md. Shahid Uz Zaman

Interaction with Large Screen Display using Fingertip & Virtual Touch Screen
P126 Dejan Chandra Gope, Md. Shafiqul Islam

An Adjustable Novel Window Function with its Application to FIR Filter Design
PI33 Hrishi Rakshit, Muhammad Ullah

Development of a Smart Learning Analytics System Using Bangla Word Recog-
PI71 nition and an Improved Document Driven DSS
Wali Mohammad Abdullah, Kazi Lutful Kabir, Nazmul Hasan, Sharmin Islam

Histogram based Water Quality Assessment in Satellite Images

PL89 Mumu Aktar, Md Al Mamun, Md. Shamimur Rahman Shuvo, Md. Ali Hossain

A Real- Time Face to Camera Distance Measurement Algorithm Using Object
PI 106 Classification
Md Hossain, Md Mukit

Closest Class Measure based Subspace Detection for Hyperspectral Image Classi-
PI 139 fication
Md. Ali Hossain, Md. Shahid Uz Zaman, Md Al Mamun, Md. Nazrul Islam Mondal

Bangladeshi Road Sign Detection Based on YCbCr Color Model and DtBs
Vector
Kaushik Deb

PI 162

GIS-based Extraction of Open Space in Rajshahi City
PI'163 Md. Shahid Uz Zaman, Fatima Jahan Sarmin

27 November, 2015 (Friday)

Technical Session IV (2.30 PM - 3.20 PM)

Venue: Seminar Room, Dept. of CSE, RUET Track: Algorithm & Application

Session Chair : Prof. Dr. Muhammad Masroor Ali, CSE, BUET
Session Co-Chair  : Dr. Pranab Kumar Dhar, CSE, CUET

Pl 64 Smart Vehicle Accident Detection and Alarming System Using a Smartphone
Ahmed Imteaj, Mahfuzulhog Chowdhury, Adnan Faiz

TR
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Multi-temporal FFT Regression

PI 143 Md. Al Mamun, Md. Nazrul Islam Mondal, Boshir Ahmed, Md. Shahid Uz
Zaman, Shyla Afroge
A Novel Idea of Tackling Hard Bit-vector Problems in a Beneficial Way by Eager
PI 149 Solver

Chowdhury Sajadul Islam, Md. Nahid Hasan

27 November, 2015 (Friday)

Venue: Seminar Room, Dept. of CSE, RUET Track: Internet & Web

Technical Session V (3.25 PM - 4:15 PM)

Session Chair: Prof. Dr. Md. Shahid Uz Zaman, CSE, RUET
Session Co-Chair: Dr. Boshir Ahmed, CSE, RUET

Issues in Entry Creation for an Educational Institution and Searching in Semantic
Web

P13
Syeda Nyma Ferdous, Jannatut Tabassum, Muhammad Masroor Ali, Abdullah Al
Noman
Developing a Framework for Analysing Web Data to Generate Recommendation
P168 Tanjila Khanam, Mohammad Arefin, Md. Islam
PI 153 Phishing Attack Detection Using Taxonomy Model

Chowdhury Sajadul Islam

4:20 PM to 4:40 PM: Prayer & Tea Break

27 November, 2015 (Friday)
Technical Session VI (4.40 PM - 5.20 PM)

Venue: Seminar Room, Dept. of CSE, RUET Track: Software & Middleware

Session Chair
Session Co-Chair : Prof. Dr. Md. Shamsul Arefin, CSE, CUET

: Prof. Dr. Shamim Ahmed, CSE, RU

Telemedicine in South Asia for Rural People: Current Scenario and Future Recom-

PI 38 mendations

Uzzal Prodhan, Muhammad Rahman, Israt Jahan

Introducing Spatial Orientation Sensitive Cellphone Messaging System for Blind
PI192 People

Parijat Prashun Purohit, Fardina Fathmiul Alam, S. M. Mostaq Hossain

o L,
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Smartphone based Teacher-Student Interaction Enhancement System

PETLS Ahmed Imteaj, Saad Sajjad

5:20 PM to 5:40 PM: Prayer & Tea Break

27 November, 2015 (Friday) : Day 2

5-40 PM Keynote Session 111
To Venue : Auditorium, RUET
06:20 PM Session Chair  : Prof. Dr. S. M. Abdur Razzak, EEE, RUET
Session Co-Chair: Prof. Dr. Md. Rabiul Islam, CSE, RUET
Title : Iris Biometric and its Application in Cyber Identity
Speaker : Dr. Kaushik Roy, North Carolina A&T State Univesrity, USA
6:25 PM Keynote Session IV
To Venue : Auditorium, RUET
07:00 PM Session Chair : Prof. Dr. Md. Shahid Uz Zaman, CSE, RUET
Session Co-Chair : Prof. Dr. Md. Shamsul Arefin, CSE, CUET
Title : Multiobjective Genetic Algorithms for Data Clustering
Speaker : Dr. Anirban Mukhopadhyay, CSE, University of Kalyani, India

Day 2: 27 November, 2015 (Friday)
07:30 PM - 8:00 PM: Closing & Award Night

Venue: Master Chef Ball Room, Rajshahi

730 PM Chair, Guest and Participants take their seats

7:35 PM Speech by the Special Guest, S.M. Ashraful Islam, Executive Director, BCC, Dhaka
7-45 PM Best Paper Award by the Chief Guest, Prof. Dr. Mohd. Rafiqul Alam Beg, Vice-Chancellor, RUET

7-47 PM Speech by the Chief Guest, Prof. Dr. Mohd. Rafiqul Alam Beg, Vice-Chancellor, RUET

7:50 PM Closing Speech by the Organizing Chair, Dr. Md. Nazrul Islam Mondal, Head & Professor, CSE Dept., RUET

Day 2 : 27 November, 2015 (Friday)
08:00 PM - 10:00 PM: Grand Dinner
Venue: Master Chef Ball Room, Rajshahi
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Keynote Title: Does Sequence of Presentation Mat-
ters? Study of Learning Phenomena by a Computa-
tional Model of Semantic Network Growth Via
Episodic Comprehension.

Abstract: Though classical learning research in com-
puter science has not delved too much into reading as
a means of learning it is one of the most common
means of learning for modern humans. Text compre-
hension is one of the major processes by which we
modern persons learn throughout our life. Classical
learning research has investigated a number of aspects
of learning phenomena from its early days. It has
given rise to models of artificial learning where com-
puting algorithms can mimic various forms of human
learning such classification and learning of hidden
functions, Hebb’s reinforcement, self-organization,
dynamic shift of attention, etc. Yet, human learning is
a complex phenomenon way too many aspects are yet
to be understood. It seems reading based learning is
one of the phenomenon which has received relatively
little attention in computer science until now. In this
talk we present our work how computing can shed
new light into the understanding of this form of learn-
ing. We particularly investigate an interesting topic-
how the presentation sequence of concepts during
reading might impact the semantic network of mean-
ing generated. Text comprehension is postulated as an
incremental and episodic process in cognitive science
researchers. Concepts which are recognized are
subsequently integrated into the background knowl-
edge represented by a semantic network. For analysis,
we propose a new computational model of the
segmentation and integration (SSI) process and sum-
marize the learning. We present a reading experiment
in which groups of readers are presented same sample
texts but in varying order of sentences to simulate
different sequences of concept presentation. We then
compare the resulting summary networks of the
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Keynote Speech

Prof. Dr. Javed 1. Khan
Computer Science Department
Kent State University, Ohio, USA
Javed@ kent.edu

reader groups revealing a number of interesting obser-
vations. We also share additional complex network
experiments on the growth characteristics of the
individual semantic networks.

Speaker Biography: Dr. Javed I. Khan is a professor
and Chair of Department of Computer Science at Kent
State University. Dr. Javed I. Khan’s research team
specializes in applying multi-area expertise in cross-

cutting problems in advanced networking, perceptual
engineer, and modeling of cognitive, social and
biological systems. His lab is currently working on
perceptual comprehension and active & program-
mable networking. His cross-area research has been
funded by various agencies including US Defense
Advanced Research Project Agency (DARPA),
National Science Foundation (NSF), NASA, AFRL,
World Bank and State of Ohio. He has first-authored
100+ reviewed publications. He has served as editor
for 100+ journal articles in his area, in national panel
on next generation communications. Besides being an
active researchers and educator, Dr. Khan is passion-
ately active in international educational technology
for mitigating digital divide. He helped planning and
designing two national high speed advanced network
infrastructures- BDREN and NgREN which are now
being implemented by the national governments. He
served as the area expert in the Fulbright National
Roster of experts as Senior Specialist on high perfor-
mance education networking and digital divide. Dr.
Khan has received his PhD from University of Hawaii
at Manoa and B.Sc. from Bangladesh University of
Engineering & Technology (BUET) and a Past Open
Grants Fellow at East West Center at Hawaii. More
information about Dr. Khan’s research can be found at
medianet.kent.edu




Abstract: In designing any evolutionary algorithm,
it is usually one main search operator is selected to
perform the search process within the defined
search space. Because of the variability in the math-
ematical properties of different decision and opti-
mization problems, no single algorithm with one
search operator can solve all types of practical prob-
lems efficiently. We have recently introduced a
general framework that allows multiple search
operators and/or multiple evolutionary algorithms
to work under a single algorithm structure for solv-
ing decision and optimization problems. The
proposed framework has added a significant prob-
lem solving capacity for covering a wide range of
decision and optimization problems, and at the
same time it has shown consistent superior perfor-
mance over the existing algorithms. This pioneering
research has opened up a new research direction for
evolutionary algorithm design. In this talk, different
adaptive and dynamic configuration aspects for
evolutionary algorithms will be highlighted and our
experiences in solving different practical problems
will be shared.

Speaker Biography: Ruhul Sarker received his
Ph.D. in 1991 from Dalhousie University, Halifax,
Canada, and B.Sc. Eng.(1982) and M.Eng.(1984)
from BUET, Dhaka. He is currently a senior
academic in the School of Engineering and IT,
University of New South Wales, Canberra, Austra-
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Prof. Dr. Ruhul A Sarker

Senior Academic

School of Engineering and IT, University of New South Wales
Canberra, Australia

lia. From 2011 to 2014, he was the Deputy Head
(Research) in the school. His main research inter-
ests are Evolutionary Computation, and Applied
Operations Research, and their interfaces. He is the
lead author of the book ‘Optimization Modelling: A
Practical Approach’ published by Taylor & Francis,
USA. He has published more than 270 refereed
articles in the international journals, edited books,
and conference proceedings. He has edited /co-

edited 8 books on specialized topics in computa-
tional Intelligence including one on ‘Evolutionary
Optimization’. He is currently an associate editor of
Memetic Computing Journal, Flexible Service and
Manufacturing Journal, and Journal of Industrial
and Management Optimization. Prof. Sarker was a
technical co-chair for IEEE CEC’2003 and a
Proceedings Co-chair for IEEE WCCI’2012. He is
a member of IEEE CIS Task Force on Differential
Evolution and Evolutionary Multiobjective Optimi-
zation. He has delivered invited and keynote
speeches in a number of major conferences.

l
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Keynote Title: Iris Biometric and Its Application in
Cyber Identity

Abstract: Person identification systems based on
iris biometrics have received huge attention due to
its applicability to many areas, including national
border control, forensics, secure financial transac-
tions, and cyber identity. Most of the existing iris
recognition algorithms mainly depend on the iris
images that are captured in a cooperative environ-
ment to ensure the higher recognition accuracy.
However, in many cases, iris image acquisition
process is affected by different noise factors such as
illumination variations, noncooperation of persons,
head rotations, gaze directions, and camera angles.
These nonideal factors in data acquisition process
may result in motion blurs, reflections, eyelash and
eyelid occlusions, and pupil center deviation and
further hamper the iris localization performance.
Therefore, iris recognition in a nonideal situation
still remains a challenging issue.

This talk will begin with an overview of the non-
cooperative iris recognition. The remainder of the
talk will focus on multibiometric systems. Applica-
tion of iris recognition to biometric-based access
control will also be discussed.

Speaker Biography: Kaushik Roy received his
PhD from Concordia University, Montreal, QC,
Canada in 2011 in Computer Science. He com-
pleted his MS degree in Computer Science from the
Concordia University in 2006 and B.Sc. degree in

———————————————————— S
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Kaushik Roy, Ph.D.
North Carolina A&T State University, Greensboro, NC, USA

Computer Science and Technology from University
of Rajshahi, Bangladesh in 2000. Kaushik Roy is
currently an Assistant Professor at the Department
of Computer Science and Director of the Cyber
Identity and Biometric (CIB) lab, North Carolina
A&T State University, USA. Previously, he worked
as a postdoctoral fellow in the Department of Elec-
trical and Computer Engineering, University of
Waterloo, ON, Canada during 2011-2012. He also
taught at Rajshahi University of Engineering and
Technology (RUET) as a lecturer in the Department
of Computer Science and Engineering during
2001-2004. His research interests include biomet-
rics, cyber identity, biometric based cyber security,
game theory, information fusion, and machine
learning. Dr. Roy is the author or co-author of over
60 articles in journals, book chapters and confer-
ence proceedings. Recent grants are for research on
cyber identity framework, author identification,
multispectral iris recognition, large data network,
and cloud identity.
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Keynote Title: Multiobjective Genetic Algorithms for
Data Clustering

Abstract: Clustering is an important data mining
technique where a set of patterns, usually vectors in
multidimensional space, are grouped into clusters based
on some similarity or dissimilarity criteria. Clustering
techniques aim to find a suitable grouping of the input
dataset so that some criteria, such as compactness, sepa-
ration, and connectivity are optimized. A straightfor-
ward way to pose clustering as an optimization problem
is to optimize some cluster validity index that reflects
the goodness of the clustering solutions. All possible
partitionings of the dataset and the corresponding values
of the validity index define the complete search space.
Traditional partitional clustering techniques, such as K-

means and fuzzy C-means, employ greedy search
techniques over the search space to optimize the com-
pactness of the clusters. These algorithms often get stuck
at some local optima depending on the choice of the
initial cluster centers. Moreover, they optimize a single
cluster validity index (compactness in this case), and
therefore do not cover different characteristics of the
datasets. To overcome the problem of local optima,
some evolutionary global optimization tools such as
Genetic Algorithms (GAs) have been widely used to
reach the global optimum value of the chosen validity
measure. Conventional GA-based clustering techniques
use some validity measure as the fitness value. However,
no single validity measure works equally well for differ-
ent kinds of datasets. Thus it is natural to simultaneously
optimize multiple such measures for capturing different
characteristics of the data. Simultaneous optimization of
multiple objectives provides improved robustness to
different data properties. Hence it is useful to utilize
multiobjective GAs (MOGAs) for clustering. In this
talk, I will first describe some preliminaries of multiob-
jective optimization and Pareto optimality. Subse-
quently, I will discuss a multiobjective GA-based
clustering algorithm. Finally I will demonstrate some
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applications of multiobjective clustering technique in
remote sensing and bioinformatics.
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Keynote Title: Semantic Web-Basics and Applications

Abstract: The semantic web provides a common frame-
work that allows data to be shared and reused across
application, enterprise, and community boundaries [1].
We can also define semantic web as, a collection of
technologies and standards that allow machines to
understand the meaning (semantics) of information on
the Web [2]. The term “semantic web” was coined by
World Wide Web Consortium (W3C) director Sir Tim
Berners-Lee, and was formally introduced to the world
in his seminal paper [3] in 2001. From the current web,
we want to formulate a smart data integration agent. For
a given resource, we would like to know everything that
has been said about it. More specifically, we would like
to accomplish this goal by collecting as much informa-
tion as possible about this resource. We will then under-
stand it by making queries against the collected informa-
tion [2]. In order to accomplish this goal, we have to
understand what exactly is there in a web page. If we
generalize our goal a bit, and want to have a web under-
standable to machines, we observe that the three major
activities we perform on the web are, searching, infor-
mation integration and web data mining. For this, the
changes we need to have on each web site include, but
not limited to, paraphrasing from [2], standard model to
represent knowledge on the web, acceptance of this
model as a standard by all the web sites, methodology to
create statements on each web site, usage of some
common terms and relationships for a given domain and
being able to define these common terms and relation-
ships. We will want to build models, calculate with
knowledge, and exchange information [4]. In order to
attain the aforementioned goals, we have a number of
components in the semantic web available. Resource
Description Framework (RDF) is a standard model for
data interchange on the Web. RDF has features that
facilitate data merging even if the underlying schemas
differ, and it specifically supports the evolution of sche-
mas over time without requiring all the data consumers
to be changed. RDF extends the linking structure of the
Web to use URIs to name the relationship between
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things as well as the two ends of the link (this is usually
referred to as a “triple”). Using this simple model, it
allows structured and semi-structured data to be mixed,
exposed, and shared across different applications [5].
RDF Schema provides a data-modelling vocabulary for
RDF data. RDF Schema is a semantic extension of RDF.
It provides mechanisms for describing groups of related
resources and the relationships between these resources
[6]. SPARQL is an RDF query language, that is, a
semantic query language for databases, able to retrieve
and manipulate data stored in RDF format [7]. However,
the variety of things you can say in RDF and RDF
Schema is very limited. RDF is limited to binary ground
predicates, and RDF Schema is limited to a subclass
hierarchy and a property hierarchy, with domain and
range definitions of these properties. However, in many
cases we need to express more advanced, more expres-
sive, knowledge. The Web Ontology Working Group
and the OWL Working Group, identified a number of
characteristic use cases for the semantic web that require
much more language features than those that RDF and
RDFS have to offer. The resulting language, OWL, for
the Web Ontology Language, is a Semantic Web
language designed to represent rich and complex knowl-
edge about things, groups of things, and relations
between things. It is closely related to a fragment of a
family of logics that are specially crafted for represent-
ing terminological knowledge. The features of these
Description Logics (DL) are well understood by the
community. OWL2 is the second iteration of the OWL
language [8], [9]. For logic and inference in the semantic
web, predicate logic can be used. The languages of RDF
and OWL2 profiles can be viewed as specializations of
predicate logic [9]. At the end of the presentation, some
real life case studies of semantic web applications from
the areas of supply chain management, media manage-
ment, data integration, web search and ecommerce will
be explored [9], [10].
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Title: Building an Eco-System for digitalization using National Enterprise Architecture

Abstract: National Enterprise Architecture (NEA), a framework that the Government of Bangla-
desh has planned to facilitate digital services to the citizen. In the context of Digital Bangladesh,
which the Government of Bangladesh has envisioned to achieve within 2021, the NEA framework
provides the foundation of the eco-system for digitalization of the Government. It is broadly
designed covering architectural domains of governance, operations, security, and with data, appli-
cation, interoperability, mobility, technology for business having access and presentation. NEA
establishes a service bus architecture with provision for both open source technology and Oracle
SOA ensuring interoperability between various services and application layers. The service bus
collaborates with different layers covering integration, workflow, rules, processes and notifications.
In the eco-system, this framework will ensure end-to-end digital process orchestrations and thus
improving quality of life for the citizen through seamless use of e-services across the Government.
In the analysis of NEA a systematic approach based on component model is applied to explore the
detail orchestration needs of different layers. The research also identified and elaborated detail
process interactions for the framework components along with the needs for additional interfaces
using the UML modeling of the requirements which is intended to contribute in the test case devel-
opment for the functional integration of NEA and its service bus.
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Abstract: The main purpose of semantic web is driving the evolution of current web by enabling
users to find, share and combine information more easily. In traditional web, it is both tedious and
time-consuming to find our required information. But with the development of semantic web, it gets
much more efficient and faster to obtain required information ignoring all other unnecessary data.
Semantic web understands the meaning of data and can make intelligent decision based on available
data. To build up the necessary web information and their relationship or the ontology for the seman-
tic web, creation of valid RDF document is needed. These documents can be deployed and retrieved
by the search engine after URL submission and completion of indexation. This paper describes the
process of our RDF document creation for an educational institution, deployment, URL submission
for indexation in the search engine, Swoogle and retrieval of the document. It emphasizes on identifi-
cation of the issues or challenges throughout the whole process.

Paper ID: 05

A Vision Based Guide Robot System: Initiating Proactive Social Human Robot
Interaction in Museum Scenarios

M. Golam Rashed', R. Suzuki', A. Lam!, Y. Kobayashi '*Y. Kuno'
!Saitama University, Japan, 2 JST, PRESTO, Japan
[golamrashed, suzuryo, antonylam, yosinori, kuno]@cv.ics.saitama-u.ac.jp

Abstract: This paper presents a guide robot system which observes people’s interest and intention
towards paintings in museum scenarios and proactively offers guidance to them using a guide robot,
if needed. To do that, we utilized multiple USB video camera sensors to support the guide robot in
detecting and tracking people’s visual focus of attention (VFOA) to-ward paintings. In this study, we
consider each person’s head orientation and profile information and compute importance values to
identify a target-person that may be interested in a particular painting. After identifying the target-
person. the guide robot moves autonomously through an appropriate motion path from the so called
public-distance to his/her social-distance to explain details about the painting to which s/he is inter-
ested. Furthermore, we demonstrate the viability of our guide robot system by experimenting with the
Robovie-R3 as a museum guide robot. Finally, we tested the system to validate its effectiveness.
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Performance Comparison of Three Optimized Alternative Pulse Shaping
Filters with the Raised Cosine Filter for Wireless Applications
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Abstract: This paper is concerned with the performance and cost analysis of different pulse shaping
filters such as raised cosine, finite impulse response (FIR) Nyquist, FIR half-band and infinite
impulse response (IIR) linear phase half-band for wireless applications. Note that the pulse shaping is
the process of changing the waveform of transmitting pulses to reduce the interferences keeping a
signal in an allotted bandwidth. This paper proposes an optimal design for the pulse shaping filters to
reduce their effective costs in the area of wireless communication applications. Here, we analyze the
performance of pulse shaping filters based on the minimum stop band attenuation required to
suppress the inter-symbol interference (ISI) and inter-channel interference (ICI). Finally, we compare
the performance of raised cosine, FIR Nyquist, FIR half-band and IIR linear phase half-band filters in
terms of bit-error rate (BER) and hardware requirements. Our results demonstrate that the hardware
implementation costs for the FIR Nyquist, FIR half-band and IIR half-band filters are about 60% to
90% less than the raised cosine filter.

Paper ID:24

A Heuristic Solution of the Vehicle Routing Problem to Optimize the Office Bus
Routing and Scheduling using Clarke & Wright's Savings Algorithm

Emrana Kabir Hashi', Md. Rokibul Hasan?, Md. Shahid Uz Zaman®
Department of Computer Science & Engineering
Rajshahi University of Engineering & Technology, Rajshahi, Bangladesh
lemranakabir@gmail.com, *rakib063049@gmail.com, *szaman22@yahoo.com

Abstract: Office bus routing is a rising problem because transportation service should be more
efficient, safe and reliable. This research try to answer a question how to facilitate employees with
transportation service that would be fast, cost effective, and in a timely manner. This research work
discourse the Vehicle Routing Problem and scheduling issues of transportation service for Dhaka
City, Bangladesh. Our implementation will help to develop office bus routing and scheduling proto-
type model. This model will help to design transportation management system of any organization.
From this implementation, it will able to find shortest and fastest routes and schedule of office bus,
and also allocate bus stops that will use to pick up and drop employees according to their residence.
This application has considered cost matrix of time, routes length and the vehicles with same capac-
ity. We have implemented this application with Clarke & Wright’s savings algorithm. This paper
concludes with the solutions of schedules and visualization of routes with GIS techniques that will
helps to develop decision support system for any kind of Vehicle Routing Problem.
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Interaction with Large Screen Display using
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Abstract: Human-Computer Interaction (HCI) involves the study, planning, design and uses of the
interaction between people (users) and computers. We present a nonintrusive system based on com-
puter vision for human-computer interaction controlled by finger pointing gestures. A new approach
for Interaction with Large Screen Display using Fingertip & Virtual Touch Screen by taking into
account the location of the user and the interaction area available. We can estimate aninteraction
surface virtual touch screen between the display and the user. Userscan use their pointing finger
to interact with the display as if it was brought forward and presented directly in front of them,
while preserving viewing angle. Users are allowed to walk around in a room and manipulate informa-
tion displayed on its walls by using their own finger as pointing devices. Once captured and tracked
in real-time using stereo vision camera, finger pointing gestures are remapped onto the current point
of interest, thus reproducing in an advanced interaction scenario the “drag and click” behavior of
traditional mice. It’s a simple signal processing on images obtained from a regular laptop web-
camera.

Paper ID:27

Performance Analysis and Redistribution among RIPv2,
EIGRP & OSPF Routing Protocol

Golap Kanti Dey!, Md. Mobasher Ahmed?, Kazi Tanvir Ahmmed?
Department of Applied Physics, Electronics & Communication Engineering
University of Chittagong, Chittagong-4331, Bangladesh
'd k.golap@gmail.com, >md.mobasher@gmail.com, 3tanvir@cu.ac.bd

Abstract: In a network topology, it is very usual to use various kinds of routing protocol for forward-
ing packets. A routing table is used in the memory of a router that keeps the track of routes to particu-
lar network destination and the most popular routing algorithms used to forward packets are Routing
Information Protocol (RIPv2), Enhanced Interior Gateway Routing Protocol (EIGRP) and Open
Shortest Path First (OSPF). The ultimate concentration of this research work is to depict the perfor-
mance analysis comparison of these three dynamic routing protocols and redistribution among the
protocols. Eight Cisco routers and a switch are used in our simulated network topology where four
routers with different directly connected with the switch take the responsibility for the redistribution
algorithm.

L g [
39




15 INTERNATIONAL CONFERENCE ON C C I E
COMPUTER & INFORMATION ENGINEERING B -

Paper ID:28

Phonetic Features Enhancement for Bangla
Automatic Speech Recognition
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'Department of Computer Science and Engineering, United International University, Dhaka, Bangladesh
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Abstract : This paper discusses a phonetic feature (PF) based automatic speech recognition system
(ASR) for Bangla (widely known as Bengali), where the PF features are enhanced. There are three
stages in this method where the first step maps Acoustic Features (AFs) or Local Features (LFs) into
Phonetic Features (PFs) and the second step incorporates inhibition/enhancement (In/En) algorithm
to change the PF dynamic patterns where patterns are enhanced for convex patterns and inhibited for
concave patterns. The final step is for normalizing the extended PF vector using Gram—Schmidt algo-
rithm and then passing through a Hidden Markov Model (HMM) based classifier. In our experiment
on speech corpus for Bangla, the proposed feature extraction method provides higher sentence correct
rate (SCR), word correct rate (WCR) and word accuracy (WA) compared to the methods that not
incorporated In/En network.

Paper ID:32

Bangla Pronunciation Error Detection System

Selina Parveen', Farhana Sarker?, Sharif Mohammed Rasel Kabir!,
Khondokar Mamun'!, Mohammad Nurul Huda!
'Department of Computer Science and Engineering, United International University, Dhaka, Bangladesh
2 Department of Computer Science and Engineering, University of Liberal Arts, Dhaka, Bangladesh
selina.parveen.aj@gmail.com, farhana.sarker@ulab.edu.bd, shuvro.mist@gmail.com, mamun@cse.uiu.ac.bd,
mnh@cse.uiu.ac.bd

Abstract: In this paper a pronunciation error detection system was modeled and also tested for large
vocabulary, speaker independent and continuous speech recognizer for Bengali language. The recog-
nizer was developed using Hidden Markov Model (HMM); and the Hidden Markov Modeling Toolkit
was used to implement it. In the process, a corpusdatabase comprised of 3000 utterances that were
used for training and 100 plus sentences for development and evaluation. The data was preprocessed
in line with the requirements of the HTK toolkit. In order to support the acoustic models, a bigram
language model was constructed. In addition, pronunciation dictionary was prepared and used as an
input. Standard experiment for in depth performance analysis of the detector was designed and all the
results are analyzed to get the proper insight of the error pattern, both at sentence and word level. The
effect of Conjugant words, the effect of first letter of the word, the gender effect on error pattern along
with the effect of colloquial dialect or local accent on error pattern is observed. The findings are quite
promising and may open new possibilities to design an efficient pronunciation error correcting
system for aiding the non-native Bengali speaking people.
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An Adjustable Novel Window Function with its Application to FIR Filter Design

Hrishi Rakshit', Muhammad Ahsan Ullah?
Electrical and Electronics Engineering
Chittagong University of Engineering & Technology, Chittagong, Bangladesh
'rishirok@gmail.com, *ahsan_cuet@yahoo.com

Abstract: A new class of adjustable window function, based on combination of tangent hyperbolic
function and a weighted cosine series, is proposed. The proposed window is adjustable in the sense
that by changing its controlling parameter, one can change not only its shape but also its spectral char-
acteristics. The spectral characteristic of the proposed window is studied and its performance is com-
pared with Dolph-Chebyshev, Gaussian and Kaiser Windows. Simulation results show that the
proposed window yields better ripple ratio and side-lobe roll-off ratio than the above named
windows. Moreover, the paper represents the application of the proposed window in finite impulse
response (FIR) filter design. The results confirm that the filter designed by the proposed window
provides better spectral characteristics than Kaiser window. This paper also highlights an application
of the proposed Filtering method in the area of eliminating noise from corrupted ECG signal

Paper ID: 38

Telemedicine in South Asia for Rural People:
Current Scenario and Future Recommendations

Uzzal Kumar Prodhan', Muhammad Zahidur Rahman?, Israt Jahan?
"Department of Computer Science & Engineering,
Jatiya Kabi Kazi Nazrul Islam University, Trishal, Maymensingh, Bangladesh
“Department of Computer Science & Engineering, Jahangirnagar University, Savar, Dhaka, Bangladesh
luzzal bagerhat@yahoo.com

Abstract: Telemedicine encompasses methods for electronically transmitting medical information to
sustain and/or improve patient’s health condition by using information and communication technol-
ogy. Different countries of South Asiahave tried to introduce telemedicine services from different
perspectives for the rural people where health care facilities are poor through its private and public
partnership. This paper examines different telemedicine models of South Asia and findsout the poten-
tials difficulties faced by different models and presents the factors which should be assessed carefully
for thesuccessful implementation of telemedicine which will be feasible, easily maintainable, sustain-
able and cost effective solution for the poor people of rural areas of South Asia regions.
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A Novel Elliptic Curve Cryptography Scheme Using Random Sequence
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Abstract : This paper proposes a new Elliptic Curve Cryptography (ECC) scheme and a data map-
ping technique on elliptic curve over a finite field using maximum length random sequence genera-
tion. While its implementation, this paper also proposes a new algorithm of scalar multiplication for
ECC. The proposed scheme is tested on various bits length of prime field and the experimental results
show very high strength against cryptanalytic attack like random walk and better performance in
terms of computation time comparing with standard approaches.

Paper ID:41

VANET Topology Based Routing Protocols & Performance of AODYV,
DSR Routing Protocols in Random Waypoint Scenarios

Aditi Roy', Bijan Paul?, Sanjit Kumar Paul?
Dept. of Computer Science and Engineering, Shahjalal University of Science and Technology, Bangladesh
Dept of Computer Science, American International University, Bangladesh
*Dept of Mathematich, University of Asia Pacific, Bangladesh
laditiroy 1710@gmail.com, *bijancse@gmail.com, *sanjitkpaul@gmail.com

Abstract: Vehicular Ad-hoc Network is a new technology in the modern era and due to road accident
daily occurrence which has taken enormous attention in the recent years. Because of rapid topology
changing and frequent disconnection makes it difficult to design an efficient routing protocol for rout-
ing data among vehicles, called V2V or vehicle to vehicle communication and vehicle to road side
infrastructure, called V2I.To design of an efficient routing protocol has taken significant attention
because existing routing protocols for VANET are not efficient to meet every traffic scenarios. For
this reason it is very necessary to identify which protocol is better. By using simulation of protocols
we can understand existing routing protocols behavior. In this research paper, we focus on VANET
topology based routing protocols and also measure the performance of two on-demand routing proto-
cols AODV & DSR in random waypoint scenario.
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Performance Analysis of DCS-Based Limited Wavelength Interchanging
Cross-Connects in WDM Network

Punab Chandra Kundu!, Md. Rabiul Islam?, Pejush Chandra Sarker?, Satya Prasad Majumder®
'Bangladesh Power Development Board, Bangladesh
“Department of Electrical and Electronic Engineering,
Rajshahi University of Engineering & Technology, Rajshahi, Bangladesh
SDepartment of Electrical and Electronic Engineering,
Bangladesh University of Engineering & Technology, Dhaka, Bangladesh
punabkundu97@yahoo.com, rabiulbd@hotmail.com, pejush01@yahoo.com, spmajumder@eee.buet.ac.bd

Abstract: Crosstalk originated from various types of sources in delivery and coupling switches (DCS) based
limited wavelength interchanging optical cross connect (OXC) architectures has been studied and analytical
formulas have been carried out for those crosstalk. A comparative picture of the system performance has been
depicted for all cases in DCS based limited wavelength interchanging OXC architectures which will help the
system designer to choose the effective one. The system performance has been analyzed in MATLAB environ-
ment.

Paper ID: 59

A Comparative Study of Different Dispersion Compensation Techniques
in Long Haul Communication

Md. Talha!, Hasan U. Zaman?, K. M. A. Salam?
Dept. of ECE, North South University, Dhaka, Bangladesh
ltalhahome@yahoo.com, *hasan.zaman@northsouth.edu, *kazi.salam@northsouth.edu

Abstract: Optical fiber communication SOFC) provides us a very high bit rate data communication. There are
different types of impairments and signal degradation mechanisms involved with this high speed communica-
tion system. In case of long haul communication, the most effective impairment is dispersion. It affects the
signal very badly when signal travels a long distance. Different techniques are available to compensate disper-
sion. Not all of them are the same in performance. In this work, we study multiple dispersion compensation
techniques and their performance measures and compare them with respect to the BER, Q-factor, Eye height,
threshold etc. For this purpose, we used OptiSystem13 simulation software. Based on our analyses, we derive
a conclusion on which technique is better for high speed long haul OFC networks.

Paper ID:62

vSIM: The Next Generation Mobile Technology

M. M. Rahman', A. B. M. A. A. Islam?
Department of Computer Science and Engineering
Bangladesh University of Engineering and Technology, Dhaka, Bangladesh
lengr.mizanbd@ymail.com, *alim_razi@cse.buet.ac.bd

Abstract: Global system for mobile communication (GSM) is the most popular mobile network around the
world. Subscriber Identity Module (SIM) is must for communicating using GSM network. Recently, virtual
SIM technology has been introduced, which runs SIM cards remotely. Both of these technologies, i.e., SIM and
virtual SIM, hold many risks for its users and can be attacked in many ways. In this paper we will introduce a
new technology named software controlled virtual SIM (vSIM), which will solve these threats and it will
provide a secure and reliable communication in GSM network.
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Smart Vehicle Accident Detection and Alarming System Using a Smartphone

Adnan Bin Faiz', Ahmed Imteaj?, Mahfuzulhoq Chowdhury?
Dept. of Computer Science and Engg.
Chittagong University of Engg. & Tech, Chittagong-4349, Bangladesh
lasifliveadnan@live.com, 2imtu_1992@yahoo.com, *mahfuz_csecuet@yahoo.com

Abstract: Vehicle accident is the paramount thread for the people’s life which causes a serious wound
or even dead. The automotive companies have made lots of progress in alleviating this thread, but still
the probability of detrimental effect due to an accident is not reduced. Infringement of speed is one of
the elementary reasons for a vehicle accident. Therewithal, external pressure and change of tilt angle
with road surface blameworthy for this mishap. As soon as the emergency service could divulge about
an accident, the more the effect would be mitigated. For this purpose, we developed an Android based
application that detects an accidental situation and sends emergency alert message to the nearest
police station and health care center. This application is integrated with an external pressure sensor to
extract the outward force of the vehicle body. It measures speed and change of tilt angle with GPS and
accelerometer sensors respectively on Android phone. By checking conditions, this application also
capable of reducing the rate of false alarm.

Paper ID:68

Developing a Framework for Analysing Web Data to Generate Recommendation

Tanjila Aftab Khanam', Mohammad Shamsul Arefin?, Md. Shahedul Islam?
2Department of CSE, CUET, Bangladesh
SICT Center, BSMRMU, Bangladesh
'ta 08 32@yahoo.com, %sarefin_406@yahoo.com, *shahed95@yahoo.com

Abstract: From the advent of the Internet, data contained in the web is increasing exponentially and
the number of e-commerce companies is also increasing significantly. Nowadays, we can find that
many e-commerce companies selling sameproducts and/or services at different prices. For a customer
it is difficult to find an e-commerce company which will be best suited for him. Moreover, it is time
consuming and tedious to search for a product in different online sites. For reducing this difficulty, in
this paper, we develop a system that can extract web data from different e-commerce sites even
though the language of the websites are different. We then analyse the extracted data and recommend
best products / services from these sites to the users. For the experimental evaluation of our system,
we consider two different languages: English and Bangla and extract books data from different online
book stores considering these two languages and recommend books to the users. From the experimen-
tal results, we can find that our system can help the users in selection of their products easily and
efficiently.
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Paper ID:71

Development of a Smart Learning Analytics System Using Bangla Word
Recognition and an Improved Document Driven DSS

Wali Mohammad Abdullah!, Kazi Lutful Kabir?, Nazmul Hasan?, Sharmin Islam*
Department of Computer Science and Engineering,
Military Institute of Science and Technology, Dhaka, Bangladesh.
!shashi.mist@gmail.com, *mlutful.02526@gmail.com, *nazmulcse10@gmail.com, *priyaislam122@gmail.com

Abstract: A smart learning analytics system is proposed here. In the field of research, education
learning analytics is manipulated asan optimistic way to render learning. In this proposed system, we
put forward an idea regarding the design of learning analytics based on document-driven Decision
Support System (DSS) and Bangla handwritten words recognition. The proposed learning analytics
system aims at classifying the documents via syntactic analysis as well as categorizing them by
semantic analysis of their contents. But the documents may be presented as printed format or hand-
written format. To choose the optimal feature vector for hand written words recognition (especially
for Bangla basic characters) projection-based features are mostly efficient. Decision makers use DSS
for decision making which is actually a computerized information system. We propose a route
through the classified observations for providing the explanation which may improve the acceptance
of the decision maker with a better correction rate using kNN algorithm. This system can certainly
assist researchers for learning as well as decision making.

Paper ID:72

A Secret Key-Based Security Architecture for Wireless Sensor Networks

Anuva Chowdhury', Farzana Alam Tanzila?, Shanta Chowdhury?, Md. Mokammel Haque*
Faculty of Electrical and Computer Engineering
Chittagong University of Engineering and Technoloty, Chittagong-4349, Bangladesh
* malin405@yahoo.com

Abstract: Information sharing and transmitting has been increased exponentially in today’s world of
Information and Communication Technology. Cryptography is a lasting solution to save the sensitive
data from unauthorized access. Finding proper cryptographic structure for wireless sensor network
(WSN) is almost challenging as there are some limitations of energy and memory resources of WSNs.
Hence, this paper presents an efficient secret key based security architecture which aims to contribute
robust security to the topic with ideas to man in the middle attacks and many other hacker situations.
In this scheme, singular value decomposition (SVD) of pseudo-inverse matrix has been used for key
generation. This scheme does not require key handshaking for data transmission and reception
between the nodes. The analytical results demonstrate that this proposed scheme shows a significant
gain in the rank of security, and is suitable for WSNs of the modern age.
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Paper ID: 75

A Belief Rule Based Expert System to Control Traffic
Signals under Uncertainty

Mohammad Shahadat Hossain', Hoimonty Sinha, Rashed Mustafa
Department of Computer Science and Engineering, University of Chittagong, Bangladesh.
! hossain_ms(@cu.ac.bd

Abstract: Traffic congestion is a condition on road network that occurs as vehicle increases, and is
characterized by slower speeds, longer trip times, and increased vehicular queuing. It effects the
economic growth of a country, increases accidents, resource cost and environment pollution. One of
the most cost-effective ways, to deal with this problem is by employing traffic control signals at the
road intersections. Now-a-days, most signal controls are implemented with either fixed cycle time
control or dynamic control. These conventional methods for traffic signal control fails to deal
efficiently because they are unable to taking account of the uncertainty associated with traffic flow.
Therefore, this paper presents the design, development and application of a belief rule based expert
system (BRBES) with the capability of handling uncertainty. The system uses Belief Rule Base
(BRB) as the knowledge representation schema and the evidential reasoning as the inference engine.
The results generated by the system have been compared with a fuzzy logic based expert system
(FLBES). The BRBES’s reliability is better than th at of FLBS. The system applied in a number of
road intersections of the Chittagong City of Bangladesh.

Paper ID:80
Review of Integrated Applications with AIML based Chatbot

Md. Shahriare satu!, Md. Hasnat Parvez?, Shamim-Al-Mamun®
Institute of Information Technology, Jahangirnagar university, Dhaka, Bangladesh
Ishahriar.setu@gmail.com, *hasnatiit847@juniv.edu, *sam@juniv.edu

Abstract: Artificial Intelligence Markup Language (AIML) is derived from Extension Markup Lan-
guage (XML) which is used to build up conventional agent (chatbot) artificially. There are developed
a lot of works to make possible to use it in low cost, configuration and availability make possible to
use it in various application. In this paper, we give a brief review of some application are used AIML
chatbot for their conventional service. These application are related to cultural heriage, e-learning, e-
government. web based model, dialog model, semantic analysis framework, interaction framework,
humorist expert, network management, adaptive modular architecture as well. In this case they are
not providing useful services but also interact with customer and give solution of their problems
through AIML chatbotinstead of human beings. So, this is popular day by day with entrepreneur and
users to provide efficient service.
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Paper ID:87

Character Recogntion System: Performance Comparison of Neural Networks
and Genetic Algorithm

Md. Shahazan Ali', Md. Nazrul Islam Mondal?
Dept. of Computer Science & Engineering
Rajshahi University of Engineering Technology, Rajshahi, Bangladesh
'kernel.writer@gmail.com, *nimbd@yahoo.com

Abstract: This thesis underlying the thesis title “Character Recognition System: Performance Com-
parison of Artificial Neural Networks and Genetic Algorithm” represents the character recognition
using the Artificial Neural Networks (ANN) and Genetic Algorithm (GA) and measurement of vari-
ousperformance by changing various selection criteria of both algorithm. We used Backpropagation
Learning Neural Network Algorithm (BPN) as the ANN. This system has been taken the character’s
image as its input. The input images have been filtered by filtering methods of image processing to
remove noise and smoothing it and converted to binary image to detect its edges properly and clipped
to get the actual image to input to the system. Features of each individual clipped images have been
extracted by taking a definite resize binary image value. These extracted features of input images of
characters is used by the Backpropagation Learning Neural Network Algorithm and Genetic Algo-
rithm. Thus the network has been trained and creates a knowledge base of recognition. The same
procedures have been applied for recognition but with only difference is that the neural network is
used the previously learned weights and thresholds to calculate the output for BPN. In this work the
performances of changing the various selection criteria of both algorithms have been also measured
to learn and recognize the character.

Paper ID:89

Histogram based Water Quality Assessment in Satellite Images

Mumu Aktar!', Md. Al Mamun?, Md. Shamimur Rahman Shuvo?®, Md. Ali Hossain*
Computer Science & Engineering Department
Rajshahi University of Engineering & Technology, Rajshahi-6204, Bangladesh
'mumu.ruet@gmail.com, 2cse_mamun@yahoo.com, *shuvol364@gmail.com, *ali.ruet03@yahoo.com

Abstract: Water is one of the most precious resources of our environment. This water body is often
faced the quality questions because of being polluted by ammonia, chemical wastes, sulfur dioxide
from power plants, fertilizers containing nutrients--nitrates and phosphates , sediment, phytoplank-
ton, etc. So, it is very necessary to assess quality of different water bodies. In this study, satellite
images have been used for water quality measurement using histogram comparisons. A satellite
image has been chosen to use as the original image whose water body has been considered as a stan-
dard of clear water body. Then this clear water body has been separated from other features using
clustering at first to be used as standard ones and their number of pixels in percentage has been
counted. Those images which contain the same percent of water bodies as the perspective standard
ones can be verified by comparing their histograms. Euclidean distance has been measured between
the standard and tested image’s histograms. A tolerance level has been taken to assess the water qual-
ity as excellent, better, good, bad and poor. Finally if the distance falls within the tolerance level the
water body can be categorized as excellent, better, good, bad or poor based on their degree of purity.
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Paper ID: 91

Cross-correlation Based Approach of Underwater Network Size
Estimation with Unequal Sensor Separation

D. K. Mondal', S. A. H. Chowdhury?, Q. N. Ahmed®, M. S. Anower*
123 Dept. of Electronics & Telecommunication Engineering
“Dept. of Electrical & Electronic Engineering
Rajshahi University of Engineering & Technology, Rajshahi-6204, Bangladesh
!dheeman.etel0.ruet@gmail.com, 2arif.1968.ruet@gmail.com,
‘nusabaahmedaurthy@gmail.com, * md.shamimanower@yahoo.com

Abstract: It is very difficult to estimate the number and location of the operational nodes in underwa-
ter network using conventional protocol based techniques due to long propagation delay, strong back-
ground noise, non-negligible capture effect, high absorption and dispersion of underwater environ-
ment. So, a unique approach based on cross-correlation is applied for underwater network size
estimation. In three-sensor case of this approach, network size is obtained by cross-corelating the
Gaussian signals received at equidistant pair of sensors. The assumption of equidistant sensors poses
some limitations and requires further investigation. The aim of this work is to obtain a more flexible
estimation process by removing this assumption. For this purpose, three-sensor case of cross-
correlation based underwater network size estimation technique is investigated in this paper with
unequal sensor separation.

Paper ID: 92

Introducing Spatial Orientation Sensitive Cellphone Messaging System for
Blind PeOple-Tracking A Blind People in Emergency Situation

Parijat Prashun Purohit!, Fardina Fathmiul Alam?, S. M. Mostaq Hossain?
Department of Computer Science & Engineering
12 International University of Business Agriculture & Technology, Dhaka, Bangladesh
3 Chittagong University of Engineering & Technology, Chittagong 4349, Bangladesh
!parijat2009@gmail.com, *fardina.mist.cse09@gmail.com, *mostaqcse 1 0@gmail.com?

Abstract: It could be difficult and challenging for any person (especially blind people) to inform in
an unusual situation for instant help. Falling in any critical situation for blind people is very common.
One way to assist them in their unexpected situation by using an app of cell phone is proposed and
described in this paper. Every smartphone consists of a good number of sensors. We have utilized
accelerometer sensor’s event and have introduced spatial orientation sensitive messaging system.
According to our proposed system,A blind people will shake the cell phone in a specific axis so that
message from cellphone will go to nearest helping hand destination. Here we have fixed a threshold
and time limit so that we can avoid false messages for usual cellphone movements. Our last effort was
to track the person using geodata of received message. Qualitative and quantitative performance of
this system is evaluated. Moreover the entire messaging system is tested in various constraints and
factors.
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Paper ID: 106

A Real-Time Face to Camera Distance Measurement Algorithm
Using Object Classification

Hossain', Md Asgar!, Md Mukit?
'Electrical Communication University Engineering, University Kassel, 34109 Kassel, Germany
*Electrical and Electronic Engineering, World University of Bangladesh, Dkaka, Bangladesh
'Hossain.a.md@ieee.org, >ssmmukit@outlook.com

Abstract: In a human and computer interaction based system, distance estimation by computer vision between
camera and human face is a vital operation. To calculate the distance between the camera and face, an estima-
tion method based on feature detection is proposed in this paper, where detection of eyes, face and iris in an
image sequence is described. From the estimated iris and the distance between the centroid of the iris, an algo-
rithm is proposed to determine the distance from the camera to face. An architecture for face detection based
system on AdaBoost algorithm using Haar feature and canny and Hugo Transform for edge and circular iris
estimation is presented here. Wrongly detected faces are removed by analyzing the disparity map. From the
estimated face, canny and Hugo transform is used to determine the iris. Later Pythagoras and similarity of
triangles are used for distance estimation. The implementation is done in C++ using OpenCV image processing
libraries to reduce system overhead.

Paper ID:115

Smartphone based Teacher-Student Interaction Enhancement System

Saad Bin Sajjad', Ahmed Imteaj?
Dept. of Computer Science and Engineering,
Chittagong University of Engg. & Tech., Chittagong-4349, Bangladesh
'saad2617@gmail.com, *imtu_1992@yahoo.com

Abstract: Smartphone applications have found their way into almost every avenue in our lives. This research
aims to develop a mobile application based on teacher-student interaction system. As the efficiency and
success of an academic class is somewhat dependent on the level and scope of teacher-student interaction in
class, this paper emphasizes on how our mobile application can effectively contribute in increasing interaction
and provide the necessary feedback to make the present and future classes better ones.

Paper ID:117

Blind Audio Watermarking Based on Fast
Walsh-Hadamard Transform and LU Decomposition

Pranab Kumar Dhar
Department of Computer Science and Engineering,
Chittagong University of Engineering and Technology, Chittagong-4349, Bangladesh.
pranabdhar81@gmail.com

Abstract: Digital watermarking is identified as a major technique for copyright protection of multimedia
contents. This paper presents an audio watermarking algorithm based on fast Walsh-Hadamard transform
(FWHT) and LU decomposition (LUD). Firstly, we preprocess the watermark data to enhance the security of
the proposed algorithm. Then, the original audio is segmented into non-overlapping frames and FWHT is
applied to each frame. LUD is applied to the FWHT coefficients represented in a matrix form. Watermark data
is embedded into the largest element of the upper triangular matrix obtained from the FWHT coefficients of
each frame. Experimental results indicate that proposed algorithm is considerably robust and reliable against
various attacks without degrading the quality of the watermarked audio. Moreover, it shows more excellent
results than the state-of-the-art methods in terms of imperceptibility, robustness, and data payload.

o
49




15 INTERNATIONAL CONFERENCE ON C C I E
COMPUTER & INFORMATION ENGINEERING B

Paper ID:119

Effects of Caffeine Doses on Cardiac Activity using
Laser Doppler Flowmetry

Md. Bashir Uddin'!, M Nahid Reza?, and Mohiuddin Ahmad13
'Department of Biomedical Engineering
23Department of Electrical and Electronic Engineering,
Khulna University of Engineering & Technology, Khulna, Bangladesh,
'bas.u.kuet@gmail.com, *mohiuddin.ahmad@gmail.com

Abstract: In this work, the effects of different caffeine doses on cardiac activity have been evaluated
by frequency domain analysis of laser Doppler flowmetry signal. Using different data acquisition
units, the blood perfusion on human forearm middle finger tip has been recorded. Blood perfusion has
been recorded efore and immediately after the consumption of all caffeine doses. Different caffeine
doses contain different amount of caffeine but approximately same amount of sugar. Recorded and
pre-processed data have been analyzed using frequency spectrum within the frequency range of
cardiac activity. It is found that the consumption of caffeine free dose increases the cardiac activity.
Besides, the consumption of caffeinated doses decreases the cardiac activity with respect to normal
condition (before consumption). As the amount of caffeine consumed increases, the cardiac activity
improves. Result shows 42.9%, 32.2% and 39.4% decrement in cardiac activity due to the consump-
tion of 27 mg, 48 mg, and 64 mg caffeine respectively. The consumption of 80 mg caffeine dose
significantly increases the cardiac activity. The outcome indicates the reduction of heart functions due
to theconsumption of lower caffeine dose.

Paper ID:120

An Empirical Framework for Parsing Bangla
Assertive, Interrogative and Imperative Sentences

Mohammed Safayet Arefin', Lamia Alam?, Shyla Sharmin’, Mohammed Moshiul Hoque*
Dept. of Computer Science & Engineering,
Chittagong University of Engineering & Technology, Chittagong-4349, Bangladeh
Isafayet arefin@yahoo.com, *moshiulh@yahoo.com

Abstract: To interpret language we need to determine a sentence structure. To do this we know the
rule of how sentences of a language are organized and have an algorithm to analyze sentences given
those rules. Parsing serves in language to combine the meaning of words and phrases. Parsing a
sentence then involves finding a possible legal structure for sentence. This paper proposes a set of
context-sensitive grammars (CSG’s) to parse the Bangla sentences including assertive, interrogative
and imperative. Experimental result reveals that the proposed framework can parse Bangla of
sentences with over 80% accuracy.
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Paper ID: 125

Paradigm Shift towards Cloud Computing for Banking Sector

Mohammad Anik Islam!,Md. Khaled Ben Islam?, Md. NazmusShakib Beg?
Department of Computer Science and Engineering
Pabna University of Science and Technology, Pabna, Bangladesh
'anik0054@gmail.com,’mdkhaledben@gmail.com,’shakibpstu@gmail.com,

Abstract: Cloud computing is one of the buzzwords of recent time. Cloud computing can be defined
as a new style of computing in which dynamically scalable and often virtualized resources are
provided as a service over the Internet. Unfortunately, though the Banking sector which works as a
financial intermediary and one of the major industries for monetary activities is still deprived of the
advantages of cloud. The major reason behind this is the lack of confidentiality and security. As a
solution, we are proposing private cloud architecture for banking sector. So their confidentiality will
be maintained alongside their data will be safe and sound. We are proposing a simple yet efficient
load allocation algorithm to match the homogeneous nature of the banking tasks. We are also propos-
ing a modular banking system. This solution is particularly helpful for developing countries, rural
and remote places where setting banking infrastructure is not possible or feasible.

Paper ID:139

Closest Class Measure based Subspace Detection for
Hyperspectral Image Classification

M. A. Hossain!, S.U. Zaman?, M. A. Mamun® , M. N. I. Mondal*
'University of New South Wales Canberra, Australia
234 Rajshahi University of Engineering and Technology Rajshahi, Bangladesh
lali.ruet03@yahoo.com

Abstract: The objective of this study is to develop a hybrid nonlinear subspace detection technique
in which Kernel Principal Component Analysis (KPCA) is combined with a Closest Class Pair (CCP)
measure for the task of hyperspectral image classification. In the proposed approach, KPCA is
applied first to generate the new features from original dataset then a the CCP is applied to rank the
features that are able to separate the complex or overlapping classes. Finally, the two ranked score
such as KPCA and CCP is combined to select a subset of features that are relevant and able to better
discrimination the input classes of interest. Experiments are performed on a real hyperspectral image
acquired by the NASA Airborne Visible Infrared Imaging Spectrometer (AVIRIS) sensor and it can
be seen that the proposed approach obtained the best classification accuracy 84.58%.
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Paper ID:143

Multi-temporal FFT Regression

Md. Al Mamun, Md. Nazrul Islam Mondal, Boshir Ahmed, Md. Shahid Uz Zaman, Shyla Afroge
Department of Computer Science & Engineering
Rajshahi University of Engineering & Technology, Rajshahi, Bangladesh
{cse_mamun, nimbd, boshir_bd, szaman22, shyla cse05}@yahoo.com

Abstract: Sequential data transmission regarding multi-temporal image analysis is mainly dependent
upon prediction or forecasting. The transmission time can be substantially reduced by properly
exploiting the temporal correlation. Multi-temporal images are often affected by sensor, and illumina-
tion variations, non-uniform attenuation, atmospheric absorption and other environmental effects
which render system changes in them. Most of these changes are gradual and incremental. So a recent
image can be predicted from a previous sequence of images if the amount of real land-cover change
is limited. Regression based prediction is the most appropriate one in this case as it can quantify the
relationships between images obtained by different measurement systems in different environments.
FFT regression based temporal prediction is proposed in this paper whereby the least-squares minimi-
zation is conducted on the amplitude matrices of the readings via the FFT. For a given model, the
value of squared coefficient of determination (R) is always increased beyond the value obtained by
conventional regression which is a common quality measure of the chosen model.

Paper ID:145

Land Cover Classification for Satellite Images based on Normalization
Technique and Artificial Neural Network

Boshir Ahmed', Md. Abdullah Al Noman?
Department of Computer Science & Engineering
Rajshahi University of Engineering & Technology, Rajshahi-6204, Bangladesh
'boshir_bd@yahoo.com, *noman093039@gmail.com

Abstract: The Satellite images and the extracted thematic maps provide higher-level information for
the recognize, monitoring and management of natural resources. It is very difficult to identify land
cover classification manually from a satellite image. The remotely-sensed images are invaluable
sources of information for various investigations since they provide spatial and temporal information
about the nature of earth surface materials and objects. This study aims to determine the level of
contributions of multi-temporal and multi-sensor data together with their principal components for
Artificial Neural Network classifiers. The suitability of Back Propagation Neural Network (BPNN)
for classification of remote sensing images is explored in this paper. Automatic image classi fi cation
is one of the challenging problems of recent year. BPN is self-adaptive dynamic system which is
widely connected with the large amount of neurons. It can solve the regular problem arise from
remote sensing images. This paper discusses about the BPNN method to improve the high resolution
remote sensing image. The principle and learning algorithm of BPNN is analyzed and high resolution
imagery of Beijing has been used. Back Propagation Neural Network classifies the remote sensing
image into the classified image of their pattern recognition.
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Paper ID:149

A Novel Idea of Tackling Hard Bit-vector
Problems in a Beneficial Way by Eager Solver

Chowdhury Sajadul Islam', Md. Nahid Hasan?
'Department of Computer Science & Engineering, Independent University, Banglasesh
“Department of Electrical and Electronic Engineering
Rajshahi University of Engineering & Technology, Rajshahi-6204, Bangladesh
'chow.cth@gmail.com, *nahidxy@gmail.com

Abstract: The theory of fixed-width bit-vectors is a sequence of zero or one bits. The bit-vector
theory offers a natural way of encoding the semantics of operations that manipulate binary data, the
building block almost all modern computer systems. The predominant approach to deciding the bit-
vector theory is via eager reduction to our propositional logic. Bit-vector satisfiability can be reduced
to SAT by replacing function symbols by their hardware circuit representation expressed in proposi-
tional logic. An eager approach that takes full advantage of the solving power of off the shelf proposi-
tional logic solvers. In this paper focuses on the features of the eager bit-vector solver cvcE imple-
mented in the satisfiability modulo theories (SMT) solver CVC4. The goal of paper explores to
efficiently solving bit-vector constraints where eager solver cvcE is now an essential option for tack-
ling hard bit-vector problems and evaluated their performance. We proposed a new technique of
reducing the size of the bit-blasted formula by factoring out isomorphic sub-circuits to solve the
constraints and enhance performance.

Paper ID:153

Phishing Attack Detection Using Taxonomy Model

Chowdhury Sajadul Islam
Department of Computer Science & Engineering
Uttara University, Dhaka, Bangladesh
chow.cth@gmail.com

Abstract: The objective of this paper is to detect phishing attacks using proposed phishing threat
taxonomy model. To detect current phishing attack we collected the information by applying diverse
methodology and constructing an intellectual data set. We have done the experiment on the basis of
data sets by our proposed equations which produced results on the predicted rate of a phishing threat
parameters (i.e. method, origin, component and target) in respect of predicted number of threats.
From the numerical results it is apparent that 16.07% phishers use spare phishing 14.85%, fake web
12.2%, link manipulation and pharming attack techniques which are the highest rate of attack in
subtotal 53.9% and rest of the threats use 44.61%. The results suggest while the accuracy of
taxonomy model is a critical factor, reducing the success rates of phishers require other considerations
such as improving tools, update dataset instantly and enhancing users' knowledge of phishing.
Finally, we got a phlshmg threat taxonomy model from the collected data set, proposed equation,
numerical results and graphical representation which is the main goal or novelty of this paper. Given
the prevalence of phishing-based web fraud, the findings have important implications for individual
and enterprise security. This is to provide a clear vision of the challenges that should be worked onto
ensure next generation phishing security for cyber world.
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Paper ID:159

An Empirical Analysis of Attribute Skewness over Class Imbalance on
Probabilistic Neural Network and Naive Bayes Classifier

MD. Nazmul Shahadat', Biprodip Pal?
Department of Computer Science and Engineering
Rajshahi University of Engineering and Technology, Bangladesh
'nazmul.ruet@gmail.com, *biprodip.cse@gmail.com

Abstract: Many real world data are subjected to skewness or imbalance. Often class distribu-
tion is imbalanced, while several attribute or feature skewness is also frequent. Skewness affect-
sthe classification of the dataset samples. While classskewnessbiases the classification towards
majority classes, skewed features may also bias the classification as they are significant for few
classes. The purpose of this paper is to find out the impact of skewed feature variation in the train-
ing dataset for the Naive Bayesian Classifier (NBC) and Probabilistic Neural Network (PNN).
The experiment was carried out on six KEEL dataset which are skewed in terms of class distri-
bution. This work looked for skewed features in those dataset and analysed the classification
performance with and without the skewed features. The confusion matrix analysis illustrates that
NBC is performing well compared to PNN.

Paper ID:160

Cooperative Game Theory Based Load Balancing in
Long Term Evolution Network

Subarno Saha!, Rajkin Hossain?, Md. Muhidul Islam Khan®
"Dept. of Electrical and Electronic Engineering,
23Dept. of Computer Science and Engineering,
Brac University, Dhaka, Bangladesh.
'subarno.saha@gmail.com, ? rajkin69@gmail.com, *muhidul. khan@bracu.ac.bd

Abstract: Long term evolution (LTE) network, incompatible with 2G and 3G networks is the most
promising technology for wireless communication with higher speed and capacity. Self-organized
load balancing is an important research issue for the wireless networks. Game theory provides an
efficient way to provide self-organizing properties in a distributed environment like LTE networks.
Load balancing means to assign users from highly loaded cells to neighbor lower loaded cells. The
amountof load needs to be offloaded or accepted by a particular cellis not really specified and
currently totally vendor specified. Inour proposed cooperative game theoretic approach, each cell is
considered as a player where they trade the load by forming a coalition by satisfying the overall
performance of the network. Simulation results show that our proposed method provides better
performance in terms of satisfied users and adjusted load values.
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Paper ID:162

Bangladeshi Road Sign Detection Based on
YCbCr Color Model and DtBs Vector

Soumen Chakraborty!, Kaushik Deb?
Dept. of CSE, Chittagong University of Engineering & Technology, Chittagong, Bangladesh
'soumen0123@yahoo.com, *debkaushik99@cuet.ac.bd

Abstract: Detection of road sign from a road image is very crucial for intelligent transportation
system for awareness of drivers and blind pedestrians. In this regard, a framework has been proposed
in this paper for detection of the road sign from road images. For detection of the road sign, two natu-
ral properties of a Bangladeshi road sign is utilized, they are — border color rim of the road sign and
the shape of the road sign. Based on these ideas initially, YCbCr color model is used to eliminate the
illumination sensitiveness for segmentation. In the second step, statistical threshold value is used for
color segmentation. Next, labeling and filtering is used to extract the shapes. Finally, Distance to
Borders (DtBs) vector is used to verify the region of interest (ROI) for detecting the Bangladeshi road
sign (BRS). Various road images are used with a variety of conditions to test the proposed framework
and results are presented to prove its efficiency.

Paper ID:163

GIS-based Extraction of Open Space in Rajshahi City

Fatima Jahan Sarmin', Md. Shahid Uz Zaman?
Department of Computer Science and Engineering,
Rajshahi University of Engineering and Technology, Rajshahi, Bangladesh
Isarmin_ruet_cse@yahoo.com, *szaman22@yahoo.com

Abstract: In this paper we present a way to extract features and information from a digitize GIS-
based map and for obtaining the open space inRajshahi city. As we know the environment plays a
most vital role for our living, the unplanned use of land can be a great threat to our environment and
life. In this respect Geographic information system (GIS) gives us a way to keep track of land use
through a digital map. We can capture, digitize, and store information and data in a GIS map. This
paper aims to find out the useful data from the GIS based digitize map and analyze the information.
After extracting the information a yearly based analysis is made and shows how terribly the number
of building in Rajshahi area is increasing day by day since 1931 to 2000. And finally it is tried to make
a forecast about the increasing the effect of it.
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ABOUT ICCIE 2017
The International Conference on Computer & Information Engineering (ICCIE) organized by the Depart-

ment of Computer Science & Engineering of Rajshahi University of Engineering & Technology is an
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Abstract—The main purpose of semantic web is driving the
evolution of current web by enabling users to find, share and
combine information more easily. In traditional web, it is both
tedious and time-consuming to find our required information.
But with the development of semantic web, it gets much more
efficient and faster to obtain required information ignoring all
other unnecessary data. Semantic web understands the meaning
of data and can make intelligent decision based on available data.
To build up the necessary web information and their relationship
or the ontology for the semantic web, creation of valid RDF
document is needed. These documents can be deployed and
retrieved by the search engine after URL submission and comple-
tion of indexation. This paper describes the process of our RDF
document creation for an educational institution, deployment,
URL submission for indexation in the search engine, Swoogle
and retrieval of the document. It emphasizes on identification of
the issues or challenges throughout the whole process.

Keywords—Semantic web; Semantic web annotation; search
engine; Swoogle; ontology

I. INTRODUCTION

Semantic web [1], [2], the meaningful web, is the movement
to reach the goal of more easily processed web than the current
web by the World Wide Web Consortium. The word semantic
stands for meaning as well as the study of the significant
meaning. So, semantic web is the extension of current web
which allows the machine to understand the data on the web.
It is done by adding metadata in the documents. The main
purpose of semantic web is driving the evolution of current
web by enabling users (including machines) to find, share,
and combine information more easily.

The prerequisite for the development of semantic web are
semantics, metadata and ontologies [1]-[4]. Ontology [3]-[6]
is the exact description of web information and relationship
among them. To create and implement this ontology, the
basic building block is RDF [1]-[4], [7], [8]. OWL is also
a part of the semantic web vision. The W3C Web Ontol-
ogy Language (OWL) is a semantic web language designed
to represent knowledge about things, groups of things, and
relations between things [5], [6]. Both RDF and OWL are
written in XML. XML is the basic syntax for these and RDF
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holds the semantics. XML Schema, XML Namespace, RDF
Schema [1]-[4] are also associated with semantic web.

A web definitely needs a search engine. Semantic web
search engines crawl the web of linked data by following
their RDF links, and prepare their indexations accordingly.
While there are many search engines for traditional web, there
are also several search engines for semantic web for human
eyes and applications, including Falcon, Sindice, SWSE and
Swoogle [1], [9]. We have used Swoogle as the semantic web
search engine in our case study.

In our case study, we created an entry for searching in the
semantic web for an educational institution. RDF documents
for an educational institution have been created using RDF
creation tool. Then the documents have been deployed in the
web and the corresponding URL has been submitted in the
search engine for indexation. After indexation is complete,
documents can be retrieved by any semantic web search
engine. In our case study, we tested it with Swoogle.

Contributions of our paper are, identifying the issues in cre-
ation and deployment of a semantic web page and subsequent
detection of the same page in semantic web search engine.
We have also pointed out the design and technical challenges
one might face when creating a semantic web page and how
to overcome them. The whole gamut of validations presented
along with their technical significance will also be beneficial
to a prospective implementer.

Organization of rest of the paper is follows. Section II
discusses the related technologies and standards for semantic
web as well as semantic web search engine. Section III
discusses the actual implementation carried out by us. Sec-
tion IV presents the issues identified while we carried out our
implementation and study. Finally, the paper ends in section V
which puts the concluding remarks as well presents some open
problems and suggestions on the creation and deployment of
semantic web pages.

II. SEMANTIC WEB WORLD

While an exhaustive description of semantic web is out of
the scope of this paper, we present below a brief introduction



of the related technologies and standards as are required for
successful implementation of a semantic web site.

A. RDF

RDF [1]-[4], [8] stands for Resource Development Frame-
work and it is a standard recommended by W3C for describing
information or metadata of web resources. RDF expresses data
using statements expressed as triples. Each statement is com-
posed of a subject, a predicate, and an object. RDF imposes
formal structure on XML to support the consistent representa-
tion of semantics [7], [10]. Dublin Core is also associated with
this structure. Dublin Core is a set of predefined properties for
describing documents [11]. RDF uniquely identifies property-
types by using the XML namespace mechanism.

B. Ontology and OWL

Ontologies [3]-[6] are considered as one of the pillars of
semantic web. An ontology is a formal specification of a
shared conceptualization. Ontologies are implemented using
OWL (Web Ontology Language) [3]-[6]. OWL allows users
to write explicit, formal conceptualizations of domain models.
The main characteristics are, a well-defined syntax, efficient
reasoning support, a formal semantics, sufficient expressive
power and convenience of expression [3].

C. Semantic Web Search Engine, Swoogle

As we have mentioned before, we have used Swoogle [1],
[9] as the semantic web search engine in our case study.

Swoogle’s architecture can be broken into four major com-
ponents: SWD discovery, metadata creation, data analysis and
interface [9]. This architecture is data centric and extensible.

In Swoogle, a general user can query with keywords, and the
documents that match those keywords are returned in ranked
order. For advanced users, an advanced search interface is
provided. This allows them to fill in the constraints to a general
SQL query on the underlying database.

III. IMPLEMENTATION OF SEMANTIC WEB TECHNOLOGY
A. Generation of RDF Page

In our case study, to implement semantic web technology,
at first, we tried machine generation of RDF documents.
We tried the most well known and well used metadata el-
ement set, Dublin Core (DC) [12]. DC Metadata tool can
be found at http://www.ukoln.ac.uk/metadata/
dcdot /. We submitted the page http://www.mist.ac.
bd to this tool. The tool read the page and generated the
corresponding RDF.

To make our resource more meaningful, flexible and at
the same time machine understandable, we created our own
RDF file. We used Apache Jena [13], a free, open-source Java
platform for applications on semantic web for this purpose.
Jena is now believed to be the most used Java toolkit for
building applications on semantic web.

In our specified RDF file, there are several elements that’s
worth some explanation. In our RDF file, in addition to the
standard namespace, we used two more namespaces — home

and dept. We used several elements such as objective,
courses, email, address etc. The document is about
an educational institute — its departments, location, contact
information etc.

B. Deployment of RDF Document on Web

In order to deploy our created web page, we needed to buy
a domain name. For this purpose, we used the free domain
service at http://www.000webhost .com and registered
a domain for our page. We uploaded the aforementioned RDF
file to this site.

We verified whether our upload was technically successful
or not. We tested it with HttpRequester and then we discovered
our document with Semantic Radar (discussed further later
on).

To elaborate further on the above mentioned issue, as
noted in [14] the following two are very important steps in
deployment of the RDF Document on Web.

1) Dereferencing HTTP URIs: URI Dereferencing is the
process of looking up a URI on the Web in order to get
information about the referenced resource.

The information resources can be dereferenced by gen-
erating a new representation, a new snapshot of the
information resource’s current state, and sending it back
to the client.

This issue has been discussed further in section III-D.

2) Content Negotiation: HTML browsers usually display
RDF representations as raw RDF code, or simply down-
load them as RDF files without displaying them. There-
fore, it is necessary to serve a proper HTML represen-
tation in addition to the RDF representation. This can
be achieved using an HTTP mechanism called content
negotiation.

C. Indexing URL in Semantic Search Engine and Retrieval of
Document

After deployment, URL of the website that links these
documents needed to be indexed in a semantic web search
engine. After a certain period of days, the search engine was
able to find the documents.

Swoogle employs a term frequency-inverse document fre-
quency (TF/IDF) model with a standard cosine similarity met-
ric. It indexes discovered documents by using either character
N-Gram or URlIrefs as keywords to find relevant documents
and to compute the similarity among a set of documents. A
number of algorithms, namely, Optimized Linear Instance Re-
trieval, Binary Instance Retrieval, Dependency Based Instance
Retrieval, Static Index based Instance Retrieval, Dynamic
Index based Instance Retrieval are used in this process [9],
[15].

We tested whether the RDF creation and search engine
indexing of our document was successful. We tried to retrieve
the RDF documents by searching in Swoogle. The indexing
was successful and it was able to find the RDF.



GET http://nymaferdous.host56.com/misthome.rdf

(a) Command issued.

-— response —-—
200 OK

Date: Tue, 20 Jan 2015 13:45:14 GMT

Server: Apache

Last-Modified: Tue, 20 Jan 2015 13:44:43 GMT
Accept-Ranges: bytes

Content-Length: 1381

Connection: close

Content-Type: application/rdf+xml

(b) Successful result returned. First line is the status line while the
rest are response headers.

Fig. 1: Command issued in and result returned by HttpRe-
quester.

D. W3C Markup Validation

In order to check whether our generated file is as per W3C
standards and also to check the triples, we had our file parsed
at http://www.w3.0rg/RDF/Validator/.

E. Other Validations on Information Retrieval from the
Created Page

In order to further test our created semantic web page, we
tried using several tools.

1) HttpRequester: HttpRequester [16] is used for making
HTTP requests like GET, POST and viewing the responses.
We tested our RDF submission with HttpRequester. It success-
fully recognized our RDF document. See Figure 1 for details.

2) RDF Auto-discovery: RDF auto discovery [17] im-
plies extracting metadata from a site. For RDF auto dis-
covery, we have used <link> tag in the <head> sec-
tion of our page. Use of <link rel="alternate"
type="application/rdf+xml" title="RSS 1.0"
href=site address> enables the semantic agents to
detect our underlying RDF file. This link is used to let
the semantic agents know that machine readable version is
associated with the site. Users don’t have to exercise any
additional effort for this process.

3) Semantic Radar: We also discovered our document with
Semantic Radar [17], [18]. It discovers the existence of RDF
documents in a site. If any RDF document is present in the
site, semantic radar shows the URL and displays a status bar
icon to indicate presence of Semantic Web (RDF) data in the
web page. This also allows one to explore information in more
detail. We entered our site and clicked on the semantic radar.
It indicated a successful presence of our RDF document.

4) Vapour: We validated our document with Vapour [19],
[20], a semantic linked data validator. Vapour is a validation
service which is used for checking whether the semantic data
is published on the web correctly or not. Vapour checks
this based on two test requirements: i) dereferencing URI

(requesting XML/RDF) and ii) dereferencing URI (without
content negotiation). It also checks for meaningful triples
in the response documents, links to popular semantic web
browsers, and conclusions on the type of the resources. A
document will be deemed to be published correctly if it
shows the test results “Passed”. In case of our document,
we submitted the URL in Vapour and it showed the result
“Passed”. It also marked our document as an information
resource.

5) DBpedia: Semantic crawlers can crawl different in-
terlink connections. So, we have linked our document to
DBpedia [21], [22]. In this way, search engines can find our
document easily.

6) Sindice Inspector tool: We found our document with
Sindice Inspector tool [23], [24]. Sindice is a lookup index for
semantic web documents [25]. Sindice indexes the semantic
web and can tell one which sources mention a resource URI,
IFP, or keyword. We used Sindice on our page to find relevant
RDF sources and it was successful.

IV. IMPLEMENTATION ISSUES AND CHALLENGES

In order to successfully implement a semantic web page and
make it available in search engines, there are some specific
technical issues one needs to take care of. We elaborate on
these issues and challenges in this section.

A. Design Issue

We have avoided blank nodes when designing the RDF file.
Blank nodes are nodes that have no name. RDF parsers locally
generate a name for these kinds of nodes. Blank nodes make
it difficult to link and merge data from different sources. We
have also avoided <rdf:Bag> container for this purpose.
See [26] for details.

B. RDF Deployment Issue

Our generated RDF documents have to be uploaded to a
website. This website then has to be deployed on the web.
We have to be careful about the server so that it recognizes
xml+rdf MIME types.

C. Document Indexation on Search Engine

Generating and deploying RDF documents on the web is not
enough. We have to make sure that the created RDF is indeed
correct and can be found when searched. For this, we submit-
ted our website link to Swoogle for indexing. But Swoogle can
not index a document just after the URL of that document has
been submitted. For Swoogle to index the document and create
an entry on its index table, it takes some time. So, one needs
to wait some time to be sure, whether the effort to find a RDF
document when searched, is indeed successful. We can find
our semantic web document by searching keyword misthome
or url:’http://nymaferdous.host56.com/misthome.rdf”.



V. DISCUSSION AND CONCLUSION
A. Discussion

Current web search engines such as Google and all the
web are not very suitable for documents encoded in the
semantic web languages. These systems have been developed
to work with natural languages and expect documents to
contain unstructured text composed of words. They are rather
inefficient in scanning semantic web documents. They fail to
understand conventions such as those involving namespace
and similar entities. Moreover, they do not understand the
structural information encoded in the documents and are thus
unable to take advantage of it.

Our created semantic web page enables the semantic web
search engines search semantically. This enables the web
crawlers to understand the semantics of these data, integrate
and correlate different activities to automate the process to
make it more effective and efficient.

We have presented the issues one will face when imple-
menting a semantic web page and make it available in search
engines. The issues have been discussed in the context of a
complete design, development, implementation, retrieval and
validation of a semantic web page built from scratch. The
context of an educational institution makes it particularly
relevant to the educators and researchers.

B. Open Problems/Future Works

In addition to our identified issues, we think that solving
the following open problems will facilitate further creation
and deployment of semantic web pages.

Automatic annotation of semantic web pages: With the
massive volume of information available now-a-days,
manual annotation is prohibitively expensive and time-
consuming. So, automatic annotation of web pages [27],
[28], preferably in an unsupervised way, is essential.

Creation of multilingual semantic web pages: Many web
pages like news items, encyclopedia are available in
multiple languages and resource construction in sev-
eral languages [29], [30] by integrating lexicographic
and encyclopedic knowledge plus cross-lingual ontology
mapping is necessary.

Quality assurance of created pages: With the creation of
semantic web pages, good quality ontology, metadata
and above all, correct annotations [31], [32] are very
important.

REFERENCES

[1]1 L. Yu, A developer’s guide to the semantic web. Springer, 2011.

[2] “Semantic web,” http://www.w3.org/standards/semanticweb/, (last ac-
cessed Feb 17 2015).

[3] G. Antoniou, P. Groth, F. van Harmelen, and R. Hoekstra, A Semantic
Web Primer, 3rd ed. The MIT Press, 2012.

[4] P. Hitzler, M. Krotzsch, and S. Rudolph, Foundations of Semantic Web
Technologies. Chapman & Hall/CRC, 2009.

[5] P. Hitzler, M. Krotzsch, B. Parsia, P. F Patel-Schneider, and
S. Rudolph, “Owl 2 web ontology language primer,” http://www.w3.
org/TR/owl2-primer/, (last accessed Feb 17 2015).

[6] M. K. Smith, C. Welty, and D. L. McGuinness, “Owl web ontology lan-
guage guide,” http://www.w3.0rg/TR/2004/REC-owl-guide-20040210/,
Feb. 2004, (last accessed Feb 17 2015).

[7]
[8]
[9]

[10]

(11]
[12]

[13]
[14]

[15]

[16]

[17]

[18]

(19]

[20]
(21]

[22]

[23]

[24]

(25]
[26]

[27]

(28]

[29]

(30]

(31]

[32]

G. Schreiber and Y. Raimond, “RDF 1.1 primer,” http://www.w3.org/
TR/rdf11-primer/, (last accessed Feb 17 2015).

“Resource description framework,” http://www.w3.org/RDF, (last ac-
cessed Feb 17 2015).

L. Ding, T. Finin, A. Joshi, R. Pan, R. S. Cost, Y. Peng, P. Reddivari,
V. Doshi, and J. Sachs, “Swoogle: a search and metadata engine for
the semantic web,” in Proceedings of the thirteenth ACM international
conference on Information and knowledge management. ACM, 2004,
pp. 652-659.

Z. A. Shaikh, N. Zaman, and Z. H. Khuhro, “Semantic web & its content
creation process,” Journal of Information & Communication Technology,
vol. 3, no. 2, pp. 87-89, 2009.

“Web services tutorial — RDEFE,”
webservices, (last accessed Feb 17 2015).
J. Kunze and T. Baker, “The Dublin Core metadata element set,” RFC
5013, Aug. 2007.

“Apache Jena,” https://jena.apache.org/, (last accessed Feb 17 2015).
C. Bizer, R. Cyganiak, T. Heath et al., “How to publish linked data on
the web,” (last accessed Feb 18 2015).

V. Haarslev and R. Mbller, “Optimization techniques for retrieving
resources described in OWL/RDF documents: First results,” in Ninth
International Conference on the Principles of Knowledge Representation
and Reasoning, 2004, pp. 163-174.

“HTTP requester,” http://www.apycom.com/httpreq/, (last accessed Feb
17 2015).

U. Bojars, A. Passant, F. Giasson, and J. Breslin, “An architecture to
discover and query decentralized RDF data,” in Proc. the 2nd European
Semantic Web Conference, vol. 1, no. 1, 2007.

U. Bojars and S. Fernandez, “Semantic radar 1.1,” https://addons.
mozilla.org/en- US/firefox/addon/semantic-radar/, (last accessed Feb 17
2015).

C. Bizer, T. Heath, and T. Berners-Lee, “Linked data-the story so far,”
Special Issue on Linked Data, International Journal on Semantic Web
and Information Systems (IJSWIS), vol. 5, no. 3, 2009.

“Vapour linked data validator,” http://www.w3.0rg/2001/sw/wiki/Vapour,
(last accessed Feb 18 2015).

S. Auer, C. Bizer, G. Kobilarov, J. Lehmann, R. Cyganiak, and Z. Ives,
Dbpedia: A nucleus for a web of open data. Springer, 2007.

C. Bizer, J. Lehmann, G. Kobilarov, S. Auer, C. Becker, R. Cyganiak,
and S. Hellmann, “Dbpedia-a crystallization point for the web of data,”
Web Semantics: science, services and agents on the world wide web,
vol. 7, no. 3, pp. 154-165, 2009.

G. Tummarello, R. Delbru, and E. Oren, Sindice. com: Weaving the open
linked data. Springer, 2007.

E. Oren, R. Delbru, M. Catasta, R. Cyganiak, H. Stenzhorn, and
G. Tummarello, “Sindice. com: a document-oriented lookup index for
open linked data,” International Journal of Metadata, Semantics and
Ontologies, vol. 3, no. 1, pp. 37-52, 2008.

“Sindice,” http://www.w3.0org/2001/sw/wiki/Sindice, (last accessed Feb
18 2015).

“Issue-24: Should we deprecate RDF containers (alt, bag, seq)?” http:
/Iwww.w3.org/201 1/rdf-wg/track/issues/24, (last accessed Feb 20 2015).
S. Mukherjee, G. Yang, and I. V. Ramakrishnan, “Automatic annotation
of content-rich html documents: Structural and semantic analysis,” in
The Semantic Web-ISWC 2003. Springer, 2003, pp. 533-549.

D. Sanchez, D. Isern, and M. Millan, “Content annotation for the
semantic web: an automatic web-based approach,” Knowledge and
Information Systems, vol. 27, no. 3, pp. 393-418, 2011.

R. Navigli and S. P. Ponzetto, “Babelnet: Building a very large multi-
lingual semantic network,” in Proceedings of the 48th annual meeting
of the association for computational linguistics. Association for
Computational Linguistics, 2010, pp. 216-225.

B. Fu, R. Brennan, and D. O’sullivan, “Cross-lingual ontology mapping
and its use on the multilingual semantic web.” MSW, vol. 571, pp. 13-20,
2010.

S. Currier, J. Barton, R. OBeirne, and B. Ryan, “Quality assurance
for digital learning object repositories: issues for the metadata creation
process,” Association for Learning Technology Journal, vol. 12, no. 1,
pp- 5-20, 2004.

A. Zaveri, A. Maurino, and L.-B. Equille, “Web data quality: Current
state and new challenges,” International Journal on Semantic Web and

http://www.w3schools.com/

Information Systems (IJSWIS), vol. 10, no. 2, pp. 1-6, 2014.



1st International Conference on Computer & Information Engineering, 26-27 November, 2015
Organizer : Dept. of CSE, Rajshahi University of Engineering & Technology, Rajshahi, Bangladesh

A Vision Based Guide Robot System: Initiating
Proactive Social Human Robot Interaction in
Museum Scenarios

M. Golam Rashed!, R. Suzuki!, A. Lam!, Y. Kobayashi1’2, Y. Kuno!
! Saitama University, Japan, ? JST, PRESTO, Japan
Email: [golamrashed, suzuryo, antonylam, yosinori, kuno]@cv.ics.saitama-u.ac.jp

Abstract—This paper presents a guide robot system which
observes people’s interest and intention towards paintings in
museum scenarios and proactively offers guidance to them using
a guide robot, if needed. To do that, we utilized multiple USB
video camera sensors to support the guide robot in detecting
and tracking people’s visual focus of attention (VFOA) to-
ward paintings. In this study, we consider each person’s head
orientation and profile information and compute importance
values to identify a target-person that may be interested in a
particular painting. After identifying the target-person, the guide
robot moves autonomously through an appropriate motion path
from the so called public-distance to his/her social-distance to
explain details about the painting to which s/he is interested.
Furthermore, we demonstrate the viability of our guide robot
system by experimenting with the Robovie-R3 as a museum guide
robot. Finally, we tested the system to validate its effectiveness.

Keywords—VFOA, gaze direction, guide robot.

I. INTRODUCTION AND MOTIVATION

During the last decades, computer vision has offered the
ability for service robots to understand human behavior. One
of them is the visual focus of attention (VFOA) of a person,
which is the behavioral and cognitive process that indicates
where and at what a person is looking, and that can be
determined by eye gaze and/or head pose dynamics [1]. Thus,
VFOA is an important key to understand human behaviors. The
VFOA of people can be used by service robots to estimate
information such as their interests and intentions in relation
to the environment [2]. If any defined VFOA related to their
interests and intentions are found from their gaze direction,
then service robots can serve them accordingly. For example,
with such information in an art museum, a human museum
guide could guess which paintings patrons consider more
attractive. Such types of information can be very helpful for
developing and adapting various services for people in public
spaces where service robots can exclusively provide services
to them. Although dealing with such types of situations for a
service robot is quite difficult, the purpose of this research is
to develop such a robotic system for serving people who are
in need in a proactive manner as opposed to the conventional
reactive approach where robots wait until people exclusively
request them for their service.

The main research goal here is to find people that may want
the service robot’s help. To find such people, we estimate their
VFOA from a computer vision point of view. We believe that

978-1-4673-8342-4/15/$31.00 © 2015 IEEE

we can find such information by detecting and tracking either
their eye gaze, head orientation, face profile information, or
some combination of them. In this work, we demonstrate our
solution through a museum guide robot application. There are
several guide robots that have been proposed (for example,
[3]) that can provide a guided tour to people in a museum
scenario. However, here we consider a guide robot system that
can find a person who seems to be interested in a particular
painting. In that case, the guide robot can proactively provide
more information about the painting to the person to make
his/her visit to a museum a more enjoyable.

When trying to find out where people are looking around
in a museum, a first solution would be measure their VFOA
which can be estimated by their gaze direction [4] because
gaze direction typically follows the focus of his/her interest
in the environment [5]. Todorovic et al. in [6] defined the
gaze direction with respect to some references. There are
several such references, and thus several different alternatives
of the notion of gaze direction. Some of among them are
looker-related, observer-related and environment-related gaze
direction. Details about those people’s gaze direction with
respect to some references can be found in [4]. In this study,
we consider people’s environment-related gaze direction to
estimate their interest and intention to the painting inside the
museum because in a museum scenario a human guide will
most likely not be concerned with where the people look
with respect to themselves, but rather what s/he looks at in
the environment. In our experiments, environmental low cost
USB video camera sensors are used as such references in the
museum.

Many studies (for example, [7]) have found that eye gaze
tracking based information is not always feasible in obtaining
people’s VFOA due to several environmental constraints in
museum like environments. For this reason, in this study,
we propose a guide robot system in which the guide robot
determines the general gaze direction of people towards paint-
ings, but not the exact gaze point, using the head orientation
information obtained from video information of the camera
sensor. We believe that our guide robot system can perform
robust real-time detection of people’s interest and intention
toward paintings using camera sensors in a museum scenario
for providing proactive guidance to the museum’s patrons.
For any real museum environment, a large viewing volume
is desired for any guide robot system so that people in
it can be tracked as they move from painting to painting.
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Fig. 1. States of our proposed Human-Robot Interaction System.

Multiple camera sensors afford this ability by providing a large
combined viewing volume by which people’s attention can be
tracked. The advantage of our proposed robotic system is that
multiple camera sensors cover a much larger field of view to
observe people than that covered by a single sensor in our
museum scenario.

II. OUR APPROACH

The states of our guide robot system is illustrated in Fig. 1.
In our proposed approach, we consider a number of paintings
(Py, Po, P3, etc.) as exhibits and the Robovie-R3 as the guide
robot in a museum where paintings are hung on a wall at
equally separated distances and the Robovie-R3 is placed at
a public-distance from the paintings and people’s painting
viewing regions'so that its presence may not interfere with
each person’s movements and attention. The objective of the
guide robot is to provide more information to people when
their interest towards any painting is detected by the system.

To provide more information about any particular painting
to any person to which s/he seems to be interested, first the
guide robot system tries to determine the presence of people
within the museum’s vicinity using USB video camera sensors
placed just above the paintings. If no person is detected by
the sensors, then the system will continue its task to detect
people. If only one person is detected by any one of the sensors
then the system will treat that person as the target-person. If
multiple people are detected, then the system will compute
the importance value (described in Sect. II-2) of each of the
detected persons to select one as the target person. Thereafter,
the system will obtain the head orientation information of the
target person from the video frames and thereby extract gaze
directional information to ultimately estimate his/her VFOA.
The system will then trigger the guide robot to get the face
profile information from the head orientation information to
select the appropriate motion path to move from the public-
distance to the social-distance of the target-person to proac-
tively approach him/her and explain the painting.

1) Visual Detection and Tracking of People: Our employed
people visual detection and tracking system is based on the 3D
head tracking method presented in [8]. They used a Cascaded
classifier based on the AdaBoost algorithm and Haar-like
features for human head tracking. Originally, this idea was
developed by Viola and Jones [9] to reliably detect faces
without requiring a skin color model. This method works
quickly and yields high detection rates [10]. Thus, with the 3D
head tracking method, we can easily detect and track people in

IThe regions from where a person typically views exhibits in a museum.
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Fig. 2. (a) Flow diagram to obtain target-person using importance value.
Two face trackers are shown to select target-person, though more could be
possible. (b)-(c) People with greater green colored bounding box are treated
as target-person, (d) Person with same bounding box size as other person but
person with the frontal face is treated as the target-person.

terms of tracking head orientation accurately in wider angular
views in real time from video frames delivered by the USB
video camera sensors where image sequences are captured
at VGA resolution at a video frame rate about of 15 fps
and processed by one PC (Intel(R) Core(TM) i5-2400 CPU
@3.10GHz, Memory 4 GB).

2) Target-Person Selection Procedure: In our guide robot
system, if only one person is detected by the video camera at
any time then s/he is automatically selected as the target-person
to track his/her VFOA. If more than one persons are detected
by the cameras then our system computes their importance
values individually. The importance value allows the system
to choose the one target-person among all detected persons.
In our present study, it currently depends on two parameters
(a) the distance of the persons from the paintings, and (b)
the face profile information. Here, the distance between the
persons from the paintings is estimated by considering the size
of the bounding box, D of their detected faces on the image
planes. A person with his/her face closer to the paintings,
will have a larger bounding box for his/her face and vice-
versa. The procedure to compute the importance value of only
two persons is illustrated in Fig. 2, though more could be
possible. Anyone with a greater sized bounding box gets a
higher importance value over others. Our system focuses its
attention on the person who has the highest importance value.
These scenarios are depicted in Fig. 2(b) and (c). When the
bounding box of both of the persons are the same in size the
person with the most frontal face profile will be considered as
the target-person. This scenario is depicted in Fig. 2(d).

3) Recognition of Target Person’s VFOA : Initially, our
guide robot system classifies the target person’s yaw angle
of his/her head into three fundamental angular regions: Left
Near Peripheral Field of View (LNPFV), Central Field of View
(CFV), and Right Near Peripheral Field of View (RNPFV).
The frontal view, which covers 30° (75° to 105°) is defined as
the CFV. The right side angular region with respect to CFV,
which covers about 45° (30° to 75°) is defined as the RNPFV.
And the LNPFV is defined on the left side with respect to
CFV, covers about 45°(105° to 150°). Fig. 3(a) illustrates
these head orientation classifications with example face images
when the camera is situated in the CFV angular region of any
person. Once the target-person is selected, to measure the level
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Fig. 3. (a) Head orientation classification into three angular regions in our
system, (b) Robot’s motion path and position planning scenario.

of interest to any particular paintings, our system measures
the head orientation stability by calculating the average head
yaw angle for next the 30 consecutive video frames captured
by the USB video camera sensor. If the target person’s head
orientation is stable within any particular angular region, then
the guide robot will consider the orientation of his/her gaze
direction toward that region and thereby measure the stable
VFOA of the target-person toward any particular painting. For
example, if the stable VFOA of the target-person is found in
the CFV angular region, the guide robot system will detect
only the frontal face of the target-person. However, in the other
defined angular regions, the guide robot system may detect two
face patterns which are either the 45° degree of right profile
face or the 45° degree left profile face in the LNPFV and
RNPFV angular region, respectively.

4) Guide Robot’s Motion Path Planning: In this study,
we restricted the possible motion paths for our guide robot,
Robovie-R3 to only that of two people’s possible predefined
positions. Our guide robot itself does not have any built-in
artificial intelligence, but in the implementation of our guide
robot’s behaviors, we programmed it to perform various kinds
of actions. For each position, we programmed two motion
paths and positions for the Robovie-R3 to reach the target
person’s social-distance from a public-distance and to initiate
conversation. The schematic representation of the guide robot’s
motion paths for the people’s two locations is depicted in
Fig. 3(b).

For position-1, we define the left-side motion path and
position for LNPFV region of camera-1, and the straight
motion path and position for RNPFV and CFV region of
camera-1. For position-2, we define the right-side motion path
and position for RNPFV regions for camera-2, and the straight
motion path and position for the LNPFV and CFV region of
camera-2. Thus, we designed a total of four possible motion
paths and positions. As soon as the head stability of the
target-person is found to reside in any of the angular regions
described in Sect. II-3, the guide robot starts to move from
the public-distance through any of the preprogrammed motion
paths to reach his/her social-distance to approach and explain
that painting to which his/her VFOA is detected.

III. SYSTEM EVALUATION

We performed experiments to verify that our proposed
system is useful in our guide robot scenario. In our experiment,
we used 10 people (8 males, average age 29.2 years) from
our campus. Each person participated in our experiments
four times in a total of two phases. In the first phase, two
experiments were conducted to verify the flexibility of using

Fig. 4. (a) Our experimental environment, (b) Some snapshots of our
experimental scenes.

multiple video camera sensors over a single video camera
sensor based robotic system to detect and track people’s
VFOA towards the paintings, and in the second phase, two
experiments were conducted to verify the effectiveness of
our proposed system using Robovie-R3 as a guide robot to
proactively initiate interaction with target people to offer a
explanation about any particular painting. In every case, people
were asked to observe the exhibits from possible predefined
positions randomly.

5) Experiment Design: In our experiments, we hung five
paintings (Py, Po, P3, Py, P5), separated equidistant from their
neighboring paintings and all at the same height. Two USB
video cameras were mounted as environmental sensors on
the top of paintings P, and P4 to detect and track people’s
VFOA. Paintings Py, P» were placed in the LNPFV, and CFV
areas of camera-1, respectively whereas paintings P4, P5 were
placed in the CFV and RNPFV areas of camera-2, respectively.
Finally, painting P53 was placed in between the RNPFV area
of camera-1 and the LNPFV area of camera-2. The Robovie-
R3 was used as our guide robot and was initially placed
at the public-distance from the people’s possible positions
(usually far from exhibits and behind person’s positions). The
experimental setup for the museum scenario is illustrated in
Fig. 4(a). Finally, we designed a total of four possible motion
paths and positions (as described in Sect. II-4) so that the
guide robot could move to suitable positions for approaching
a person. Fig. 4(b) shows some snapshots of our experiments.
One video camera was also used in a appropriate position to
document all experimental activities.

6) Experimental Cases: To validate the effective of our
robotic system, we conducted two modes of experiments and
compared them.

eMulti-Sensor Mode (MSM) (Proposed mode). In the cur-
rent implementation of our system, we observe the perfor-
mance of our system using two USB video cameras to select
the target-person and track his/her VFOA toward the paintings
while other people could also be viewing the paintings.

eSingle-Sensor Mode (SSM). Under this system, we use
only one USB video camera to detect the target-person and
track his/her VFOA toward all the paintings while other people
could also be viewing the paintings.

Additionally, we also conducted experiments with the fol-
lowing two modes within our proposed approach to measure
the effectiveness of our guide robot in dealing with guiding
the target-person.

eSingle-Person Mode (SPM). Only one person observes
the paintings randomly where vision data from the two USB
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video cameras will be processed to detect him/her as the target-
person and track his/her VFOA toward the paintings by guide
robot.

o Multi-Person Mode (MPM). In this mode, multiple person
will observe all the paintings randomly where the data of the
two USB video cameras will be processed simultaneously to
determine the target-person by the guide robot.

7) Measurements: In all of our experiments, we evaluate
the following two cases:

ePeople’s Impression: We asked participants to fill out a
questionnaire for each mode after completion of experiments.
The measurement was a simple rating on a Likert scale of 1 to
7. There were three items in that questionnaire: (Q1) Did the
robotic system estimate your gaze directions (VFOA) while
you were viewing all the paintings (P; to P5)?, (Q2) Did the
robotic system effectively detect and track your VFOA while
you were viewing any of the paintings?, (Q3) Was the Robovie-
R3 effective in approaching you in a timely manner to start
interaction with you?

oSuccess Rate: From the documented videos and exper-
imental site, we observed how many times the guide robot
detected the target-person’s VFOA and established a successful
interaction under our proposed approach. The success rate was
measured by the ratio of the number of successful interactions
to the total number of attempts that the guide robot made.

8) Results: The experiment was conducted in a within-
participant design, and the order of all experimental trails
was counterbalanced. We performed the repeated measures
ANOVA for all measures.

a) People’s Impression:: Subjective measures for all the
modes are shown in Table I. The result shows the question-
naires measure which represents the means (M), and standard
deviations (SD), F, p — value, and 7]2 in each condition for
the participants.

For Q1 (Table I, ond row), the ANOVA analysis shows
statistically significant differences between the modes (MSM
and SSM) (F(1,9) = 240,p < 0.01, n* = 0.88) for the
people. Thus, these results reveal that the performance of
the multi-camera sensor based robotic system (our proposed
approach) outperforms the single-camera sensor based robotic
system in detecting people and tracking their VFOA during
their viewing of all the paintings.

For Q2 (Table I, 3rd row), the differences between the
two modes were statistically significant (F'(1,9) = 19.23,p <
.01,n%2 = 0.49). Thus, these results mean that our proposed
approach is more effective in detecting and tracking the target-
person’s VFOA when more than one person is detected by the
guide robot.

For Q3 (Table I, 4th row), significant differences between
the two modes (F(1,9) = 12.35,p < 0.01, n?> = 0.25)
were found under our proposed robotic system. Most of the
participants felt that our guide robot was more effective in
the case of MPM over SPM to approach the target-person
accurately to explain the painting to which s/he was interested.

b) Success Rate: 10 participants experienced a total of
48 trials as the target-person under the MPM settings. Among
48 trials, our robotic system was able to detect and track their
VFOA and finally make successful interactions at a rate of
87.5%. Thus we can say that our proposed system is effective
for initiating interaction with the target-person.

Thus, we experimental results revealed that our proposed
robotic system is more effective for target-person detection
from multiple people and tracking of his/her VFOA using
multiple USB video cameras to obtain his/her interest and
intention toward the painting. It is also revealed that our
proposed robotic system is much more operative at proac-
tively initiating interaction with the target-person with the
autonomously movable guide robot in the museum scenario.

IV. CONCLUSION AND FUTURE WORK

We developed a vision based museum guide robot
system that can detect the target-person and track his/her
VFOA toward any paintings using his/her head orientation
information and finally employed a guide robot to initiate
proactive interaction with him/her to offer more explanation
about the painting. In the future, we would like to employ
laser sensor technology in addition to a vision system in our
robotic system to know the interests and intentions of the
people in museum-like environments more precisely, which
will provide more information to establish effective social
human robot interaction. These are left for our future research.

This work was supported by JST, CREST, JAPAN.
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Abstract—This paper is concerned with the performance and
cost analysis of different pulse shaping filters such as raised
cosing, finite impulse response (FIR) Nyquist, FIR half-band and
infinite impulse response (IIR) linear phase half-band for
wireless applications. Note that the pulse shapingis the process
of changing the waveform of transmitting pulses to reduce the
interferences keeping a signal in an allotted bandwidth. This
paper proposes an optimal design for the pulse shaping filters to
reduce their effective costsin the area of wireless communication
applications. Here, we analyze the performance of pulse shaping
filters based on the minimum stop band attenuation required to
suppress the inter-symbol interference (1Sl) and inter-channel
interference (ICl). Finally, we compare the performance of
raised cosine, FIR Nyquist, FIR half-band and IIR linear phase
half-band filtersin terms of bit-error rate (BER) and hardware
requirements. Our results demonstrate that the hardware
implementation costs for the FIR Nyquist, FIR half-band and
IR half-band filters are about 60% to 90% less than the raised
cosinefilter.
Keywords—FIR Nyquist filter; FIR half-band filter; 1R half-

band filter; pulse shaping filter; raised cosinefilter.

I. INTRODUCTION

Recently, the wireless application has grown much more
rapidly than wire-line services. High quality and high-speed
are the greatest demands in wireless communications. But one
of the major difficulties in the way of errorless digita
communication is 1Sl. There are several methods exist in the
literature among these methods, pulse shaping filtering is one
of the method which is used to solve this problem. Pulse
shaping filters are widely used as the heart of many modern
data transmission systems (e.g. mobile phones, high definition
TV) to reduce the interferences by keeping a signal in an
alotted bandwidth. When the pulses are sent by the
transmitter, then the goa at the receiver is to sample the
received signal at an optimal point inthe pulseinterva to
maximize the probability of an accurate binary decision.
This implies that the fundamental shape of the pulse is
such that they do not interfere with one another at the
optimal sampling point [1]. In order to achieve this property,
it needs to satisfy certain criteria. These criteria are known as
Nyquist criteria which states that to achieve an ISl free
transmission, the impulse response of the pulse shaping filter
should have zero crossings at multiples of the symbol period.
Therefore, the overall impulse response should satisfy the
Nyquist criterion to minimize the ISl of transmitting pulses
[2]. Moreover, the pulse shaping filters have two important
properties to ensure the non-interference in the radio
frequency (RF) wireless communication systems. First one is
that high stop-band attenuation is required to reduce the ICI as
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much as possible. Second one is that in order to achieve the
minimum 1Sl (arising from multi-path signal reflections) the
BER is aslow as possible. The source of bit errorsin the base
band data transmission system is the channel noise. Moreover,
the pulse shaping filter plays a crucia role in spectral shaping
in the modern RF wireless communication to reduce the
spectral bandwidth. Hence, the pulse shaping is aso a
spectral  processing technique by which the fraction out of
band power is reduced for low cost, reliable and spectraly
efficient mobile radio communication systems [3]. Again,
when a signal is transmitted at higher modulation rate through
a band-limited channel, it can create an ISl [3]. As we know,
when the modulation rate increases, the signal bandwidth
increases, then the signal bandwidth becomes larger than the
channel bandwidth. As aresult, the channel starts to introduce
distortion to the signal and this distortion is usually seen as an
ISI. Pulse shaping filters are being used widely in wireless
communication [4-6] and several techniques exist in the
literature for the design of pulse shaping filter to solve this
problem [7-9]. To analyze the performance of a pulse shaping
raised cosine filter under different quadrature amplitude
modulation (QAM) in terms of error rate and signa to noise
ratio (SNR), a vector signal generator and a vector signal
analyzer are proposed in [10]. Nyquist filter is a special class
of filter which is very wuseful for the Multirate
implementations of the filter. It is aso used in digital
communications as a pulse shaping filter [4]. When L =2 the
Nyquist filter is also called a half-band filter in this case the
cutoff frequency is /L and the impulse response is zero for
every L-th sample. The additional advantage of FIR design is
that the every other coefficient is equal to zero. IR design can
achieve quasi-linear phase and they can offer a great cost
savings and can achieve an extremely low pass-band ripples.
On the other hand, the half-band filter is widely used in
multirate signa processing applications when
interpolating/decimating factor is two. The half-band filters
are implemented efficiently in the polyphase form, because
half of its coefficients are approximately equal to zero [11].
As a result, it reduces the memory locations requirement to
store these coefficients. Due to multirate applications of half-
band filter, it is widely used in digital signal processing, such
as cell phones, digital receivers, television, compact disc (CD)
& digital versatile disc (DVD) players etc. Furthermore, when
multiple octaves of reduction are needed, a cascade of half-
band filter is commonly used.

Therefore, this paper is concerned for the performance
analysis of pulse shaping filter by using the FIR Nyquist, FIR
half-band and IIR linear phase half-band in terms of BER to
reduce the effect of ISl and ICI for errorless wireless
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communication. We also focus on the hardware requirements
to reduce their effective costs in the area of wireless
communication applications.

The rest of the paper is organized as follows. Section 1l
briefly introduces the theory of different filters. The
performance and cost effective analysis of the different design
filters are analyzed in Section IlI. Finaly, the paper is
concluded in Section IV.

Il. THEORY

This section presents the different theory of different pulse
shaping filters.
A. Raised Cosine Filter

Theraised cosine filter is frequently used as a pulse shaping
filter in digital modulation due to its ability to minimize the
ISI. The vestigia symmetry is one of the most important
property of raised cosine filter which means that if the
frequency characteristic has odd symmetry at the cutoff
frequency, the impulse response will have zeros at uniformly
spaced intervals. The frequency-domain description of this
filter is given below,

T <L
2T
1
H(f) = T[uoos[”TJ[f—l_ﬂﬂ, A<lr<8,”
2 B 2T
0] otherwise,

where, A= 1=8 g1+ 8 and B istheroll-off factor.
2T 2T
The impulse response of the raised cosine filter is given by,
ot
sin"tq CO{ J
7t
/ 1 4/3 t°

From equation (2) it is clear that it has a sinc term which
ensures zero crossing like an ideal low pass filter. In addition,
it has another term which decaysin time.

h(t) = %)

B. FIR Nyquist Filter

Nyquist filter is a special type of filter with a transfer
function which has certain zero value coefficients. Due to the
presence of these zero-valued coefficients this filter is
computationally more efficient than the other low pass filter
of the same order. The relation between the output and input
of the interpolator is given by,

Y@ =H@X((Z").
If the interpolation filter H(2) is redized in the Lth-band
polyphase form, then we have,

H@ =3 z'E ().

Assume that the k-th polyphase component of the H(2) is
constant, i.e., E, (2) =« . Then, we can express Y(2) as

Y(2)=az*X(Z")+ f Z'E (Z")X(Z")-
1=k
As a result, Y(Ln+K)=a x(n). Thus the input samples

appear at the output without any distortion for al values of n,
in between (L-1) output samples determined by interpolation.

©)

A filter with the above property is called Nyquist filter or Lth-
band filter. Now the impulse response of an ideal Lth-band

low pass filter with a cutoff at ,, — 7 isgiven by,
L

in(NT
o (L) = %/L) @

Hence, the coefficient condition of the Lth-band filter is given
below,

,—0<N<oo.

h(Lny =% "=°
10, otherwise.

It can be seen from the above that
h(n) = Ofor n=#L, #2L......
The transition width requirement can be deduced from the
roll-off factor and interpolation factors as follows;
Transition bandwidth=2 x roll-off factor/interpolation factor.

C. Half-Band Filters

A haf-band filter is a specia type of Nyquist filters which
can be used for the interpolation factor of 2. Half-band filters
have two important characteristics, first one is that the pass-
band and stop-band ripples must be the same, and the second
one isthat the pass-band-edge and stop-band-edge frequencies
are equidistant from the half-band frequency m/2. These
characteristics make it possible to design an FIR filter whose
every other coefficient is zero, and whose non-zero
coefficients are symmetrical about the center of the impulse
response. Again the linear phase half-band filter has one
important property that half of the filter coefficients are zero-
valued which makes the design computationaly efficient.
Beside this, it plays an important role in multirate digital
signa processing. FIR half-band filters are easily designed to
exhibit exactly linear phase, but IIR half-band filters provide
higher computation speed at the cost of the phase nonlinearity.
Hence, the advantage of 1IR haf-band filters is evident in the
applications where the computation speed, low power
consumption and miniaturization are the main requirements. A
half-band filter transfer function has to satisfy the pass-band
and stop-band symmetry conditions. This implies the
congtraints in the choice of the filter parameters, pass- stop-
band ripples and pass- stop-band-edge frequencies.

Since an Lth-band filter for L=2 is called a half-band filter,
thus the transfer function of the linear phase half-band filter is
given by,

H(2 =a+z2'E(Z). 5)
The condition H(2) = & + 2 'E,(Z*) reduces to H(2)+H(-
2)=1 by assuming o = 0.5.1f H(2) hasreal coefficient, then
H(—e'”) = H(e!").Hence, H(—e!*) + H(e! ") =1.
The impulse response of thisfilter is given by

h(2n) = {“' n=0 ©)

0, otherwise.

From the above equation, we can observe that the odd indexed
coefficients are zero-valued except for the central coefficient.
This enables us to avoid approximately half the number of
multiplicationsin the time of implementing this kind of filter.
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I11. PERFORMANCE ANALYSIS AND COST ANALYSIS

In this section, we analyze the performances of pulse
shaping filter by using FIR Nyquist, FIR half-band and IIR
linear phase half-band in terms of BER to minimize the effect
of 1Sl and ICI for wireless communication. We also analyze
the hardware requirements which reduce their effective costs
in the area of wireless communication applications. In fact the
stop-band attenuation is a very important constraint and it
must be minimized in order to reduce the ICI and ISI. To
suppress the ICI and ISl effects of the pulse shaping filter the
minimum desirable stop-band attenuation is about 60dB to
80dB. A raised cosine filter is typically used to shape and
oversample a symbol stream before transmission. The width
of the transition band of araised cosine filter depends on the
roll-off factor. Practical digital communication systems use a
roll-off factor between 0.1 and 0.5. In order to evaluate the
numerical simulation, we choose the oversampling or
interpolation factor 8 and roll-off factor 0.5. The comparative
magnitude responses of four pulse shaping filter are shown in
the Fig.1.

From Fig.1, it can be observed that the FIR Nyquist, FIR
half- band and IIR linear phase half-band filters have stop-
band attenuation larger than 60dB. Hence we can say that
three aternative pulses shaping filters provide the favorable
solution to suppress the interferences in place of the raised
cosine filter, because to achieve this minimum stop-band
attenuation (60dB) the required number of is required 260 for
the raised cosine filter. The magnitude and impulse responses
of all the pulse shaping filters are discussed separately below.
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Fig.1 Transfer function magnitude comparison of all the designs filters
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Fig. 2: Transfer function magnitude of the raised cosine filter

The magnitude and phase response of the raised cosine filter
are shown in the Figs2 and 3, respectively. From the
magnitude and impulse response curves of raised cosine filter,
it is clear that to attain a minimum stop-band attenuation of 60
dB the required number of filter order is 260 which is almost
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double than other three filters. So, the raised cosine filter is
not optimal in any sense.
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Fig. 5: Impulse response of the FIR Nyquist filter

Theraised cosine filter can be replaced with FIR Nyquist filter
for a fraction of the cost because they have an optimal
equiripple response. The magnitude and phase response of the
FIR Nyquist filter are shown in the Figs.4 and 5, respectively.
The same stop-band attenuation and transition width is
obtained in alower order which is 106.

The magnitude response of the FIR haf-band and IIR half-
band filters are shown in the Figs.6, and 8, respectively. From
these figures, it is clear that they have stop-band attenuation
larger than 85dB.
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Fig. 6: Transfer function magnitude of the FIR half-band filter
The impulse responses of 8" band pulse shaping raised cosine
filter, FIR Nyquist filter, FIR half-band and IIR linear phase
half-band filter are shown in Figs.3, 5, 7, and 9, respectively.
From these figures, it is clear that the value of impulse
responses for every 8" sample is equal to zero (except at the
center).
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Fig. 7: Impulse response of the FIR half-band filter
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Fig. 9: Impulse response of the IIR linear phase half-band filter

From the magnitude response of the four pulse shaping filters,
it is clear that the minimum stop-band attenuation is 60dB. So,
we can say that the pulse shaping filters can reduce the ISl and
ICl to a satisfactory level. To obtain the BER of the four pulse
shaping filters we use a 16-QAM modulation scheme with an
additive white Gaussian noise channel. The results show that
the BER obtain for the four pulse shaping filters is very
similar which isshown in tablel.

S
N
o

TABLEI
BIT ERROR RATE (BER) COMPARISON

Filters 10dB SNR 15dB SNR 20dB SNR

Raised cosine 0.0586 0.0041 0

FIR Nyquist 0.0605 0.0046 0

FIR-Half band 0.0602 0.0046 0

IIR-Half band 0.0634 0.0055 0

TABLE I
IMPLEMENTATION COST COMPARISON
Multipliers Adc;rers Number
Filters Multipliers | Adders | per input P of
input
sample States
sample

Raised 260 253 260 253 3R
cosine
FIR
Nyquist 94 87 94 87 13
FIR-half ) 29 60 53 29
band
IIR-half 12 24 2 44 29
band

From table |, we see that the performances of the four pulse
shaping filters are almost identical, but their implementation
cost varies greatly, which is shown in table 1. From table II,
we can observe that three pulse shaping filters (i.e. FIR
Nyquist, FIR half-band and IIR half-band filters) provide
significant savings both in terms of hardware and operations
per sample as compared to raised cosine filter.

IV.CONCLUSION

In this paper, we focus on the performance comparison of
three optimized alternative pulse shaping filters (i.e. FIR
Nyquist, FIR half-band and IIR half-band filters) with the
raised cosine filter. Based on our numerical evaluations and
observations, we can conclude that the performance of
optimized pulse shaping and raised cosine filters are almost
identical in terms of the BER, but the cost of their hardware
implementation in terms of operation per sample requirements
varies greatly. The hardware implementation costs for the FIR
Nyquist, FIR haf-band and IIR half-band filters are about
60% to 90% less than the raised cosine filter. Although the
raised cosine filter attracts a great attention to its user, for the
advantages of minimizing ISl and ICI, but it is not cost-
effective compared to the optimized pulse shaping filters
proposed in this paper. Hence, we believe that the proposed
optimized pulse shaping filters can be used to provide the
cost-effective solution for the wireless communication
applications.
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Abstract—Office bus routing is a rising problem because
transportation service should be more efficient, safe and reliable.
This research try to answer a question how to facilitate
employees with transportation service that would be fast, cost
effective, and in a timely manner. This research work discourse
the Vehicle Routing Problem and scheduling issues of
transportation service for Dhaka City, Bangladesh. Our
implementation will help to develop office bus routing and
scheduling prototype model. This model will help to design
transportation management system of any organization. From
this implementation, it will able to find shortest and fastest routes
and schedule of office bus, and also allocate bus stops that will
use to pick up and drop employees according to their residence.
This application has considered cost matrix of time, routes length
and the vehicles with same capacity. We have implemented this
application with Clarke & Wright’s savings algorithm. This
paper concludes with the solutions of schedules and visualization
of routes with GIS techniques that will helps to develop decision
support system for any kind of Vehicle Routing Problem.

Keywords—vehicle routing problem; heuristic solution; clarke
& wright savings algorithm; GIS

I. INTRODUCTION

The Vehicle Routing Problem (VRP) is one kind of NP-
hard problem; the goal is to serve customers with vehicles
where customers are geographically apart. From this, have to
determine routes with well developed algorithms that will
minimize operational cost. In this problem, objectives are
contradictory that will maximize customer service and
minimize operational cost. The VRP can be stated as a set of
customer with known location and demand are to be supplied
from a depot by delivery vehicles with known capacity
subjected to all customer demand being met, vehicle capacity
not being exceeded and total trip length not exceeding some
specified level [1]. The capacitated vehicle routing problem
(CVRP) was initially introduced by Dantzig and Ramser
(1959) in their article on a truck dispatching problem and,
consequently, became one of the most important and widely
studied problems in the area of combinatorial optimization [2].
To find the shortest routes and optimized the traveling cost is
the main concern of VRP. Each vehicle starts from a depot
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and after completing the service cycle ends in the same depot.
Clarke and Wright (1964) develop a heuristic solution method
which becomes known as the savings method and was the first
algorithm that becomes widely used [1]. The Clarke and
Wright savings algorithm (CW) is the most widely applied
heuristic for solving CVRP due to its simplicity of
implementation and efficient calculation speed [3].

In this paper, we focus on one of GIS-based scheduling
applications and GPS technologies for the vehicle routing
problems [4]. Here Geographic Information System (GIS) is
used to visualize the route on the Google map that shows the
latitude and longitude of all bus stops with travel length and
time.

II. BACKGROUND AND LITERATURE RESEARCH

Since CVRP was first proposed in 1959, it has received
much attention from researchers and practitioners [2]. Human
beings meet with VRP in different areas in daily life. Some of
them: various types of food and drink, clothing, heating
material transportation, and garbage collection, postal service,
personnel and student transportation. In this point of view,
VRP separates into two main areas: human and freight
transportation [5]. Recent years, various location-based
services are becoming popular. As in [6], spatial data, digital
road map and moving vehicle records using various mobile
sensors, are integrated and stored into the spatial temporal
database systems. There are many research papers about
spatial data mining technologies of probing and streaming
data, and there exit various applications, for instance,
optimization of travel plan, visualization of traffic jam, GPS
assisted navigation, road design, and ICT-assisted traffic
congestion information systems [6].

VRP has been studied widely in different optimization
problem. VRP study works efficiently in different distributed
network for minimizing cost and maximizing service. There
are many paper works for solving school bus routing problem,
this paper try to solve office bus routing problem and evaluate
with Google map.



A. Vehicle Routing Problem (VRP)

Customers i=1,....n with demands of a product must be
served using a fleet of vehicles for the deliveries. The
vehicles, with given maximum capacities, are situated at a
central depot (or several depots) to which they must return.
Determine a routing schedule that minimizes the total cost of
the deliveries. Graph formulation for a single depot problem:
Input: Graph G=(V,E), with costs (or distances) C; on the
edges and demands d; on the vertices, |V|=n, m vehicles with
capacities K, j=1,...,m. A central depot is at vertex 0. Problem:
Determine cycles Rj, ..., Ry, for the vehicles that start from
vertex 0 and service all vertices such that the load of vehicle j
doesn't exceed its capacity and the total cost of the cycles is
minimized [7].

III. OBJECTIVES AND PROBLEM STATEMENT

A. Objectives

The objective of this paper is to define the office bus routing
problem and find the solution of this problem using the Clarke
and Wright's savings algorithm. The outputs will be shown in
the Google map to clear the visualization of the resultant
routes and schedules.

B. Problem Description

In Bangladesh Office bus service is popular as school bus
service. There are some difficulties (cost, time, reliability etc.)
to provide office bus service in Dhaka City, based on
employee numbers. There are lots of office wish to provide
this transportation service to their employees. For our VRP
application we have considered a software company in Dhaka
called "Tasawer Interactive" who provided transportation
facility to their employees and currently stopped because of
those difficulties. All employees of this company live in
different place in Dhaka City as scattered. We are going to
propose a transportation system that will include routes and
schedule; this will minimize their cost and time and maximize
the reliability.

C. Model Formulation

Consider the office bus transportation problem to pick up
and drops the employees between home and office. Employees
are lived in geographical area around the office and the buses
that carried them are same capacities. Here the following
notations have used to give a formal description of the
problem [8]:

N=1{0,1, ..., n } : aset of locations where 0 indicates the
depot(office) and j (for j = 1, ..., n) is the index of a location
where one or more employees live

M={1,...,m} :aset of buses

R={r(l), ..., r(n) } : the route for bus i, where r(j) is the
index of the jth location visited and #»; is the number of
locations in the route. We assume that every route finishes at
the office, i.e., r(nt1)=0
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t,: the direct traveling time from location j to location £, for j =
0,...,nand k=0, ...,nand tx=0 forj =k

¢:: the capacity of a bus i

¢;: the number of employees to be picked up at location j, for j
=1,...,n

length(i) : the length of route i (which is also the maximum
traveling time corresponding to the employees picked up at the
first location).

The bus routing problem is to find a set of routes in order to:
Minimize m (N

and length (i) (2)

Objective function (1) attempts to minimize the number of
buses while objective function (2) minimizes the maximum
time in the bus. Note that all the employees must be picked up
and that a given location cannot be assigned to more than one
route. When we have found the resultant route then we will
schedule the time table of bus for our transportation system.

IV. METHODOLOGY

Most heuristic methods can be classified into two
categories as follows:

* Constructive methods: Regarding capacities and costs, routes
are made by adding nodes to partial routes or combining sub
routes. Example: Clarke & Wright algorithm.

* Two-phase methods: Consist of 1) clustering of vertices and
2) route construction. The cycle of these stapes may be "route
first, clustering later" or "clustering first, route later".
Example: Sweeping heuristics.

In this work, we have used Clarke & Wright algorithm as
constructive heuristics. Though we are going to design routes
for office, so Clarke & Wright algorithm would be best choice
for us, because of lower employee numbers. If employees’
number will increase then it will better to modify the
algorithm.

A. Clarke & Wright savings heuristics

Algorithmic approach is given bellow [8].

Assume that a complete, undirected graph with symmetric
costs and an unlimited number of identical vehicles with
capacity K.

Stepl. Form sub tours i-0-i for i=1,2,...,n. (Each customer is
visited by a separate vehicle)
Step2. Compute savings s;=co; + cq; - ¢;; for all i,/ and i#j.
Step3. Identify the node pair (i,j) that gives the highest saving
Sjj.
Sjtep4. Form a new subtour by connecting (i,j)) and deleting
arcs (i,0) and (0,7) if the following conditions are satisfied

a) Both node i and node j have to be directly
accessible from node 0,

b) Node i and node j are not in the same tour,

¢) Forming the new sub tour does not violate any of
the constraints associated with the vehicles,
Step5. Set s;=-co, which means that this node pair is
processed.
Step6. Go to Step 3, unless all node pairs with s; = 0 are
processed.



B. Numerical example

The actual way the algorithm works is illustrated in the
following by means of a numerical example.

35 45 @ @ 5

40 10

Fig. 1: Customer with their demands.

In Fig.1, we have considered a problem with 7 customers.
The transportation costs between all pairs of points are shown
in TABLE I, where 0 represents the depot (the costs are
symmetric, and for that reason only the upper half of the table
is filled in).

TABLE L TRANSPORTATION COSTS BETWEEN ALL PAIRS OF NODES

i/j 0 1 2 3 4 5 6 7

0 - 20 57 51 50 10 15 90
1 - 51 10 55 25 30 53
2 - 50 20 30 10 47
3 - 50 11 60 38
4 - 50 60 10
5 - 20 90
6 - 12
7

The customers’ demands that must be delivered from the
depot are given in TABLE I1.

TABLE II. THE CUSTOMERS’ DEMANDS

i 1 2 3 4 5 6 7
di |5 45 35 10 40 10 45

Capacity of a vehicle: K = 60

Solution with Clarke & Wright:

Savings s;; = co; T Coj — Cjj; Symmetry: s;; = s;;

The savings Sj; are calculated to the following values (only the
upper half of the table is shown, since the savings are
symmetric due to symmetric costs) are shown in TABLE III:

TABLE IIL. THE SAVINGS S,
i/j 1 2 3 4 5 6 7
1 -
2 26 -
3 61 58 -
4 15 87 51 -
5 5 37 50 10 -
6 5 62 6 5 5 -
7 57 100 103 130 10 93 -
Result: TABLE IV describes the resultant routes with

correspond load and cost.

TABLE IV. SOLUTIONS
Route Load Cost
0-2-0 45 114
0-5-0 40 20
0-4-7-0 55 150
0-1-3-6-0 50 105

Total cost = 389
The resultant routs can be shown in the following figure.

Fig. 2: The resultant routes.

V. IMPLEMENTATION

A. Data Collection

We have implemented this savings algorithm based on a
software Company (Tasawar Interactive) in Dhaka,
Bangladesh. At first we have collected all employees address
and built location database. Then we have chosen a pick up
point for employees in common area. For this reason we have
chosen eight pick up points for fifty employees. The locations
with symmetric cost have shown in TABLE V. This company
used minibus with capacity 20 seats. We have calculated times
and distance among all points including office and each pick
up points using GPS and Google map. We have built a time
matrix based on number of employees have to pick up in each
points. We have considered time as cost because office starts
at 10:00 AM, and have to drop employees before start the
office. Then we have determined savings matrix and in the
next step we determine the resultant routes based on the
algorithm. Finally plot those routes on Google map though
deriver can drive as predefined routes. In this application,
there will be different options such as edit the location, cost
matrix, demand and bus capacity.

TABLE V. LOCATIONS LIST WITH COSTS & DEMANDS
Locations Symmetric Costs Demands
(minutes)
Mohakhali DOHS 0,18,20,10,13,15,18,16,13 0
Mirpur-10 18,0,22,15,13,11,17,11,14 3
House B. Bus Stop 20,22,0,17,29,30,33,31,28 10
Uttar Badda 10,15,17,0,17,22,25,23,20 2
Shegunbagicha 13,13,29,17,0,11,19,16,15 9
Dhanmondi 15,11,30,20,11,0,10,10,12 11
31/1 Azimpur Road 18,17,33,25,19,10,0,15,18 4
Mohammadpur 16,11,31,23,16,10,15,0,18 6
Kazipara Bus Stop 13,14,28,20,15,12,18,18,0 5
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B.  Implementation Tools

We have developed our algorithm with language Ruby.
The designs of our application have implemented with html
and CSS. Finally we have used jquery, Google Map Api for
showing the result on the Google map.

C. Routing & Scheduling on Google Map
For 50 employees 3 (three) minibus are needed. Our
resultant 3 routes are shown in TABLE VI:

TABLE VL RESULTS
Resultant Route Capacity Times
(employees) | (minutes)

Mobhakhali DOHS<-->Dhanmondi<-- | 20 56.0

>31/1 Azimpur Road<-->Kazipara Bus

Stop<-->Mohakhali DOHS

Mohakhali DOHS<-->Mirpur-10, Begum | 15 36.0

Rokeya Avenue<-->House Building Bus

Stop<-->Uttar Badda<-->Mohakhali

DOHS

Mohakhali DOHS<-->Shegunbagicha<-- | 15 45.0

>Mohammadpur<-->Mohakhali DOHS

The resultant routes are described below:
= Dhaka & ©%

Gl =

e ey Fic g

Banani Railway &

shila
B

Fig. 3: Route 1 for bus 1.

Bus 1 able to pick up 20 employees and time is needed 56.0
minutes (without considering traffic jam and others delay).
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Fig. 4: Route 2 for bus 2.
Bus 2 able to pick up 15 employees and time is needed 36.0
minutes (without considering traffic jam and others delay).
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Fig. 5: Route 3 for bus 3.

Bus 3 able to pick up 15 employees and time is needed 45.0
minutes (without considering traffic jam and others delay).

VI. CONCLUSION

In the result, we are able to utilize the maximum capacity
of every bus and minimize the number of buses. In past, four
minibuses were used in this transportation service. We have an
improvement that took low cost and time than before. Our
application have minimized length, time, number of stops and
buses, and maximized the service quality. This application are
fully automated and anyone can use it from anywhere with
compatible device and internet connection. Number of
employees can be adjusted any time with a simple database
entry and the optimized routes can be determined. Our
application can work for any kind of organization (schools,
offices) database for determining routes and schedules based
on time. It is also flexible for bus capacity; number of
employees in a route can be adjusted dynamically by setting
bus capacity. We will try to improve the existing algorithm for
optimization of routing problem.
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ABSTRACT:- Human-Computer Interaction (HCI) involves the
study, planning, design and uses of the interaction between
people (users) and computers. We present a nonintrusive system
based on computer vision for human-computer interaction
controlled by finger pointing gestures. A new approach for
Interaction with Large Screen Display using Fingertip & Virtual
Touch Screen by taking into account the location of the user
and the interaction area available. We can estimate an
interaction surface virtual touch screen between the display
and the user. Users can use their pointing finger to interact
with the display as if it was brought forward and presented
directly in front of them, while preserving viewing angle. Users
are allowed to walk around in a room and manipulate
information displayed on its walls by using their own finger as
pointing devices. Once captured and tracked in real-time using
stereo vision camera, finger pointing gestures are remapped onto
the current point of interest, thus reproducing in an advanced
interaction scenario the “drag and click” behavior of traditional
mice. It’s a simple signal processing on images obtained from a
regular laptop web-camera.

Keywords:- Human Computer Interaction (HCI), Hand Gesture
Recognition, Virtual Touch Screen, Hand Pointing, Pointing
Accuracy, Computer Vision, Fingertip Interaction, Hand-posture
Recognition, Contour Tracking, Convex Hull.

I. INTRODUCTION

HCI (human-computer interaction) is the study of how people
interact with computers [4] and to what extent computers are
or are not developed for successful interaction with human
beings. Typically, humans interact with computers using
mouse and keyboard. Outside of computer interaction, we are
used to interacting with the world using our hands, body, and
voice. Interfaces based on interaction with hands are a natural
and intuitive way to interact with computers[13]. Such an
interface could be used for robot [8] and human collaboration,
virtual reality, scientific visualization, geographic information
systems (GIS), or games. Microsoft Kinect [5] becoming
popular, complicated background is no longer a
insurmountable barrier and a real-time hand segmentation can
be attained based on depth information given by the sensor. In
the depth image, each value of the pixel refers to the distance
from the person to Kinect and the hand can be segmented as
the nearest region from sensor. Even though Kinect
successfully solved the intractable segmentation problem,
most of the depth image based approaches are built on the
strong assumption that the hand remain unmoved[l1].
Unfortunately, when the hand is moving or has small but
sudden rotation, the boundary of the hand becomes so
unstable that it is hard to recognize the hand as ideal
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circumstances. Virtual touch screens (VTS) [1] are used
primarily for entertainment and research purposes. A popular
virtual touch screen system is the Kinect system made
commercially available by Microsoft. The Kinect system is
primarily used for consumer entertainment such as playing
games and using the menus found on the Xbox system.
However, in recent years the Kinect has been used for
research projects in the field of robotics and3-D interactions
outside of the field of games such as browsing the web, and
medical practices. There is a potential for the technology
where the 3D [10], [11] visualization and physical interaction
with the objects is necessary, such as teaching students
introductory calculus. Virtual touch screen technology can
also be applied to non-touch displays into interactive, touch-
capable surfaces using a Kinect sensor in combination with a
projector.

In medical practices, virtual touch interaction has been applied
to allow users to view and manipulate digital data such as 3D
images used in medical scans, allowing medical staff to
interact with the data without any physical contact, thus
avoiding the need for re-sterilization. Additionally,
Microsoft's Kinect sensor has also employed the use of virtual
touch screen technology to help stroke patients recover and
improve motor function in their limbs through a game-like
system involving interpretation of gestures combined with
adjustable difficulty levels based on the user's performance.

Finger and hand gesture recognition with the Kinect is still an
open problem due to its low resolution (640%480), especially
considering how hands occupy a much smaller portion of the
full body image. Traditional vision-based hand gesture
recognition methods are far from satisfactory due to the
limitations of the optical sensors used and dependency on
lighting conditions and backgrounds. Data gloves can be used
for precise accuracy, but require the user to wear a special
glove; this may hinder the naturalness of the hand gesture.
The Microsoft Kinect is a commodity hardware device that
can be used for designing natural gesture based interfaces.

In order to address this problem, we propose a method to
perform hand tracking in a mostly static environment with
only the hands in the range of visiblity using OpenCV. We
apply background elimination using simple techniques, and
apply a set of filter to get the hand’s contour, on which we
create a convex hull and calculate the defect points in the hull
which is used to detect the no of fingers, center and size of the
palm which is a challenge.



II. VIRTUAL TOUCH SCREEN

A virtual touch screen (VTS) is a user interface system that
augments virtual objects into reality either through a projector
or optical display using sensors to track a person's interaction
with the object. For instance, using a display and a rear
projector system a person could create images that look three-
dimensional and appear to float in midair. A virtual touch
screen is constructed for human computer interaction [1],
which does not need estimate pointing direction. Many
researchers pay much attention to human body skeleton, so
hand-arm or hand-eye is always used to determine the
pointing direction. Fig-1 shows that how user interact
virtually with the large screen display.

Virtual touch screen (VTS) is used primarily for entertainment
and research purposes. A popular virtual

{. webcam

virtual
touchscreen

Taet

eye

an ohject

user large display

Fig-1: Fingertip Interaction System.

touch screen system is the Kinect system made commercially
available by Microsoft. The distance between the operator and
the virtual touch screen remains unchanged namely the arm’s
length is assumed to be constant [1]. Apparently, it’s not
suitable for different operators. A virtual touch screen is
constructed in this paper which is scalable and flexible. Define
z coordinate of the virtual screen as z one of user’s pointing
fingertip. It will move forward or backward as the pointing
arm extends or contracts the screen which is more natural and
suitable for different operators.

Fig-2: Virtual Touch Screen Interaction.

When an operator stands in front of the Kinect sensor and
interacts with a large screen. The Kinect coordinate is defined
as following shown in Fig-2. Axis X is upturned, axis Y is
rightward and axis Z is vertical. The Kinect can capture the
depth of any objects in its workspace.

The 3D coordinates of head and pointing index fingertip are
used to construct a virtual touch screen [2] as Fig-2. One can
note that the large screen and Kinect are in the same plane,
which means its z coordinate is zero. Assume the large screen
i1s divided into m X n modules, and the x coordinates of
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vertical demarcation points are x1, x2, xm, the y
coordinates of the horizontal demarcation points are yl, 2,
..., yn. Suppose the corresponding values on virtual screen are
xXLyj =42, ,mj=1,2, ..., n.

- ¥ *_)“; _ Za — = (1)
where” z 1s 0,°and 2’ equals to the pointing fingertip’s z
coordinate, x;, y, and z, refer to the 3D coordinates of
operator’s head joint.

Xy — X;

The corresponding coordinates on virtual touch screen can be
figured out as (2), (3),
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ITI1. HAND SEGMENTATION

The RGB images and depth images are captured by the Kinect
sensor which is fixed in front of the operator [3]. Human hand
tracking and locating is carried out by continuously processing
RGB images and depth images of an operator who is
performing the pointing behavior to interact with large screen.
Microsoft Kinect has the ability to track the movements of 24
distinct skeletal joints on the human body, wherein head, hand
and elbow points have been used in this experiment. When
operator held out the hand to perform pointing gesture [6][11],
the hand is closer than the other one. The 3D coordinates of
pointing hand joint can be obtained from skeletal map.
a,={ i @)

Where Hp is the pointing hand, Hr refers to right hand and H/
refers to left hand, zr and z, present the z coordinates of right
and left hand respectively.

In order to catch the hand motion used for controlling the
large screen, it is need to separate the hand from the depth
image. A depth image records the depth of all the pixels of the
RGB image. The depth value of hand joint can be figured out
through skeleton-to-depth conversion [9], and it is taken as a
segmentation threshold which is used to divide the hand
region Hd(i, j) from the raw depth image.

15, dli )<l +e
Bige =l ©)

di,jeDy=12
0, e

Where d(i, j) is the pixel of depth image D, Td is the depth of
the pointing hand’s joint, e refers to a small range around
threshold 7d, m is the width of D, and = is the height of D.

IV. FINGERTIP DETECTION

In this paper, pointing fingertip with more precise is detected
instead of hand to interact with large screen. Most of existing
methods for pointing gesture recognition use the operator
hand-arm motion to determine the pointing direction. To
further study hand gestures, some approaches for fingertips
detection have been proposed. The hand’s minimum bounding



rectangle makes it easy to extract the pointing fingertip [2].

3: Hand Detection.

The rules for pointing fingertip detection especially index
fingertip are as follows:

(1) Extract the tracked hand region using the minimum
bounding rectangle by skeletal information as well as the
corresponding elbow.

(2) When the operator’s hand is pointing to left, his or her
pointing hand joint’s coordinate in the horizontal direction (x
coordinate) is less than the corresponding elbow’s.

At this moment, if the hand joint’s coordinate in vertical
direction (y coordinate) is also less than elbow’s and the width
of minimum bounding rectangle is less than its height, it’s not
difficult to find that index fingertip moves along the bottom
edge of bounding rectangle;

If the pointing hand joint’s x coordinate is larger than the
corresponding elbow’s and the width of the minimum
bounding rectangle is less than its height, the index fingertip
moves along the up edge of bounding rectangle; If the
minimum’s width is larger than its height, the index fingertip
moves along the left edge of bounding rectangle.

(3) When the operator’s hand is pointing to right, his or her
pointing hand joint’s x is larger than that of the corresponding
elbow’s one, the distinguishing rule is the same as step (2).
The distinguishing rules above are to find the pointing
fingertip in depth image, and its 3D coordinates can be figured
out through depth-to-skeleton conversion.

Fig-4: Fingertip Detection.
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V. FINGERTIP TRACKING
A Kalman filter [14] is used to record the detected fingertip
motion trajectory the features of pointing gestures (including
fingertip’s position and speed) can be extracted through this
tracking method. In some cases, the fingertip will be detected
by mistaken due to the surrounding environmental
interference. To avoid false detection, a tracking technique is
introduced to track the feature points [13].
Motion of pointing fingertip can be described by a linear
dynamic model consisting of a state vector x(k) and a state
transition matrix @(k). The state vector containing the
position, velocity in all three dimensions is described as (6).
xﬂ() = [X7 Y> Z, Vx, Vy, VZ] (6)
where x, y, z presents the image coordinates of the detected
fingertip, and v,, v,, v, presents its displacement.
The Kalman filter model assumes the true state at time & is
evolved from the state at (k—1) according to (7).
x(k) = @(k)x(k-1) + W(k) (7
where @(k) is the state transition model which is applied to
the previous state x(k—1); W(k) is the process noise which is
assumed to be drawn from a white Gaussian noise process
with covariance Q(k).
At time k an observation (or measurement) z(k) of the true
state x(k) is made according to (8).
z(k) = H(k)z(k) + V(k) (8)
where H(k) is the observation model which maps the true state
space into the observed space and V(k) is the observation
noise which is assumed to be zero mean Gaussian white noise
with covariance R(k).
In our method, the Kalman filter [14] is initialized with six
states and six measurements, the measurements correspond
directly with x, y, z in the state vector.

VI. GESTURES RECOGNITION
Gestures recognition [15] refers to detecting and extracting
meaningful gestures from an input video. It is crucial how to
recognize pointing gesture since the recognition procedure is
only performed for the detected pointing gestures. Human
motion is a continuous sequence of actions or gestures and
non-gestures without clear-cut boundaries. When a person
makes a pointing gesture, the whole motion can be separated
into three phases including non-gesture (hands and arms drop
naturally, it’s unnecessary to find fingertip), move-hand (the
pointing hand is moving and its direction is changing), point-
to (the hand is approximately stationary). Among the three
phases, only the point-to phase or the corresponding pointing
gesture is relevant to target selection [13].
To recognize pointing gestures, the three phases must be
distinguished. When operator moves his hand, the velocity at
time ¢ is estimated by (9)
Vezxi-Xt, Vi= Y-V, Vo= 20 - 24 )
where x, y, z represents the position of pointing fingertip in 3D
space, respectively. If vx, vy and vz maintains in a small
specific range vy, it is approximately stationary. Assuming this
stationary state lasts for n frames, the initial value of n is 0

ot (10)

IVAI < v, & IV)I < vy & ]'L'Z[ < Vi
else



When »n reaches a certain amount, it presents the operator is
pointing at the interaction target, & is logical AND operation.
The effective gesture recognition is Rp.

R, =2

AS, (1 1)
Where Rp presents the rate of pointing gesture recognition, Mr
refers to the frame number of recognized pointing gesture and

Ma refers to the actual pointing frame number.

R =N 100%
N

N, (12)
Where Rc refers to the correct target selection rate, Np is the
times of pointing to one target and Nc is the times of correct
target selection.

VII. EXPERIMENT RESULTS

In this section we describe the accuracy of our hand tracking
and gesture recognition algorithm. The application has been
implemented in C++ using proposed methodology the
OpenCV libraries, OpenNI and NITE [12]. The application
has been tested on a Microsoft Windows 7. The images have
been captured using a A4 Tech WebCam with USB
connection. The camera provides 640x480 images at a capture
and processing rate of 30 frames per second. For the
performance evaluation of the hand detection and gesture
recognition, the system has been tested 6 times respectively on
a set of 6 users. Each user has performed a predefined set of 6
movements and therefore we have 360 gestures to evaluate the
application results. It is natural to think that the system’s
accuracy will be measured controlling the performance of the
desired user movements for managing the calculator.

¥ L2 L3 L4 L5 L6
L1 98.4% 1.6% o] 0 0 0
E2 0.5% 99.5% o] 0 0 0
E3 0 0 99.6% 0.4% 0 0
L4 0 0 [ 100% 0 0
ES 0 0 o] 0 98.4% 1.6%
L6 0 0 o] 0 0.5% 99.5%

Table-1: Results of Target Selection with Kalman Filter.
VIII. CONCLUSION

Hand gesture recognition for real-life applications is very
challenging because of the requirements on its robustness,
accuracy and efficiency. In this paper, we presented a robust
real-life hand gesture recognition system using the Kinect
sensor. Another contribution of this paper is the real-life HCI
applications we built on top of our hand gesture recognition
system. It shows that with hand gesture recognition technique
we can mimic the communications between human, and
involve hand as a natural and intuitive way to interact with
machines.

Consequently we can benefit our daily life in many aspects
such as providing aids for the hearing impaired, and
maintaining absolute sterility in health care environments
using touch less interfaces via gestures. Our future research
will focus on exploring a more efficient part-based
representation and the efficiency drawback of near-convex
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decomposition based finger detection method. And we will
further develop interesting HCI applications of our hand
gesture recognition system.
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Abstract— In a network topology, it is very usual to use
various Kinds of routing protocol for forwarding packets.
A routing table is used in the memory of a router that
keeps the track of routes to particular network destination
and the most popular routing algorithms used to forward
packets are Routing Information Protocol (RIPv2),
Enhanced Interior Gateway Routing Protocol (EIGRP)
and Open Shortest Path First (OSPF). The ultimate
concentration of this research work is to depict the
performance analysis comparison of these three dynamic
routing protocols and redistribution among the protocols.
Eight Cisco routers and a switch are used in our simulated
network topology where four routers with different
protocols directly connected with the switch take the
responsibility for the redistribution algorithm.

Keywords— RIPv2, EIGRP, OSPF, redistribution, dynamic routing
protocols etc.

I. INTRODUCTION

It is possible to exchange the routing information between
routers through the routing protocols. Routing protocols allow
routers to share information about remote networks
dynamically and add this information to their routing tables
automatically.

To recognize the best path to each network routing
protocols are used and added to the routing table. The
fundamental advantage of using dynamic routing protocol is
that whenever there is topology change routers exchange
routing information which permits routers to certainly learn
about new networks as well as to find alternate paths if there is
a link failure to a running network.

In comparison with static routing, less administrative
overhead is required in dynamic routing protocols. However,
the expense of using dynamic routing protocols is dedicating
part of a router's resources for protocol operation including
CPU time and network link bandwidth. Besides, to meet the
demands of changing network requirements dynamic routing
protocols have evolved over several years. Though several
organizations have shifted towards more recent routing
protocols such as Enhanced Interior Gateway Routing
Protocol (EIGRP) and Open Shortest Path First (OSPF), many
of the earlier routing protocols, such as Routing Information
Protocol (RIP), are still in use today.Figure-1 shows the
classification of dynamic routing protocols.

978-1-4673-8342-4/15/$31.00 © 2015 IEEE
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Fig. 1. Classification of Dynamic Routing Protocols

Since the early 1980s dynamic routing protocols have been
used. Sheela Ganesh Thorenoor [1] used OPNET modeler for
dynamic routing protocol implementation decision between
EIGRP, OSPF and RIP. Multipath routing algorithm based on
OSPF routing protocol [2] have been developed. Alex Hinds
[3] did the evaluation for (OSPFv3) and (EIGRPv6) and
compare the changes these protocols have undergone to
support IPv6. Reference [4] worked on link recovery
comparison between OSPF and EIGRP. Besides RIPv2
routing protocol authentication, discussed by Li Xiaohua [5],
which can effectively prevent the router from receiving
unauthorized or malicious routing updates, thereby improving
network safety. Several investigation and research works are
also conducting now-a-days by laureate researchers.

In our research work we will investigate comparative
performance analysis of selected interior gateway dynamic
routing protocols such as RIPv2, EIGRP and OSPF. Packet
tracer simulation software is used here to show how to
transmit data among different networks running different
routing protocols by using route redistribution systems. Each
of these dynamic routing protocols has different strengths and
weaknesses- one protocol may have fast convergence, while
another may be very reliable. In general dynamic routing has
better scalability, robustness, and convergence. However, the
cost of these added benefits include more complexity and
some overhead -bandwidth that is used by the routing protocol
for its own administration and route redistribution allows
routes from one routing protocol to be advertised into another
routing protocol.



II.  PERFORMANCE ANALYSIS

A. Metrics

Routing protocols use metric value to decide which route
is the best path. When a routing protocol learns of more than
one route to reach the same destination a metric is a value
which is used by routing protocols to identify costs to reach
distant networks. To determine which path is most preferable
when there are multiple paths to the same remote network the
metric is used. Each of the routing protocol computes it’s
metric in a different way. For example, hop count is used in
RIP, combination of bandwidth and delay are used in EIGRP,
and the OSPF uses bandwidth.

1) RIPv2 - Hop count

For the metric value in RIPv2 protocol the Hop count is
used. The hop count refers to the number of routers a packet
must cross to reach the destination network. Best path is
chosen by the route with the lowest hop count.

ﬂ. Path B(Hop count-0)

Path A{Hop count -1)

Fig. 2. Metric value for the RIPv2 protocol

To exchange the data from router R1 to R3 in the figure-2,
there are two paths path A and path B. In the path A hop count
is one and for path B hop count is zero. So path B is best path
between R1 and R2.

2) EIGRP: Bandwidth, delay, reliability, and load

EIGRP uses the following values in its composite metric to
calculate the preferred path to a network: Bandwidth, Delay,
Reliability, Load. Best path is chosen by the route with the
smallest composite metric value calculated from these
multiple parameters. By default, only bandwidth and delay are
used. The EIGRP routing[6] update takes the hop count into
account though EIGRP does not include hop count as a
component of composite metrics. The total delay and the
minimum bandwidth metrics can be achieved from values
which are put together on interfaces and the formula used to
compute the metric is followed by:

Complete Composite Formula EIGRP have 5 composite to
calculate: K1 = Bandwidth, K2 = Load, K3 = Delay, K4 =
Reliability, K5 = MTU(Maximum Transmission Unit)

The weighting is as follows: K1=K3=1 and K2=K4=K5=0,
Then substitutes all K parameters into the equation as follows:

Metric = 256*[K1*bandwidth + (K2*bandwidth) / (256 -
load) + K3*delay] * [K5 / (K4 + reliability)]

Default Metric Calculation: Metric=256*%(BW + Delay).

22

3) OSPF: Cost

Best path is chosen by the route with the lowest cost. The
Cisco implementation of OSPF uses bandwidth to determine
the cost. The path cost of an interface in OSPF is called metric
that indicates standard value such as speed. The cost of an
interface is calculated on the basis of bandwidth. Cost is
inversely proportional to the bandwidth. Higher bandwidth is
attained with a lower cost [7].

10*

Cost= - -
Bandwidth in bps

Where the value of 10® is 100000000 in bps is called
reference bandwidth based on by default.

B. Convergence

When the routing tables of all routers are at a state of
consistency it is called convergence. The network is said to be
converged when all routers have complete and accurate
information about the network. Total time requires by the
routers to calculate best paths, update their routing tables and
to share information is known as convergence time. To make a
network perfectly operable the network must be converged.
Convergence is both collaborative and independent. The speed
of propagation of routing information and the calculation of
optimal paths are included in convergence properties. The
faster the convergence, the better the routing protocol.
Generally, RIP is slow to converge, whereas EIGRP, OSPF
are faster to converge.

C. Network Throughput

In small and condensed networks RIPv2 has better
performance than others. For medium-sized and scattered
networks OSPF and EIGRP [8] show excellent execution.
Overall in both small and relatively large networks EIGRP is
more stable and balanced.

Traffic throughput of a network is regulated by the routing
protocol in activities, and the hardware of routers, which is a
key point for many network administrators. EIGRP utilizes the
limited network bandwidth better than the OSPF. Based on the
estimation of protocols performance [9], it can be said that
EIGRP could function both as a distance vector and link state
protocol. In comparison to OSPF through the intelligent use of
metrics within the DUAL algorithm EIGRP performed better
CPU utilization and bandwidth control. However the
throughput of the protocols is comparable with simulation
results [10] from finding OSPF providing greater network
throughput than EIGRP, these results may differ due to the
different network topology used in testing.

D. Preventing Routing Loops

Routing loops, which may be a short-lived, can be
extremely harmful for the performance of a network. Hold-
down timers and split horizon are used in RIPv2 to prevent
routing loops. The key way that EIGRP check routing loops
by using DUAL algorithm.

On the other hand OSPF doesn't have any special feature to
avoid loops but its architecture is modeled in the way that it
occupies instinctive loop prevention mechanism.



E. Authentication

The possibility of accepting invalid routing updates is a
security concern of any routing protocol. An attacker could be
the source of this invalid traffic malevolently trying to disturb
the network or attempting to get packets by misleading the
router into sending its updates to the wrong destination. A
misconfigured router could be another source of invalid
updates. Or may be a host is attached to the network and
unknown to its user - the host is running the routing protocol
of the local network. It is necessary to authenticate routing
information transmitted between routers. To authenticate
routing information, RIPv2, EIGRP, OSPF can be configured.
This practice provide routers will only accept routing
information from other routers that have been configured with
the right password or authentication information.

III. SIMULATION WORK

F. When to use

1) RIPv2
Routing Information Protocol version 2 supports subnet mask
and reduces broadcast load. It is validated for updates as well
as used for multivendor environment.

2) EIGRP
Enhanced Interior Gateway Routing Protocol is used in very
large and complex networks as well as for fast convergence.lt
supports VLSM, multiprotocol.

3) OSPF
Open Shortest Path First protocol is preferred for large
hierarchical networks, fast convergence,complex networks,
Multivendor and VLSM.
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Fig.3. Simulated topology

In our simulated work we have used total eight routers
where router 0, router 3, router 6, router 7 were directly
connected with a switch.

The network A consists of router 0, router 1, router 2 with
network address 192.168.1.0 performing EIGRP routing
protocol. Network B and Network C containing network
address 192.168.2.0 and 192.168.3.0 respectively performing
RIPv2 routing protocol where Network D consists of router
3,router 4,router 5 containing network address192.168.4.0
respectively performing OSPF routing protocol . Within each
individual network every end user can communicate with one
another. But end users of two different networks can not
transmit data among them. As for example- PC4 and PC6 of
network A can ping each other but PC4 of network A cannot
ping PC12 of network D. Now for successful communication
between end users of different network s, running different
networking protocols, route redistribution is used among
router 0, router 3, router 6, and router 7.

IV. REDISTRIBUTION

The adaptation of a routing protocol to announce routes
that are accomplished by some other means, for instance by
another routing protocol, static routes, or directly connected
routes, is called redistribution[11]. Multi—protocol routing is
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common for a number of reasons, such as company mergers,
multiple departments managed by different network
administrators and multi—vendor environments though running
a single routing protocol throughout your entire IP
internetwork is desirable. Running multiple routing protocols
is often part of a network design. Redistribution is required for
the environment of having multiple protocols.Through the
router redistribution [12], routes from one routing protocol
will be revealed into another routing protocol. Received
redistributed routes are marked as external in the routing
protocol. Logically-originated routes are usually more
preferred than external routes.

A. Redistributing into RIP

Following command shows how a RIP router 6 in figure-3
redistributing EIGRP and OSPF.

router rip

network 192.168.2.0

redistribute eigrp 1

redistribute ospf 1

default—metric 1

We are using same of the above commands for
redistributing EIGRP and OSPF into RIP router 7 except
changing the network address 192.168.3.0. The RIP metric is



composed of hop count, and the maximum valid metric for
RIPv2 is 15. By defining a metric of 1, we can enable a route
to travel the highest number of hops in the domain of a RIP.
Though doing this raise the possibility of routing loops if there
are several redistribution points and a router acquire
knowledge about the network with a preferable metric from
the redistribution point than from the original source. Hence it
is necessary that the metric is neither too high, restraining it
from being advertised to all the routers, or too low, guiding to
routing loops when multiple redistribution points are
presented.

B.  Redistributing into EIGRP

EIGRP is a hybrid routing protocol that, by default, uses a
composite of bandwidth and delay as its distance metric.
EIGRP can additionally consider Reliability, Load, and MTU
for its metric. An EIGRP router 0 in the figure-3 redistributing
Open Shortest Path First (OSPF) and RIP through the
commands-

router eigrp 1

network 192.168.1.0

redistribute ospf 1

redistribute rip

default—metric 10000 100 255 1 1500

TABLE I. EIGRP METRIC VALUES IN THE DEFAULT METRIC

COMMAND
Metric Value
Bandwidth In units of kilobits per second; 10000 for Ethernet
Delay In units of tens of microseconds; for Ethernet it is100 x 10
microseconds = 1 ms
Reliability 255 for 100 percent reliability
Load Effective load on the link expressed as a number from 0 to
255 (255 is 100 percent loading)
MTU Minimum MTU of the path; usually equals that for the
Ethernet interface, which is 1500 bytes

C. Redistributing into OSPF

OSPF is a standardized Link-State routing protocol that
uses cost ,based on bandwidth, as its link-state metric. To
show an OSPF router 3 in the figure-3 redistributing RIP [13]
and EIGRP we need -

router ospf 1

network 192.168.4.0 0.0.0.255 area 0

redistribute rip metric 200 subnets

redistribute eigrp 1 metric 100 subnets

The OSPF metric is a cost value based on 10°/ bandwidth
of the link in bits/sec. For example, the OSPF cost of Ethernet
is 10: 10®/107 = 10. If a metric is not specified, OSPF puts a
default value of 20 when redistributing routes from all
protocols except Border Gateway Protocol (BGP) routes,
which get a metric of 1.
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V.CONCLUSION

Performance analysis of selected interior gateway dynamic
routing protocols such as RIPv2, EIGRP and OSPF and their
different performance issues have been investigated in this
article. We have also presented a simulated work and the
performance of redistribution command to establish
communication between end users of different networks with
different routing protocol. Route redistribution technology
between diverse routing protocols has significant importance.
Route redistribution is certainly easily realized and cost
effective technique. Through using it we can also settle
Tactical Internet Communication. Besides, comparative
analysis among several routing protocol shows that the EIGRP
protocol is better than the OSPF and RIPv2 routing protocol.
But sometime EIGRP is held back by its proprietary features
and costs. OSPF is better than other in large networks where
its hierarchical nature increases scalability. And RIPv2 is
useful in local and small area network. The redistribution
command shows the way to communicate with different
routing protocols.
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Abgract— This paper discusses a phonetic feature (PF) based
automatic speech recognition system (ASR) for Bangla (widely
known as Bengali), where the PF features are enhanced. There
are three stagesin this method where the first step maps Acoustic
Features (AFs) or Local Features (LFs) into Phonetic Features
(PFs) and the second step incorporates inhibition/enhancement
(In/En) algorithm to change the PF dynamic patterns where
patterns are enhanced for convex patterns and inhibited for
concave patterns. The final step is for normalizing the extended
PF vector using Gram-Schmidt algorithm and then passng
through a Hidden Markov Model (HMM) based classifier. In our
experiment on speech corpus for Bangla, the proposed feature
extraction method provides higher sentence correct rate (SCR),
wor d correct rate (WCR) and wor d accuracy (WA) compared to
the methods that not incorporated In/En network.

Keywords—Automatic Speech Recognition; Acoudic Feature;
Hidden Markov Modd; Inhibiton/Enhancement Network; Local
Feature; Multilayer Neural Network; Phonetic Feature

I.  INTRODUCTION

Although Bangla (widely known as Bengali) is one of the
largely spoken languages in the world, but very few literatures
found in automatic speech recognition (ASR) for Bangla.
Almost 250 million total speakers of Bangla language which
make this ranked seventh in the world [1]. A major difficulty
to research in Bangla ASR is lack of proper speech corpus,
though some efforts are made to develop Bangla speech
corpus to build a Bangla text to speech system [2]. For
research, the myriad of phonological variations for non-
standard dialects were given in [3].

The developments of various hidden Markov model
(HMM) based ASR systems can be found in [4]-[8], where
Bangla speech processing or Bangla A SR are found developed
to some extent. In this case a preprocessed form is used most
of the time by these ASR systens, like mel-frequency cepstral
coefficients (MFCCs) of the speech signal, which encodes the
time frequency distribution of signal energy. However, in real
acoustic conditions these MFCC based systems do not provide
better recognition performance (See Figure 1(a)). On the
contrary, an articulatory features based system (AFs) or
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phonetic features (PFs) exhibits a higher recognition which is
accurate in practical conditions, and models coarticulatory
phenomena more naturaly [7] (See Figure 1(b)). Few
misclassification are output by the PF-based system and it is
shown in Figures 1(a) and 1(b).
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Fig. 1. Phoneme distances for uterance /ioi/ using (8) MFCC-based sygem
and (b) PF-based sysem.

A phonetic feature (PF) extraction method is being
proposed in this research for use in a Bangla continuous word
recognition with high performance in an automatic speech
recognition (ASR) system. The method incorporated three
stages. A multilayer neural network (M LN) is used by the first
stage and it maps continuous acoustic features, local features
(LFs), onto PFs. Next is the second stege and it embeds an
inhibition/enhancement (In/En) functionalities to discriminate
whether the PF dynamic patterns of trajectories are convex or



concave. Here convex and concave patterns are enhanced and
inhibited respectively. The last one is the third stage, and it
normalizes the PF vector before inserting into a hidden
Markov model (HMM) based classifier. We prepared an
experiment on medium scale speech corpus and the proposed
feature extractor was found to provide a higher sentence
correct rate (SCR), also word correct rate (WCR) and word
accuracy (WA) using context dependent triphone-based HMM
which is compared with the method not incorporated In/En
network. Besides conventional MFCCs are used in the design
of experiments instead of LFs with and without incorporating
In/En network. For the In/En network ASR performance is
improved as it provides better classification for HMM by
enhancing convex pattern and also by inhibiting concave
pattern.

Il. PHONETIC SCHEME AND CORPUSFOR BANGLA

A phoneme can easily be identified by using its unique
Distinctive Phonetic Features (DPFs) set [ §g].

A. Bangla Phonemes

There are 14 vowels, which includes seven nasalized
vowels and there are 29 consonants in the phonetic inventory
of Bangla. In IPA an approximate phonetic schemeis given in
[9][10], here only the main 7 vowel sounds are shown, though
there are two more long counterpart of /i/ and /W denoted as
[i:l and /u:/ respectively.

Table 1 shows the different Bangla words with IPA where
the same /a/ has different pronunciation based on succeeding
phonemes. Sometimes these pronunciations are long or short.
For long and short /a/, two different phonemes /aa/ and /ax/
have been used respectively. Likewise all variations of same
phonemes have been considered and consequently, total 51
phonemes are found which does not include beginning end
silence (/sil/) and short pause (/sp/).

TABLEI. SOME BANGLA WORDSWITH THEIR IPA.
Bangla Word English IPA Our Symbaol
Pronunciation
ST AAMRA famraf faa m raw
A AACHORON farjrnf | faa ch owraan/
el L ABEDOMN fabaedn/ | fax b ae d aa n/

B. Bangla Speech Corpus

From the Bangla newspaper “Prothom Alo” [11] hundred
sentences are uttered by 30 male speakers of different regions
of Bangladesh are used as training corpus (D1). Likewise from
the same newspaper 100 different sentences uttered by 10
different male speakers are used as test corpus (D2). These
speakers are al Bangladeshi nationals and naive speakers of
Bangla: Dhaka (central region), Comilla — Noakhali (East
region), Rajshahi (West region), Dingjpur — Rangpur (North-
West region), Khulna (South-West region), Mymensingh and
Sylhet (North-East region). The age of the speakers ranges
from 20to 40years.
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I11. BANGLA PHONETIC FEATURES

We can essily identify a phoneme by its PFs [12]. That’s
why for identification the Bangla PFs for all the phonemes
with their international phonetic alphabet (IPA) and also
Bangla orthographic transcription were given in [8]. The fifty
three Bangla phonemes and their twenty two PFs were also
mentioned.

V. PROPOSED A SR SYSTEM USNG PFs

A PF-based ASR system with an input acoustic vector of
LFs using an MLN has been implemented which is shown in
Figure 2. This system comprised of three stages: i) input
acoustic features, LFs extraction [13] and feeds these LFs to
an MLN for extracting 22 PFs these all are dealt in the first
stage, ii) the second stage implants an inhibition/enhancement
(In/En) functionalities and it discriminates whether the PF
dynamic patterns of trajectories are convex or concave, where
convex and concave patterns are enhanced and inhibited
respectively, and iii) the last stege integrates a triphone-based
HMM for generating the output text strings and here we input
normalized inhibited/enhanced 22 PF values. The twenty five
dimensional acoustic features, LFs which was extracted in the
first stage are entered into the MLN with five layers and it also
includes three more hidden layers after combining a current
frame X it is with the other the frames that are three points
before and after the current frame (X3, %+3) where the MLN
generates twenty two PF values for each input frame of 25x3
features. A total of 400, 200 and 100 units are comprised the
three hidden layers. The standard back-propagation algorithm
is used for the MLN training.

Input Speech

22 pFs.
Strings.

10}0B11X] BINjEa |20
s4d 03547 sdep)
NN
SHoMIaN
JuBWBdUBYUT/UONIGIYY|
uonezi[euLIoN
Jaljisse|d paseq-WINH

Phone-lexicon

Fig. 2. Proposed PFbased AR System.

A. Inhibition/Enhancement Network

The PF extractor which is actually neural network based is
applied in this research. It mainly generates 22 PF patterns for
each input frames of 25x3 each (here 25 for current, 25 for
proceeding and 25 for succeeding frames). Because these 22
PF patterns may not follow the input PF patterns of a phoneme
string accurately, there is an uncertainty among some
phonemes for classifying the phoneme which was targeted in
the HMM-based classifier. As a result, there are some
phonemes which are not correctly recognized. An uncertainty
takes place when the value of consecutive PF peaks and PF
dips in a PF time pattern of a phoneme string are closer to
each other. For exanple, the values of left peak, middle dip,
and right peak which are generated by a PF extractor are <0.7,
0.7, 0.7, 0.7, <04, 04, 04>, and <0.7, 0.7, 0.7>,
respectively. Therefore the classifier faces a problemto decide



whether this patternis <1, 1,1,1,0,0,0, 1, 1>o0r<1, 1, 1, 1,
1,1,1 1,1 1> whileinput PF pattern was <1, 1, 1,1, 0, 0, O,
1, 1, 1>. Here, the value for 0.4 and 0.7 are not same. Value
0.4 is assumed as either zero or one, whereas we consider 0.7
as one. So there are some obvious differences between a PF
peak and dip along time axis. If there is any mechanism that
improves PF peak values up to a certain level and which can
suppress PF dip values accordingly, then we can find a
difference between a peak and dip. To acquire this type of
effect we have incorporated an In/En network.

Input fméfm/____fmffaffaf _______ faffmifmd . Jfmifmd

. — - Labeled "anterior
- = Output "anterier
Vol — an

— - fAd)

in L=~ Modified "anterior” | / ¢
.

DPF value

time

Fig. 3. Workingmechanism of the In/En network. Five curves are denoted by
(@), (b), (c), (d), and (€), respectively. The curves a) Labeled "atteior" PF
for input utterance, /mam/, b) Ouput "anterior" PF by MLN, c) AA for output
"anterior”, d) f(AA) for AA, and e) Modified "anterior" by multiplying curve
(b) with curve (d).

Stepl: For each element of the PF vector, find the
acceleration AA parameters by using three-point Linear
Regression (LR).

Step2: Check whether AA is positive (concave pattern) or
negative (convex pattern) or zero (steady state).

Step3: Calculate f(AA).

if pattern is convex,

(o}
f(AA) =——F—~
(A4) 1+(c, -1e™
if pattern is concave,

e Al-c)
f(Ap) =c, + Lo
if steady state,

f(AA)=1.0

Step4: Find modified PF patterns by multiplying the PF
patterns with f{AA).

In Figure 3 we can see the working mechanism of the
In/En network by using the "anterior" PF pattern of an input
utterance, /many along time axis. In the figure mainly five
curves are presented and they represent labeled “anterior” PF
for the input utterance, corresponding output “anterior”
generated by the MLN, AA for the output "anterior" values,
f(AA) for AA values, and modified "anterior" PF, are indicated
by (a), (b), (c), (d), and (e), respectively. Here the curve (€) is
mainly found by multiplying curve (b) with curve (d). after
implementing the In/En network algorithm on curve (b), the
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PF values of frames 1-6 and 13-19 (convex pattern or PF
peak) are improved, and frames 7-11 (concave pattern or PF
dip ) are inhibited. Here the PF pattern of curve (€) shows a
clear distinction between a PF peak and dip which should be
noted, and hence, caegorizes the PF movement more
correctly.

V. EXPERIMENTS

A. Setup

For evaluating word recognition performance using an
HMM-based classifier correct rate (WCR), word accuracy
(WA) and sentence correct rate (SCR) for D2 data set are
evaluated. To design Bangla triphone HMMss with five states,
three loops, and left-to-right models the D1 data set is used.
Input features for the classifier are 39 dimensional MFCCs
(12MFCC, 12AMFCC, 12AAMFCC, P, AP, AAP where P
represents raw energy of the input speech signal) and log
values of 22 dimensional PFs. The mixture components are set
to 1,2 4and 8.

We have designed the following experiments for
evaluating the performance of standard MFCC-based method
which includes the proposed method.

a) MFCC.dim-39 [Baseline]

b) PF(MFCC) +log10:dim-22 [8]

We have designed following two experiments for
comparison purposes using normalized PFs of 22 dimensions.
These feature vectors which are normalized, they are inserted
into HM M -based classifier.

¢) PF(MFCC)+Norm:dim-22

d) PF(LF)+Norm:dim-22

Finally, including In/En network other sets of experiments

are designed. Then normalized In/En network is inputted to
HMM -based classifier.

€) PF(MFCC)+In/En+Norm:dim-22

f) PR(LF)+In/En+Norm:dim-22 [ Proposed]

The non-linear function is a sigmoid from 0 to 1
(/(1+exp(-x))) for the hidden and output layers, In our
experiments of the MLN.

After evaluating some methods for different values of C1,

such as 2, 4, and 6, and the value of the stegpness coefficient,
B, s set to 80, the value of the enhancement coefficient, C1, is
set to 4.0 for the In/En network. To keep the values of f (AA)
between 0.25 and 1.0 after observing the PF data patterns the
value of inhibitory coefficient, C2, is fixed to 0.25.

B. Result Analysisand Discussion

For experiments (a) and (b), evaluation results are given of
them in [8]. From [8], we observe that PF-based methods can
provide higher WCA, WA and SCR for all mixture
components examined except two.

In Table 2 we see the comparison of word correct rates
among the examined methods, (b) [8], (c), (d), (¢) and
proposed (f). Here all the components are combined and



among them, the method which was proposed shows higher
accuracy in comparison with al other experiments. From
experiment (¢) and (d), and (e) and (f) we can see that LF-
based method is performed better in ASR compared to MFCC-
based method. It is mainly because local features incorporate
both time and frequency whereas MFCC are in time domain
only. Again from experiment (c) and (e), and (d) and (f) we
observe that the inclusion of In/En network increases WCRs
which is in a certain percentage. It may be stated tha these
enhancement for the case of MFCC features are remarkable
though corresponding increment is near about one percent for
LFs.

TABLEII. WORD CORRECT RATE FOR CLOSE (USING TRAINING FILES)
AND OPEN (USING TEST FILES) TEST.
Word Correct Rate(%)
(b) © (d © ®
mix1 90.79 89.75 98.01 96.69 99.33
Train mix2 89.31 90.54 97.97 95.88 99.39
mix4 92.90 91.37 98.53 96.54 99.59
mix8 94.58 92.37 98.80 97.29 99.70
mix1 89.73 88.69 97.14 96.29 98.27
Test mix2 88.39 88.72 97.26 95.62 98.57
mix4 92.19 89.06 96.99 95.99 98.02
mix8 92.25 89.03 96.96 96.72 98.39
TABLEIII. WORD ACOQURACY FOR CLOSE (USING T RAINING FILES) AND
OPEN (USING TEST FILES) TEST.
Word Accuracy (%)
(b) © (d © ®
mix1 90.43 89.40 97.86 96.55 99.22
Train mix2 88.84 90.22 97.79 95.72 99.31
mix4 92.48 91.00 98.41 96.42 99.55
mix8 94.21 92.05 98.62 97.21 99.66
mix1 89.45 88.42 96.78 95.96 98.09
e |MiX2 83.02 83.36 96.87 95.35 98.39
mix4 91.43 88.39 96.60 95.62 97.81
mix8 91.64 88.39 96.53 96.50 98.18
TABLE IV. SENTENCE CORRECT RATE FOR CLOSE (USING TRAINING
FILES) AND OPEN (USING TEST FILES) TEST.
Sentence Correct Rate (%)
(b) © @ © )
mix1 90.40 89.37 97.90 96.63 99.27
Train |MX2 | 897 90.27 97.83 95.77 99.33
mix4 92.60 90.93 97.83 96.37 99.60
mixg | 9417 9L.77 98.60 97.17 99.70
mix1 89.20 88.00 96.20 95.30 97.70
Teg |MX2 | 8820 87.80 96.10 95.10 97.90
mix4 91.50 87.80 95.90 95.70 97.20
mixg | 9160 87.60 96.10 96.30 97.90

Here in Table 3, it compares the accuracy of word among
the examined method, (b) [8], (c), (d), () and proposed, (f).
For this evaluation, the method which was proposed shows a
performance which is higher compared to all other examined
methods. Here in this table (from (c) and (d), and (e) and (f)) it
also shows tha LFs are better feature for M LN than MFCCs.
Moreover, from experiments, (¢) and (e), and (d) and (f) we
found tha the Inhibition/Enhancement of phonetic features in
our systemprovides higher accuracy (brilliant performance for
MFCCs and approximately one percent enhancement for LFs)
which is for both MFCCs and LFs based method.

Finally, from Table 4 we can get an idea about the
sentence correct rates of al the methods we have examined,
(b) [8], (c), (d), (e) and proposed, (f) except bottom line. We
get much improved performance by (d) and (f) over (c) and (€)
due to the acoustic characteristic, LFs in MLN. Here, in
experiments (c) and (e), and (d) and (f) the sentence correct
rates are also improved because of the Inhibition/Enhancement
of phoneic features in our systems. As a result, by the
proposed method the highest sentence correct rates among all
other experimented methods are obtained.

VI. CONCLUSON

An  ASR system for Bangla  incorporating
Inhibition/Enhancement network has been developed in this
paper. The paper concludes the following.

i) WCR, WA and SCR using the proposed method are
higher than the M FCC-based method.

ii) LF is betterinput feature for M LN than MFCC

iii) The performances of ASR are tremendously increased
by the incorporation of Inhibition/Enhancement network.

The author would like to design a real time system for
hearing impaired people in Bangladesh incorporating the ASR
proposed in this study in near future.
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Abstract— In this paper a pronunciation error detection
system was modeled and also tested for large vocabulary,
speaker independent and continuous speech recognizer for
Bengdi language. The recognizer was developed usng Hidden
Markov Model (HMM); and the Hidden Markov Modeling
Toolkit was used to implement it. In the process, a corpus
database comprised of 3000 utterances that were used for
training and 100 plus sentences for development and
evaluation. The data was preprocessed in line with the
requirements of the HTK toolkit. In order to support the acoustic
models, a bigram language modd was constructed. In addition,
pronunciation dictionary was prepared and used as an input.
Standard experiment for in depth performance analysis of the
detector was designed and all the reaults are anayzed to get the
proper insght of the error pattern, both at sentence and word
levd. The effect of Conjugant words, the effect of first letter of
the word, the gender effect on error pattern along with the effect
of colloquia didect or local accent on error pattern is observed.
The findings are quite promising and may open new possibilities
to design an effident pronunciation error correcting system for
aiding the non-native Bengdi speaking people.

Keywords— automatic speech recognition; pronunciation error
detection; error pattern for local accent; gender effect; conjugant
word; sentence correct rates hidden Markov mode

I.  INTRODUCTION

A pronunciation detector for Bangla language is very
useful tool that will help us to detect the errors those are
introduced due to local accent by native Bangla speakers as
well as non-native Bangla speakers. The pronunciation
detector is based on a robust HMM automatic speech
recognition (A SR) system Various methods have been used to
obtain robust ASR system; however, the ASR system that
shows satisfactory performance at anytime and everywhere
could not be realized now. One of the reasons is that the
acoustic models (AMs) of an HMM-based classifier include
many hidden factors such as speaker-specific characteristics
that include gender types and speaking styles [1-3]. It is
difficult to recognize speech affected by these factors,
especially when an ASR system comprises only a classifier
that made its training by asingle type of gender. One solution
is to employ a acoustic model for both types of gender.
Though the robustness of this acoustic model by utilizing the
both gender specific characteristic is limited, but it resolves
the gender effects more precisely. On the other hand, only a
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very few works have been done in ASR for Bangla (can also
be termed as Bengali) in spite of one of the largely spoken
languages in the world. More than 220 million people speak in
Bangla as their native language. It is ranked seventh based on
the number of speakers [4]. A mgjor difficulty to research in
Bangla ASR is the lack of proper speech corpus. Some
developments on Bangla speech processing or Bangla ASR
can be found in [7-14]. For exanmple, Bangla vowel
characterization is done in [7]; isolated and continuous Bangla
speech recognition on a smell dataset using hidden Markov
models (HMMs) is described in [8]. Again, Bangla digit
recognition was found in [15].

In this paper, to evaluate the performance of the
pronunciation detector, the HMM based classifier was trained
with sufficiently large number of male and female samples
from different areas of Bangladesh. Then a well balanced
speech corpus of moderate size is used to detect the error in
pronunciation comprising of 10 male samples and 10 female
samples from different areas of Bangladesh are tested for
detection of errors due to local accent and gender effect. In
addition to these detections, the effect of conjugant words
along with the effect of the first letter of the word is observed
both at word level and sentence level.

This paper is organized as follows. Sections Il discusses
Bangla phoneme schemes, Bangla speech corpus and triphone
model. Then the Section IIl outlines mel frequency cepstral
coefficients (MFCCs) extraction procedure. In Section V the
proposed pronunciation error detecting technique is explained.
Section VI describes an experimental setup, and section VIII
analyzes experimental results. Finally, section IX concludes
the paper with some future remarks.

Il. BANGLA PHONEME SCHEME, TRPHONE DESGN AND BANGLA

SPEECH CORPUS

Bangla phonetic scheme and IPA (International Phonetic
Alphabet) for Bangla were described in [16]. The paper [16]
also showed characteristics of some Bangla words by using
the spectrogra and triphone model based on HMM were also
analyzed for Bangla words.At present, a real problem to do
experiment on Bangla phoneme ASR is the lack of proper
Bangla speech corpus. In fact, such acorpus is not available or
at least not referenced in any of the exsting literature.



Therefore, we develop a medium size Bangla speech corpus,
which is described below.

Hundred sentences from the Bengali newspaper “Prothom
Alo” are uttered by 30 male speakers of different regions of
Bangladesh. These sentences (30x100) are used as male
training corpus (D1). On the other hand, 3000 same sentences
uttered by 30 fermale speakers are used as female training
corpus (D2).0n the other hand, different 100 sentences from
the same newspaper uttered by 10 different male speakers and
by 10 different female speakers are used as male test corpus
(D3) and female test corpus (D4), respectively. All of the
speakers are Bangladeshi nationals and naive speakers of
Bangla. The age of the speakers ranges from 20 to 40 years.
We have chosen the speakers from a wide area of Bangladesh:
Dhaka (central region), Comilla — Noakhali (East region),
Rajshahi (West region), Dinajpur — Rangpur (North-West
region), Khulna (South-West region), Mymensingh and Sylhet
(North-East region). Though all of them speak in standard
Bangla, they are not free fromtheir regional accent.Recording
was done in a quiet room located at United International
University (UIU), Dhaka, Bangladesh. A desktop was used to
record the wvoices using a head mounted close-talking
microphone. We record the voice in a place, where ceiling fan
and air conditioner were switched on and some low level
street or corridor noise could be heard. Jet Audio 7.1.1.3101
software was used to record the voices. The speech was
sampled at 16 kHz and quantized to 16 bit stereo coding
without any compression and no filter is used on the recorded
voice.

I1l. PROPOSED SYSTEM

Figure 1 shows the proposed MFCC-based pronunciation
detector for Bangla Language. Here, an input speech is
converted into MFCCs of 39 dimensions (12-MFCC, 12-
AMFCC, 12-AAMFCC, P, AP and AAP, where P stands for
raw energy of the input speech signal), hamming window of
25 ms is usad for extracting the feature. The value of pre-
emphasis factor is 0.97. Then, these extracted MFCCs are
used to train the classifier based on triphone HMM, while the
Viterbi algorithm is used for evaluating the test data set for
male and female.

TrainData | Male [Female/

(male) Gender
Independent
Classifier

MFCC
extractor

Word
Sequence

Test Data
(male/female/Gender Independent)

<

Comparison

Word Sequence in Speech
corpus.

W

Pronunciation
Error

Fig. 1. TheProposed Pronunciaion Error Detection System.

In the proposed model, the MFCC extractor followed by
the HMM based classifier works together to detect the word
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sequence. The detected word sequences are then compared
with the original word sequences in the speech corpus to
detect the error pattern.

V. EXPERIMENTAL SETUP

For evaluating the performance of Pronunciation Detector
using proposed method, we have designed the following
experiments:

A. Experiment-1 [ Exp-1]

e MFCC (Train: 3000 male, Test: 1000 male )

e MFCC (Train: 3000 male, Test: 1000 female)

e MFCC (Train 3000 male, Test:10 group of 100 male
each)

e MFCC (Train: 3000 male, Test:10 group of 100
female each)

Experiment-I1 [Exp-Il]

e MFCC (Train: 3000 female, Test: 1000 male )

e MFCC (Train: 3000 female, Test: 1000 female)

e MFCC (Train 3000 female, Test:10 group of 100
male each)

e MFCC (Train: 3000 female, Test:10group of 100
female each)

Experiment-I11 [Exp-111]

e MFCC (Train: 3000 male+3000 female, Test: 1000
male )

e MFCC (Train: 3000 male + 3000 female Test: 1000
female)

e MFCC (Train: 3000 male + 3000 female, Test:10
group of 100 male each)

e MFCC (Train: 3000 male + 3000 female, Test:10
group of 100 female each )

V. EXPERIMENTAL RESULT AND ANALYSS

We will present the results in following fashion for better
comparison as well as better clarifications.

e The results obtained for 1000 male test data for three
different experiments Exp-I1(A), Exp-11(A) and Exp-III(A)

e Theresults obtained for 1000 female test datafor three
different experiments Exp-1(B), Exp-11(B) and Exp-111(B)

e The results obtained for 10 group of 100 male each as
test data for three different experiments Exp-1(C), Exp-
[1(C) and Exp-I11(C)

e The results obtained for 10 group of 100 male each as
test daa for three different experiments Exp-1(D), Exp-
[1(D) and Exp-111(D)

Fromthe Table I it’s obvious that, to minimize the gender
effect the detector should be trained with a large set of both
male and female data. Then the pronunciation error detector
carries out detailed analysis of error pattern both in sentence
level and word level to find out the error prone words which



will surely give us some idea how to minimize such errors.
We will here present the daa for Exp | (A) which gives the
best results both in sentence level and word level in Table 11.
The conjugant words are underlined in the Table I 1.

Then the effects of conjugant words or conjuncts are
summerized in the tables 11l and IV. From these two tables it
is evident tha, the effect of conjugant on sentence level is
quite noteworthy, while not very significant at word level.
Noticeable error rate for words starting with B/BH, P, Setc is
observed in Figure 2.

TABLEI. THE RESULTSOBTAINED FOR 1000 MALE TEST DATA FOR THREE DIFFERENT EXPERIMENTSEXP-1(A), EXP-11(A) AND ExP-111(A)
Experiment Sentence recognition Wor d recogniti on perfor mance
per for mance (out of 3590)
(out of 1000)
Correctly Substitution, Correctly Deletion, | Substitution, | Insertion,
recognized S recognized D S I
Sentence, H Wor ds, H
Exp-1 (A) 937 63 3105 40 145 17
Train: 3000
male
Exp-11 (A) 642 358 2126 343 821 24
Train: 3000
female
Exp-11 (A) 826 174 2745 137 408 19
Train: 3000
male+3000
female
TABLEII. L 1ST OF WORDS IN ERRORA LONG WITH NUMBEROFERRORSAND FREQUENCY OF OCCURRENCESIN THEBRACKETSIN EXP_I(A).
IAAGUN(1/10) CHITRO (1/30) KARI(5/10) PHONE(7/30) HAPER (1/10)
AALOCHONA (5200 |CHOLO (1/30) KARJOKROM (1/10) |PORAMORSHO (1/10) |SHIKHKHA (1/10)
BAABOWST HAY (5/10)DESHE (5/10) MAA (1/10) POROMANU (6/30) SNDIKET (2/10)
BABSHA (3/10) DHAKAY (5/50) MANER (1/10) POSHAK (1/10) SVIRITI (1/10)
BAD(1/20) DITE (1/20) MEYE(1/10) POTRIKAY (2/10) SOBHA(1/10)
BANGLA (1/10) EGIYE (1/40) MILI (5/10) PRAN (3/20) SOINIK (2/40)
BANGLAY (1/10) GREPTAR(1/10) MOBAIL (9/40) PROSHIKKHON (7/40) |[SONGGOTHON (1/10
BHINNOMOT (1/10) |HASON(1/10) MUKHI(1/10) PROTIBEDON (1/10) |SONGIT (2/10)
BIDDUT(1/10) HIMSHIM (1/10) NASHER(20) PURONQO(4/10) SORBORAHE(2/10)
BIDEHI(1/10) HOBE(1/10) NIHOTO(1/10) RAJA(1/10) SROMIKER(1/10)
BISHAL (1/10) HRID(1/10) NIONTRONE(1/10) RAJPOR BARKE (5/10) [SUNDORBONE (1/10)
BI SSHO(1/40) HUMKI (3/20) NIRAPOTTA(2/10) ROBINDRQ(2/10) VRER(1/10)
BONDHO(9/60) INTERNET (1/10)  [NIRBHORJOGGO (1/10)ROGIDER(1/10) TERHIN(1/10)
BONDUK(1/10) JHUDDHE(1/10) NOT UN(1/10) ROPTANI(1/30) UTPADON(1/40)
BRITTI(3/20) JONOSARTHE (2/10)PATKOL (9/40) SANGBADIKDER (1/10)UT SAB(1/10)
TABLE I11. EFFECT OF CONJUNCTS/CONJGAN TWORD SON WORD ERROR. IN EXPERIMENT WITH 1000 MALE DATA

BExp-l (A) Train: 3000 male

Bxp-Il (A) Train

BExp-l1 (A) Train: 3000 male+3000 female

: 3000 female

78

134

89

31

48.7%

51.4%

50.1%

51.3%

48.6%

49.9%



TABLE V.

BExp-l (A) Train: 3000 male 63 84%
Exp-11 (A) Train: 3000 female 305 89.4%
BExp-I1 (A) Train: 3000 male + 3000 female 174 82.1%
30
35 Exp-(A)
mExp-I{&)
20— wExpiia)
X
£ |
s 15
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5 10 |
]
5
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géaémEI——'xzzamml—j
@ [ [
A/AA] B/BH [ CH [D/DH[ E [6/GH[ H [ I [ J [K [M[ N[ P[R][S][TJ]U
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Fig. 2. Fird letter of thewordfor maleonly.

EFFECT OF CONJUNCTS/CONJUGANT WORD SON ERROR SENTENCE FOR 1000 MALE TESTDATA.

16%

10.6%

17.9%

TABLEV. T HE RESUL TSOBTAINED FOR 1000 FEMALE TEST DATA FOR THREE DIFFERENT EXPERIMENTS EXP-1 (A), EXP-11(A) AND EXP-111(A)
Experiment Sentence recognition Wor d recogniti on per for mance
per for mance (out of 3590)
(out of 1000)
Correctly Substitution, Correctly Deletion, | Substitution, | Insertion,
recognized S recognized D S I
Sentence, H Words, H
BExp-l (B) 695 305 2337 258 695 35
Train: 3000 male
BExp-l1 (B) 867 133 2885 105 300 19
Train:3000 female
Exp-111 (B) 810 190 2760 142 442 22
Train: 3000
male+3000 female




TABLEVI. EFFECT OF CONJUNCTS/CONJUGANT WORD SON WORD ERROR. IN EXPERIMENTWITH 1000 FEMALE DATA.

BExp-l (B) Train: 3000 male 48.7% 51.3%

BExp-I1 (B) Train: 3000 female 121 47% 53%

BExp-I1 (B) Train: 3000 male + 3000 female 89 50.1% 49.9%
TABLEVII. EFFECT OF CONJUNCTS/CONJUGANT WORDS ON ERROR SENTENCE FOR 1000 FEMAL E TEST DATA.

Exp-1 (B) Train: 3000 male 81.3% 18.7%
BExp-I1 (B) Train: 3000 female 133 87.4% 12.6%
Exp-I1 (B) Train: 3000 male + 3000 female 147 80.1% 19.9%
30
m Exp-l(B)

o Exp-N{B)

Error Ratein%

A/AA B/BH CH [D/DH| E |G/GH| H 1 J K M N P R S T u
s el = B e e I e 7 B 7 EC I
T S/ =) -

Fig. 3. Error raevs. the Fird |etter of the word for femaleonly.

As like as the Table I, we can see that the gender effect and
the way to minimize it by training with a large set of male and
female data in Table V. Now the effect of conjugant words on
word and sentence levels are presented in Table VI and VII
respectively.
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After observing the effect conjugant words, the effect of
first letter on the performance of pronunciation detector is
presented in Figure 3. The results in Table VI and VIl are
Showing that the effect of conjugant word is very prominent
in sentence level only.
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At this point we are going to analyze the results obtained for previous case. Figure 6 shown effect of some specific starting
10 groups of 100 male and 100 female data side by side data  letter on error is quite prominent. Next, to observe the regional
in each group. First we show the comparison from view of effect due to local accent on female test data are presented in
sentence correctness given in Figure 4. The effect of the  foregoing subsections

conjugant words and the first letter in each case of 10 male

group 6 respectively. From figure 5 it obvious that the effect

of conjugant on error at sentence level is quite notable as in all

34



VI. CONCLUSON

In light of the obtained results and analyzing them with
keen awareness we can conclude that the proposed
pronunciations detector works best when it is trained using
male and female data and tested with male and female
respectively. For opposite arrangement it performs the worst.
Next to minimize the gender effect the detector should be
trained with a large set of both male and female data. Then the
effect of conjugant on sentence level is quite noteworthy
while not very significant at word level and the effect of first
letter is also noticeable, error rate for words starting with
B/BH, P, S etc are significantly higher. Moreover, we can see
that the conjuncts are mostly converted to a simple non
conjunct word. In future, the authors would like to incorporate
neural network based systems to improve the performance of
the pronunciation detector and develop a guidance system for
probable correction for detected pronunciation error.
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Abstract—A new class of adjustable window function, based
on combination of tangent hyperbolic function and a weighted
cosine series, is proposed. The proposed window is adjustable in
the sense that by changing its controlling parameter, one can
change not only its shape but also its spectral characteristics. The
spectral characteristic of the proposed window is studied and its
performance is compared with Dolph-Chebyshev, Gaussian and
Kaiser Windows. Simulation results show that the proposed
window yields better ripple ratio and side-lobe roll-off ratio than
the above named windows. Moreover, the paper represents the
application of the proposed window in finite impulse response
(FIR) filter design. The results confirm that the filter designed by
the proposed window provides better spectral characteristics
than Kaiser window. This paper also highlights an application of
the proposed Filtering method in the area of eliminating noise
from corrupted ECG signal.

Keywords— Window shape, main-lobe width, ripple ratio and
side-lobe roll-off ratio.

L

The impulse response of an ideal filter is infinitely long.
The most straight forward way to make the response finite is to
truncate the ideal response. If hy(n) is the response of an ideal
filter, the simplest way to obtain a causal finite impulse
response is to multiply the hy(n) with a finite window function
w(n). In engineering term, a window is a finite array, consists
of coefficients to satisfy the desirable requirements [1]. In
general, the window function can be defined as

INTRODUCTION

f(n), 0<n<N
win] = , (1)
0, otherwise
and the impulse response of the system is given by
hln] = h,[n]win] 2)

Therefore the Fourier transform h[n], denoted by H(e"), is the
periodic convolution of the H(e;"”), with the Fourier transform
of w[n], denoted by W(e®). The important spectral
characteristics of a window function are i) main-lobe width ii)
ripple ratio and iii) its side-lobe roll-off ratio. There are two
desirable specifications for any window function. They are
smaller main-lobe width and the smaller ripple ratio. However,
these two requirements are contradictory [2]. The simplest
window is the rectangular window [2].It has a very sharp
transition band. However its ripple ratio is the highest among
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the all commonly used windows. Dolph-Chebyshev and Kaiser
windows are the adjustable functions. So by changing the
adjustable parameter, one can trade-off between the main-lobe
width and the ripple ratio. Dolph-Chebyshev window has the
high cost of computation [13]. In the same way, Kaiser window
has the computational complexity due to the calculation of
Bassel functions [4]. So there has been a great interest to
design a new window to meet the desire specification for
different applications.

In this paper, a new form of adjustable window function is
proposed which has superior performance compared to the
several commonly used windows. By adjusting its controlling
parameter r, it is possible to control the spectral parameters
such as the main-lobe width, the ripple ration and the side-lobe
roll-off ratio. For beam forming applications, the higher side-
lobe roll-off ratio means that it can reject the far end
interference better. It also reduces the energy leak from one
band to another for speech processing [3].

IL.

A window, w(nT), with a length of N is a time domain
function which is nonzero co-efficient for n<=I(N-1)/2| and
zero for otherwise. A typical window has a normalized
amplitude spectrum in dB as shown in Fig 1.

SPECTRAL PROPERTIES OF WINDOW

0dB
S1
Ve N0 AL | (RN __SL /\ /\Y \(
“sn W, A W

Figl: A typical window’s normalized amplitude spectrum.

Normalized spectrum in Figl is obtained by following
equation

|W, (e’ ) I= 20log,,(| A(w) 1 /1 A(w) | 3)

max )



The spectral characteristics which determine the windows
performance are the main-lobe width(wy), the ripple ratio (R)
and the side-lobe roll-off ratio(S). From the Fig. 1, these
parameters can be defined as

Wy= Two times half of the main-lobe width=2wg.

R= (Maximum side-lobe amplitude in dB) — (Main-lobe
amplitude in dB) = S1.

S= (Maximum side-lobe amplitude in dB) — (Minimum
side-lobe amplitude in dB) = S1-SL.

III.

The new proposed window is a combination of tan
hyperbolic function and a weighted cosine series. Johansen and
Sorensen (1979) combined two hyperbolic tangent functions in
frequency domain to construct an analytical expression which
is given by as follows [14].

PROPOSED WINDOW

_1 a 1,1 7114
P(f) = tanh[= (f +)]—— tanh[—(f = )]

The main disadvantage of the above window function is
that there is no time domain representation of the window. So
the modified tan hyperbolic function is given by as follows

V=D —cosh?(a) ®)

+cosh?(a) n 7L271)

— tanh

y, =| tanh

B B

The weighted cosine function has been introduced with the
tan hyperbolic function to make the ripple ratio better. The
weighted cosine function can be expressed as follows

il }+O.12500${ 4 } (©)
1 N —1

Where N is the length of the window, o and B are the
constants. Here ‘n’ is the number of samples. Here the symbol,
1=0,1,2,3,...... (N-1).

These two equations are combined in the following way.

2
v, =0.375-0.5 COS{N

1
©
w(n)=(y, xy,)", where,y=r? (7

Here r is a variable which controls the shapes and
frequency response of the window. So “r” can be named as
controlling parameter of the window. The Symbol “x”
indicates simple multiplication. In mathematical term, the

window can be expressed as

n<0<N

otherwise

(nx¥,),

0,
Fig 2 illustrates that the shape of the window varies as the
value of the adjusting parameter r changes. With r = 0, the
proposed window becomes rectangular shape. Except r = 0, all
the window touches X-axis evenly. Forr =1 and r = 1.618, the
window shapes are very close to each other. The narrowest
window have been found for r = 4.618. Fig 2 also shows that
the width of the window gets narrower as the value of the
controlling parameter gets bigger.

®)
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Fig 2: Shapes of proposed window with different values of r.
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Fig 3: The normalized frequency response of the proposed window with
different values of r.

From the Fig 3, it has been observed that frequency response
of the proposed window with r=0, is exactly same to the
frequency response of the rectangular window. At the same
time, Fig 3 shows that as r increases the main-lobe width and
the ripple ratio become wider and smaller respectively.

TABLE I : DATA OF THE SPECTRAL PARAMETERS FOR THE PROPOSED WINDOW
WITH VARIOUS R.

Adjustable Main-lobe Ripple Ratio Side-lobe Roll-
Parameter, r Width (dB) off ratio(dB)
r=0 21%x0.0312 -13.26 24.1055
r=0.125 21x0.0742 -34.061 78.8125
r=1 21%x0.0977 -40.6225 118.7619
r=1.618 21%x0.1035 -45.4702 111.0602
r=4.168 21%0.1211 -53.1848 122.9622

Table I shows that as r increases the main-lobe width increases
and ripple ratio decreases. At the same time side-lobe roll-off
ratio increases with the increment of the controlling parameter
r. The proposed window shows its best performance at r =
1.618. Because when r = 1.618, there is a trade-off between
the main-lobe width and the ripple ratio. At the same time, the
side-lobe roll-off ratio is also very good atr =1.618.

IV. PERFORMANCE ANALYSIS

In this section, we compare the shape and the spectral
characteristics of the proposed window with several commonly
used windows.



A. Dolph-Chebyshev Window:

The zero-phase Dolph—Chebyshev window function w(n)
is usually defined in terms of its real-valued discrete Fourier
transform

cos{N cos'[ Bcos(Z)]}
cosh[N cosh™ (/)]

wy (k) = ©))

where ff = Cosh[% cosh™ (10%)]

The value of o determines the side-lobes attenuation. The zero
phased window function can be calculated by taking the
inverse discrete Fourier transform of W(k) [5].

1 N-1 i27kn N N
wm)=—> w(k)e ¥, ——<n<— (10)
o(n) NZ o (k) > >
The normal window function can be written as
-1
w(n)=w0(n—NT), 0<n<N-1. (11)
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Fig 4: The comparison of Dolph-Chebyshev window and the Proposed
window in time domain representation

From the Fig 4 it has been seen that the time domain
representation of the proposed window with the adjusting
parameter r = 700 is more narrower than the Dolph-chebyshev

proposed window is approximately 12.8 times better than the
Dolph-Chebyshev window. Fig 5 has been summarized in the

table II.
TABLE II: SPECTRAL PARAMETERS COMPARISON OF THEDOLPH-CHEBYSHEV
AND THE PROPOSED WINDOW.

Window Main-lobe Ripple Ratio Side-lobe Roll-
Width (dB) off Ratio(dB)
Dolph- 21x0.1269 -102.2413 15.1371
Chebyshev
Proposed, r=700 2mx0.2519 -115.1503 194.957

B. Gaussian Window:

The coefficients of the Gaussian window function are
computed using the following equation.

n 2

1
E(QN7/2)

w(n)=e (12)

where o is inversely proportional to the standard deviation
of a Gaussian random variable. The width of the window is
inversely related to the value of a. A larger value of a produces
a narrower window [6][7].
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Fig 6: The comparison of Gaussian window and the Proposed window in time
domain representation

From the Fig 6 it has been seen that the time domain
representation of the proposed window with r =1.5, is
narrower than the Gaussian window. Moreover the proposed
window touches the X-axis while all the coefficients of the
Gaussian window remain above the X-axis.
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Fig 5: Normalized frequency response comparison of Dolph-Chebyshev and
the Proposed windows.

Fig 5 shows that the main-lobe width of the proposed
window gets almost double than the Dolph-Chebyshev
window. On the other hand, the ripple ratio of the proposed
window becomes almost 13.55 dB better than the Dolph-
Chebyshev window. In term of side-lobe roll-off ratio the

38

Fig 7: Normalized frequency response comparison of Gaussian and the
Proposed windows.

Fig 7 shows that the main-lobe width of the Gaussian and
Proposed window is exactly the same while the ripple ratio of
the proposed window is 5.11dB smaller than the Gaussian
window. In terms of side-lobe roll-off ratio, the proposed
window shows superior performance compared to the
Gaussian window. Fig 7 has been summarized in the table II.




TABLE III: SPECTRAL PARAMETERS OF GAUSSIAN WINDOW AND THE Window Main-lobe Ripple Ration Side-lobe Roff-
PROPOSED WINDOW. Width (dB) off Ratio(dB)
Window Main-lobe Ripple Ratio Side-lobe Roll- Kaiser 21x0.0312 -13.0716 30.8469
Width (dB) off Ratio(dB) Proposed, 2mx0.041 -15.5113 37.5349
Gaussian 21x0.1035 -44.12 13.44 r=0.00005
Proposed, r=1.5 2mx0.1035 -49.23 102.67

C. Kaiser window:

The Kaiser window is also known as Kaiser-Bessel window
function. The Kaiser window function can be expressed as
follows [8][9].

_ I, (ma\1- (2 —1)%)

W 1, (z)

where0<n<N (13)

where I is the zero-th order modified Bessel function of the
first kind [8]. Kaiser window is another very popular adjustable
window. The variable parameter o determines the tradeoff
between the main-lobe width and the side lobe attenuation.
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Fig 8: The comparison of Kaiser window and the Proposed window in time
domain representation

Although the shapes of the proposed window and the
Kaiser windows are different but their spectral performance are
very close to each other.
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Fig 9: Normalized frequency response comparison of Kaiser and the Proposed

windows.

It has been seen that in main-lobe width calculation, Kaiser
window is slightly better than the proposed window with
controlling parameter r=0.00005. On the other hand, in terms
of ripple ratio the proposed window performs finer
performance than the Kaiser window. Its side-lobe roll-off ratio
is also bigger than the Kaiser window. So it is more frequency
selective. Table IV shows the comparative performance of the
Kaiser and the proposed window with r=0.00005.

TABLE IV: SPECTRAL PARAMETERS OF KAISER WINDOW AND THE PROPOSED
WINDOW.
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So from this section, it has been observed that by changing
the adjustable parameter of the proposed window, the spectral
characteristics can be changed. When r = 1.5, the proposed
window yields 5.11 dB and 89.23 dB better ripple ratio and
side-lobe roll-off ratio than the Gaussian window for the same
main-lobe width. When r = 0.0005, the ripple ratio and the
side-lobe roll-off ratio of the proposed window are 2.4397 dB
and 6.688 dB better respectively than the Kaiser window, while
maintaining almost the same main-lobe width.

V. APPLICATION

In this section we will discuss how the proposed window
helps us to design FIR low pass filter and also compare the
simulation result with the other adjustable windows.
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Fig 10(a): Performance analysis of FIR low pass filter between the proposed
and Dolph-Chebyshev window.
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Fig 10(b): Performance analysis of FIR low pass filter between the proposed
and Gaussian window.

Having a cut off frequency of o, the impulse response of
an ideal low pass filter is given by

_ sin(w,n)

hLP,ideul[n] (14)

m
By windowing this IIR filter with the windows, discussed

in this paper, different FIR filter can be obtained. For o, = 0.2n
figures 10(a)-10(c) show the normalized frequency response of



the FIR filters designed by applying different windows of
length 61.
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Fig 10(c): Performance analysis of FIR low pass filter between the proposed
and Kaiser window.

Our simulation results show that the filter achieve by the
proposed window has 42.58 dB, 9.85 dB and 47.48dB less side
lobe peaks than Dolph-Chebyshev, Gaussian and Kaiser
windows respectively. The following table summarized the
total simulation result.

TABLE V: DATA ANALYSIS OF FIR FILTER OBTAINED BY WINDOWING WITH

DIFFERENT WINDOWS
Comparing Main-lobe Ripplr Ratio Side-lobe
Windows Width (dB) Roll-off Ratio
Proposed 21x0.2969 -60.4552 99.2238
Vs
Dolph-Chebyshev 2mx0.2187 -17.8744 57.3927
Proposed 21x0.25 -27.729 42.7795
VS‘ 2mx0.2187 -17.8744 57.3927
Gaussian
Proposed 21x0.2129 -62.92 95.3285
YS 21x0.2187 -15.4329 59.8342
Kaiser

FIR filter designed with the proposed window performs
tremendous performance in terms of ripple ratio and the side-
lobe roll-off ratio than Dolph-Chebyshev window. If we
compare the proposed window with Gaussian window, than the
main-lobe width of the proposed window is very much near
with it and ripple ratio is even better than the Gaussian
window. The proposed window performs supercilious
performance in all respects than Kaiser window.

VL

The electrical activity of heart is called ECG signal which is
generated by repolarization and depolarization of the atria and
ventricles [9]. The ECG signals are very small in amplitude.
The frequency range of the ECG signals lies in between 0.05
to 100 Hz. ECG signals are consist of P-waves, QRS complex
and T-waves. The depolarization of atria results P-waves [10].
The QRS complex consists of three waves, sequentially Q, R
and S waves. The rapid depolarization of both the ventricles
yields the QRS complex. Ventricular repolarization generates
T-waves [11]. The standard ECG signal of one period is
shown in the Fig 11. Arti-factual signals are generated from
various internal and external sources and mixed with ECG
signal. The noise generally caused by the signal from muscle
contractions, which can be expressed as zero mean Gaussian
noise [12].

NOISE ELIMINATION FROM ECG SIGNAL
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Fig 11: Typical ECG trace.

Now if this ECG signal is corrupted by Additive White
Gaussian Noise, then the view of the ECG signal becomes as
below.

Amplitude

Time in Second

Fig 12: Corrupted ECG signal due to Additive White Gaussian Noise
This corrupted ECG signal is then passed through a low

pass FIR filter which is designed using Kaiser window
function. The result is shown in the Fig 13.
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Fig 13: Filtered ECG signal using Kaiser window based FIR low pass filter
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Fig 14 : Filtered ECG signal using the Proposed window based FIR low pass
filter



VII. CONCLUSION

A novel highly adjustable window function has been
proposed which has adaptive spectral characteristics. One can
trade-off between mail-lobe width and ripple ratio by changing
its adjusting parameter. The proposed window has very high
side-lobe roll-off ratio compared to the commonly used
adjustable windows named as Dolp-Chebyshev, Gaussian and
Kaiser windows. Another advantages of the proposed windows
is that it has only one adjustable parameter. The FIR filter
designed using the proposed window achieves less ripple ratio
than the above mentioned windows. At the end, the proposed
window based FIR low-pass filter reduces Additive White
Gaussian Noise (AWGN) from ECG signal more precisely
than Kaiser window.
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Abstract Telemedicine encompasses methods for
electronically transmitting medical infor mation to sustain and/or
improve patient’s health condition by using information and
communication technology. Different countries of South Asia
have tried to introduce telemedicine services from different
perspectives for the rural people where health care facilities are
poor through its private and public partnership. This paper
examines different telemedicine models of South Asia and finds
out the potentials difficulties faced by different models and
presents the factors which should be assessed carefully for the
successful implementation of telemedicine which will be feasible,
easily maintainable, sustainable and cost effective solution for the
poor people of rural areas of South Asiaregions.

Keywords—telemedicine; times; dicot; dit; isro; trcl

I. INTRODUCTION

Telemedicine is a process to provide health care to the
remote areas where there is a scarcity of basic health facilities.
The main objective of telemedicine is to provide equal access
of medical expertise. It is applicable where medical experts
are rare, distances are a mgjor factor and infrastructure is very
limited. Most of the experienced doctors and other medical
expertise are on urban based than rural areas of South Asia
About 75 to 80% people live in rura areas in South Asia
where there are limited medical facilities are available [1]. In
order to take proper medical care, al the patients from rural
areas will have to travel to maor cities where expertise
doctors are available to get medical treatment with all the
modern facilities. In this paper different telemedicine models
of South Asian countries are analyzed through literature
review and some recommendations are given for a standard
telemedicine model which will be feasible and ideal solution
for the rura peoplein thisregion.

Il. MATERILSAND METHODS

In order to carry this research, the different telemedicine
models of South Asia are collected from the renowned
journals, books and conference papers. We have analyzed
these telemedicine models and the characteristics of these
models are shown in the result section. The discussion section
summarizes the research work and lists the proposed
recommendations for standard telemedicine in the region of
South Asia.

978-1-4673-8342-4/15/$31.00 © 2015 IEEE
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I11. RESULTS

The country based different telemedicine models of South
Asiaarefollowing:

A. Telemedicine Models in Bangladesh

In Bangladesh, the telemedicine project was started as a
model for the health care facilities of the rural people in 1999

[2].

1) Model-1: Center for Rehabilitation of Parayzed in
Savar established telemedicine link with the Royal Navy
Hospital, Hadlar, UK in 1999. This model used digital camera
and satellite telephone for consultation [1,2].

2) Model-2: TRCL demonstrated telemedicine system
in the US Trade Show 2001 in Dhaka using | care software and
normal internet connection & started test-run of the system
between US and Bangladeshi physicians[1, 2].

3) Mode-3: Sustainable Development Network
Program (SDNP) Bangladesh started in January 2003 which
has four regional nodesin different parts of Bangladesh. These
nodes are connected to satellite by VSAT technology. Their
sessions provide consultancy and diagnostic support to the
physician at the remote end through medical experts at the
SDNP head office [3].

4) Model-4: Bangladesh University of Engineering &
Technology (BUET) and Comfort Nursing Home had started a
telemedicine project with the financial collaboration from
European Union (EU) in 2003 through e-mail. Recently the
project is not functional [1, 2].

5) Model-5: Bangladesh DNS diagnoses Centre,
Gulshan-1 and Comfort Diagnoses & Nursing Home’s started
a telemedicine centre in 2004. The project was discontinued
because of lack of financia viability, patient disinterest and
poor market promotion [1, 2].

6) Model-6: Telemedicine model established between
Diabetic Association of Bangladesh (DAB), Dhaka and
Faridpur General Hospital to access the specialist doctors in
2005 through video conferencing. The cost per consultation
was 600 taka and 20 patients per day was the target of the
project [4].



7) Model-7: Indian hospitals and Medinova hospital
initiated telemedicine services through e-mail and Internet in
2006 [1].

8) Model-8: Telemedicine Service “HealthLine Dial
789” which provides different types of medical information
facility, emergency service (SMS based LAB report,
ambulance) and real time medical consultation over mobile
phone by Telemedicine Reference Centre Ltd. and Grameen
phone [5].

9) Model-9: Access to Information project started
between Union Information and Service Centers (UISCs) used
computer, printer, digital camera, scanner, internet, modem
and Skype from 2010. Doctors sitting at the MIS office are
giving medical consultation every working day of 4,536
unions of Bangladesh [6].

10) Model-10: Two specialized hospitals (Bangabandhu
Sheikh Mujib Medical University and National Institute of
Cardiovascular Diseases), 3 district hospitals (Shatkhira,
Nilphamari and Gopalganj)) and 3 sub-district hospitals
(Pirgonj, Dakope and Debhata) used web-camera, Skype or
any other video conferencing platform where patients from
district and sub-district can get treatment from specialized
hospital [6].

11) Model-11: In 2012 ICT Ministry & Grameen Phone
implemented telemedicine between TWGBD, Aysha
Memorial Specialized Hospital, Dusthya Sathya Kendro and
Concern Worldwide for Jessore District. This project used
Telemedicine Information, Management and Education
System (TIMES), Digital Imaging and Communication in
Telemedicine (DICOT), Stethoscope, Sphygmomanometer,
Scanner of ECG and X-ray [7].

B. Telemedicine Modelsin India

Telemedicine activities were started at 1999 in India [8].

1) Model-1: Indian Space Research Organization (ISRO)
is operating telemedicine nodes under GRAMSAT (rural
satellite) program. It has established a Telemedicine network
consisting of 382 Hospitals (51 hospital is Specialists & 306
or more is district or rura level hospital) [9, 10]. It used
satellite based connectivity among the nodes.

2) Model-2: Department of Information Technology (DIT),
Ministry of Communication and IT (MCIT), Government of
India has established more than 75 nodes all over India
Project used ISDN, WAN & Satellite connectivity for
connecting nodes [9]. It is used for diagnosis & monitoring of
tropical diseasesin West Bengal.

3) Model-3:Ministry of Health and Family Welfare (MoH
& FW) was implemented by integrated Disease Surveillance
Programme network with the help of ISRO. OncoNET Indiais
a network connecting 25 Regional Cancer Centers and 100
peripheral centers to provide comprehensive cancer treatment
facilities and carry out cancer prevention and research
activities[9].

4) Model-4: State Governments of Orissa and Uttar
Pradesh, Chhattisgarh and Kerala Oncology Network connect
its secondary level hospitals to medical colleges and specialty
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hospitals for Telemedicine. Rajasthan and Karnataka State
Government in collaboration with ISRO, has established
Telemedicine network for its rural people. Andhra Pradesh
and Gujarat carry out telemedicine through “104 services”.
Punjab and Himachal Pradesh government connected with
Indira Gandhi Medica College, Shimla and Postgraduate
Ingtitute of Medica Education & Research Chandigarh
through ISDN link [10].

5) Model-5: Sanjay Gandhi Postgraduate Ingtitute of
Medical Sciences (SGPGIMS), Lucknow model was started in
1999 in project mode [10]. SGPGI Telemedicine network has
linked 27 national and international nodes and has been
carrying out tele-education and tele-healthcare activities.

6) Model-6: SAARC Telemedicine Network was started in
April 2007. The pilot project connects one or two hospitals in
each of the SAARC countries with three to four super-
speciaty hospitalsin India[10]. Thisis being developed as an
exemplary model for implementing projects at the regional
level.

7) Model-7: The Ministry of Externa Affairs is
implementing Pan-African e network project through
Telecommunications Consultants India Ltd. (TCIL) to
establish a VSAT-based telemedicine and tele-education
infrastructure for African countries in 53 nations of the
African Union which provides effective tele-education,
telemedicine, Internet, videoconferencing and VolP services
[10].

8) Model-8: Narayana Hrudayalaya’s (NH) Telemedicine
Service it covers 332 hospitals —299 remote/rural/district
hospitals/health centers connected to 33 specialty hospitals
located in mgor cities through the ISRO network,. ECG
reports, Audio/Visual data, CT scans, X-rays, MRIs and their
anaysis are exchanged via the telephone line, broadband
connection or satellite provided by ISRO [10].

9) Model-9: Apollo Hospitals Telemedicine project has
150 telemedicine centersin India and abroad [11]. The Apollo
Project has opened remote telemedicine centers that link
villagers via satellite to specialist services. Apollo’s Aragonda
project was India’s first rural telemedicine station. Today, the
Apollo project has expanded with telemedicine centers at
Bangladesh and multiple sitesin India.

C. Telemedicine Modelsin Si Lanka
In Sri Lanka, the telemedicine project was started in 2003.

1) Model-1: Telemedicine activity in the country was
started in November 2003 [12]. Initially it was started in 8
hospitals over 5 districts in the country. This is a low cot,
store and forward distributed telemedicine system. Sri Lanka
Health Telematics (SRLHT) is increased with Voice over
Internet Protocol (VolP) for real time communication during
tele-consultation sessions.

2) Model-2: The Telemedicine Consultation Centre in
Colombo and Apollo Hospitals in India started telemedicine
through health-care information technology in 2011[11]. It
offered medical consultation service for rural patients who



were seeking consultation with Apollo hospitals in India
Medical information of patients including high definition
images of medical reports of X-rays scans and ECGs were
stored at a data centre in Hyderabad.

D. Telemedicine Modelsin Nepal

1) Model-1: Telemedicine program is a newly
implemented by the Government of Nepal and it is named as
‘rural-telemedicine program’ [13]. The rura-telemedicine
program was initially implemented in 25 district hospitals of
hilly and mountainous districts. In the year 2012, government
further extended the program in 5 more districts hospitals so in
the present context the Telemedicine program is implemented
in total 30 districts out of 75 districts of the country. Rural-
telemedicine program is using store and forward method,
video-conferencing and telephone based consultation.

E. Telemedicine Modelsin Bhutan

1) Model-1: The man objectives of the Rura
Telemedicine Project in Bhutan are to provide a forum for the
doctors at the remote districts to tele-consult cases to the
speciadists at the national referral hospital [14]. This project
was implemented in April 2009 in 14 rura sites with supply of
the following equipments: Laptops, Non-invasive vita sign
Monitor, Portable ECG Machines and Compatible software to
interface the equipment.

F. Telemedicine Modelsin Maldives

1) Model-1: In 2002 the first Telemedicine project was
developed by the government as the ‘Health Telematics
Project’” funded by World Health Organization [15].

2) Model-2: In the year 2004 Telemedicine 2nd project (a
component of Integrated Human Development Project
(IHDP)) was started and funded by World Bank. Poor project
management, improper risk assessment and human factors that
contributed to failure of the past telemedicine projects.

G. Telemedicine Models in Pakistan

The Prominent Telemedicine Projects of Pakistan were
started from 1998 [16].

1) Model-1: The telemedicine model Telemedpak started
in 1998. The area of the project was Resource Center RC-
Holy Family Hospital HFH Rawalpindi and Remote Station
RS- Taxila, Gilgit. Infrastructure used in this model is dial up
modem internet connection. This model used Store and
Forward method [17].

2) Model-2:The model COMSATS started in 2002 &
2005. The area of the project was RC- Comsats |slamabad and
RS — Gujar Khan & Gilgit. Infrastructure used in this project
was Internet via landline / VSAT (dial up). It used store and
forward method [17].

3) Model-3:The project Heath Net Suparco & MolT
started in 2007-2010 [16]. Infrastructure used Paksat-1
satellite 500 Kbps Up/Down link connection. This model
facilitates tteleconferencing facility.
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4) Model-4: Multitasking of e-Health training center HFH
was started in 2008.Virtual training lab at HFH provided
distant training to nurses & other medical personal from HFH
to the RS. This model offers also advanced training, healthcare
and rehabilitation facilities [16].

5) Model-5: Aga Khan Health Services started in 2007-
2013 [16]. Infrastructure used in this project was Gigabit
Ethernet at AKUH Karachi and 2Mbps link with Kabul.

6) Model-6: Jaroka Tele health care started in 2006. The
technology used in this project is EDGE mobile internet and
VSAT server connection. Store and forward method is used in
this project [16].

1V. DISCUSSION

From this study it was found that most of the people of
South Asiaare living in rura areas and only 15 to 20% people
live in urban areas where health facilities are sufficient and
moderated. Most of the rural peoples will have to travel to
urban areas for their basic treatment. In this respect,
telemedicine can play avital role for the delivery of healthcare
services to the huge number of people of rural areas.

In order to find the cost benefit analysis of telemedicine,
study shows that telemedicine models like Grameen phone
telephone medical advice fees are 15 Taka (around US$0.20)
for a three-minute call to a qualified physician, AMCARE
membership fees were US$0.60-US$20 per month, Aponjon
registered members pay 5 Taka per message, Telemedicine
established between DAB and Faridpur need 600 taka per
consultation. The cost should be low so that poor people can
avail the cost easily.

From the study of different telemedicine models in South
Asig, it was found that the expectation of rura people is to
access the medical care from the expert doctors with low cost
as the expert doctors are not available in rural areas. The rura
people will be satisfied if they can get health care services
through Telemedicine without going to the urban area. This
will save their money, travel difficulties and mental happiness.

The similarities of different models of South Asian
countries are most of the countries used store and forward
method at the early stages of telemedicine, primary aim of the
projects are to enhance the healthcare facilities, most of the
models are project basis. The common dissimilarities are the
used technology in the models.

The significant contributions of this paper are to review
most of the widely used telemedicine models and recommend
the attributes of the proposed telemedicine model which will
be feasible, easily maintainable and cost effective solution for
the poor rural people of South Asian regions.

In order to deliver proper medical facilities to the poor
people of South Asian countries, the following
recommendation can play a vital role for the effective
telemedicine of these countries:



e Selecting the right model: From our analysis we have
found that there are different telemedicine models in
different countries by which patients are being served
but there is no standard model by which all the models
can be merged. However it is necessary to develop a
viable telemedicine model so that any remote patient
can avail better service.

e Choosing telemedicine network and non interruptible
service: Telemedicine models used VSAT, Satellite,
Optica Fiber, Broadband, Wireless and different
connectivity style. Different network has some specific
advantages and others have disadvantages for which
models are failed to meet the requirements of the
smooth consultation. So we have to choose the proper
network connectivity for implementation of standard
model and the smooth continuation of the consultation
should be ensured.

e Financial support and cost effectiveness: The financial
investment for the establishment of telemedicine and
remote user payment should be low so that it can be
used widely.

o User satisfaction: Telemedicine models which are to be
implemented need to satisfy their user’s requirements.
To attract rural population, payment for the service
should be lower than the urban counterpart.

e Proper training: As telemedicine services are given
between two geographically separated areas so there
needs to give proper training facilities to rural people
and specialized persons so that both parties can
actively participate in the consultation. As a result, the
goals of telemedicine can be fulfilled.

e Security of data: Telemedicine data are moved through
the network, there is possibility to leakage of personal
data of patients. Specia security of data should be
made on the collected data so that everybody can trust
on the system.

e Setup standard equipments for automation: Standard
compatible telemedicine equipments need to be setup
in both ends so that vital different signs of patients can
be measured electronically. All the collected data of
patients should be stored in the central server of the
telemedicine for future use and processed data digitally
to give the service to the patients.

V. CONCLUSION

Recently, telemedicine is playing a vital role in order to
develop the health care facilities for the developing countries
of South Asia. Through this process, the different telemedicine
models are offering various services with a low cost for rural
people of South Asia. Therefore, a standard telemedicine
infrastructure is essential in order to provide the health care
facilities for the rural people of South Asia. We believe that
the proposed telemedicine system based on our
recommendations can play a vital role in order to get medical
health care facilities with a cost effective way for the rura
people of South Asian countries.
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Abstract—This paper proposes a new Elliptic Curve Cryp-
tography (ECC) scheme and a data mapping technique on
elliptic curve over a finite field using maximum length random
sequence generation. While its implementation, this paper also
proposes a new algorithm of scalar multiplication for ECC. The
proposed scheme is tested on various bits length of prime field
and the experimental results show very high strength against
cryptanalytic attack like random walk and better performance in
terms of computation time comparing with standard approaches.
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I. INTRODUCTION

Recently, ECC [1] has gained popularity for its small key
length, low processing cost and robust security comparing to
other Public Key Cryptography (PKC) systems. These features
engrossed the attentions of manufacturers of small processing
devices like smart cards, Raspberry computers, wireless de-
vices, pagers, smart phones and tablets [2]. ECC is mainly
used for key exchange, digital signature and authentication
[3]. However, it can be applicable to any security applications
where computational power and integrated circuit space is
limited.

The unique idea of ECC was proposed independently by
Koblitz and Miller [4] in 1985. Since then on, a lot of attention
has been paid to ECC, it has been studied thoroughly and still
there are lots of scopes of research. Abdalhossein Rezai [5]
et al. proposed an efficient scalar multiplication algorithm for
ECC using a New Signed-Digit Representation. D. Sravana
Kumar [4] et al. proposed a new encryption algorithm using
Elliptic Curve over finite fields. F. Amounas [6] et al. proposed
an algorithm to generate a data sequence and applied it on ECC
encrypted message over the finite field GF(p). During this time,
cryptanalysis of ECC went on with the same pace.

This paper studies the basics of ECC and some existing
algorithms on it to move forward to the proposed approach.
This paper proposes a new scheme for ECC and new scalar
multiplication algorithm for the proposed scheme. Within our
knowledge, the same approach has not yet been reported
neither for ECC nor for scalar multiplication. The message
to point mapping is done using random sequence generation
algorithm which increase the security of the proposed scheme
to a higher level.

978-1-4673-8342-4/15/$31.00 © 2015 IEEE
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The rest of the paper is organized as follows: Section II
describes the preliminary studies for proposed approach. Sec-
tion III describes the proposed ECC scheme and scalar multi-
plication algorithm along with the necessary algorithms needed
to implement the proposed ECC scheme. Section IV presents
the experimental results and discussions for the proposed
approach. Section V provides the conclusion and future work.

II. BACKGROUND THEORY AND STUDY

An elliptic curve E over F,, for a prime p > 3 is defined
with the short Weierstrass equation [7]

ey

where a,b are integer modulo p, satisfying: 4a> +27b% # 0
mod p, and include a point & called point at infinity. The basic
condition for any cryptosystem is that the system is closed, i.e.,
any operation on an element of the system results in another
element of the system. In order to satisfy this condition for
elliptic curves, it is necessary to construct nonstandard addition
and multiplication operations.

E :y2:x3+ax+b with x,y,a,b € F,

y2=x-x

Y Axis
=)

Fig. 1. Description of point addition method on an elliptic curve

A. Geometric Rules of Addition

Let P(x1,y1) and Q(x,y2) be two points on the elliptic
curve E. The sum R(x3,y3) is defined as: first draw a line
through P and Q, this line intersects the elliptic curve at a
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Fig. 2. Description of point doubling method on an elliptic curve

third point. Then the reflection of this point of intersection
about X-axis is R which is the sum of the points P and Q.
The same geometric interpretation also applies to two points
P and P, with the same X-coordinate. The points are joined by
a vertical line, which can be viewed as also intersecting the
curve at the infinity point. We, therefore, have P+ (—P) = 0,
the identity element which is the point at infinity.

B. Point Doubling

First draw the tangent line to the elliptic curve at P which
intersects the curve at a point. Then the reflection of this point
about X-axis is R. As an example the addition of two points
and doubling of a point are shown in Fig.1 and Fig.2 for the
elliptic curve y* = x* — x. Point R(x3,y3) can be derived as

X3 le—xl — X2

2
3 =A(x2—x3)y2 @

where

A{mifP#Q

3><x%+a .
2Xyy lfP:Q

C. Conventional ECC Scheme

Suppose Alice wants to send a message to Bob and E
is an elliptic curve over F,. G is an agreed upon (and
publicly known) point on the curve. Bob chooses integer b
and calculates P, = b x G and makes it public. Alice maps the
plaintext m to point M on curve and secretly chooses a random
integer k. Alice encrypts M as Ci =kx G and Co =M +k X P,.
Bob decrypts by calculating M =C, —bx C; =C, —b x kG
=M+kxP,—kxP, =M.

D. Random Number Generation

Random number can easily be generated using Linear-
Feedback Shift Registers (LFSR) [8] from maximum length
polynomial. For polynomial f(x) = x*4x+ 1, it has a shift
register of length m = 4. So, it can produce a sequence of
length 2" —1, i.e.,15. In the numbers, sequence of bits appears

47

random and has a very long cycle. For the given polynomial,
random number sequence can be generated by calculating

x' mod f(x) fori=0,1,2,...,14. 3)

The generated random number sequence will be like Fig. 3.

Stream of values produced by registers

in LFSR is completely determined by 0001 (=01)
its current or previous states and the 0010 (=02)
Exclusive-OR operation. 0100 (=04)
1000 (=08)

III. PROPOSED ECC APPROACH 0011 (=03)

. . . 0110 (=06)

This section describes our proposed 1100 (=12)
ECC scheme along with proposed and 1011 (=11)
necessary algorithms to implement the 0101 (=05)
approach. 1010 (=10)
A. Proposed ECC Scheme (1) } % (1) E;(l)g
Suppose Alice and Bob want to 1111 (=15)
communicate using ECC. They have to 1101 (=13)
agree on some issues related to elliptic 1001 (=09)

curve parameters and base point. The

proposed ECC scheme for covert com-
munication is described in Algorithm 1.  Fig-3. Random num-

ber sequence.

Algorithm 1 Proposed ECC Scheme

1: Both agree on curve E : y> = x> + Ax+ B on large prime
field ¥, for prime p and a common point G.

2: Alice chooses a random number a and a random point A
on the curve, keeps them as her private key PrA{a,A}.
She calculates PuA; = aA and PuA; = a(A+ G) and made
them public.

3: Bob chooses random number b and a random point B
on the curve, keeps them as his private key PrB{b,B}.
He calculates PuB; = bB and PuB, = b(B+ G) and made
them public.

4: If Alice wants to send message M to Bob, then Alice
encrypts the message in following way

a) maps message M to point Py using random se-
quence generation method, M — Py.

b) generate a random number k.

¢) Calculate C; = (a+k)G and C = Py + (a+
k)PuB; — (a+k)PuB;.

d)  Alice sends {C1,C2} to Bob.

5: Bob decrypt the message in the following way
a) Calculate Pyy = C, — bCy.
b)  Then message is derived, Pyy — M.

B. Proposed Scalar Multiplication Algorithm

The efficiency of an ECC implementation mainly depends
on the way it implements the Scalar or Point Multiplication.
Most of the existing algorithms focus on the minimization
of Hamming weight [9] of the given value by converting
it to binary or sign binary numbers [10]. The proposed
algorithm also works with a view to making the hamming
weight minimal choosing whatever is suitable between sign
binary or binary multiplication without conversion overhead.
The proposed Scalar Multiplication algorithm is described in
Algorithm 2.



Algorithm 2 Scalar Multiplication, kP
1: procedure SCALAR MULTIPLICATION(k, P)

2 R+0

3 S+1

4: while £ > 0 do

5: x <+ |logak|

6: if (k—2%) > (2**! —k) then
7 R+« R+ (s)2°TL.P
8: k27l —k

9: s+ —1

10: else

11: R+ R+ (s)2".P
12: k< k—2*

13: end if

14: end while

15: Return R

16: end procedure

C. Message to Point Mapping

This section describes how a message M is mapped to point
Py. First random sequences from maximum length polynomial
are generated. For random sequence, this paper used LFSR
technique on the polynomial x” +x°4 1 to generate random
sequences. This polynomial has maximum period of 127 values
ranging from 1 to 127. So it can represent 127 characters
without any repetition. This paper uses only alphanumeric
letters where every letter is assigned a value in the order it
is generated in the sequence. For letters starts with numbers
[0—9], small letters [@ — z] and capital letters [A-Z] .

Algorithm 3 Random Sequence Generation

1: procedure RANDOMSEQUENCEGENERATOR(x” 4+x% 4 1)
2: flag < 0x01

3 data + flag

4 index + 1

5: do

6: newbit < ((data > 6) A (data > 5)) AND 1)
7 data < ((data < 1)V newbit) AND 0x7f

8: Rindex < data

9: index < index + 1
10: while data # flag
11: return R

12: end procedure

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS

This section presents the computational results of the
proposed approach. The approach presented in this paper is
coded using C on an Intel laptop with speed of 2.13 GHz
and 2GB of RAM under Ubuntu 14.04 LTS using gcc - 4.9
compiler. For the operations of large bits this paper uses GMP
library [11] , version-6.0.0a.

A. Experimental Results of Proposed ECC Scheme

Conventional ECC uses only one secret number as a
private key and one point on the curve as a public key. On
the other hand, the proposed ECC scheme uses one number
with a point on the curve as private key and two points on
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the curve as public key. The additional points increase the
computational cost but strengthen the security higher than the
conventional ECC. The comparison of computational costs of
Key generation, ECC encryption and ECC decryption methods
of proposed scheme with the conventional ECC scheme are
presented in Fig. 4, Fig. 5 and Fig. 6.

B. Experimental Results of Proposed Scalar Multiplication

The efficiency of an ECC scheme depends largely on the
scalar multiplication. Most of the existing algorithms have
the overhead of converting the scalar number to binary or
sign binary presentation to minimize the Hamming Weight.
Proposed algorithm doesn’t have such overhead except it needs
pre-computed doublings and minimizes the Hamming Weight.
The computational cost of the proposed Scalar Multiplication
is shown in Fig. 7.

C. Resistance against Attack on Proposed ECC Scheme

The standard attack on ECC is Random Walk [14] which
uses Pollard-Rho method for solving Elliptic Curve Discrete
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TABLE 1. COMPARISON OF COST REQUIRED TO BREAK ECC
ECC [15] Proposed ECC

Key Size Cost | MIPS years Cost MIPS years
160 2%0 9.6 x 10 2% 2% 1.92 x 102
186 27 7.9 x 107 2% 2% 1.58 x 10T
234 21 1.6 x 107 2 % 217 3.2x 107
354 2177 1.5 % 10% 2 % 2177 3.0 x 10
426 27T 1.0 x 102 2% 2713 2.0 x 102

Logarithm Problem (ECDLP). Pollard-Rho proved that the
expected running time of the method is /(7 x n)/2 steps,
where a step here is an elliptic curve addition. As the pro-
posed algorithm has two different secret keys the expected
running time will be twice of the stated cost. So the expected
cost of breaking the proposed ECC scheme will roughly
be 2 x \/(mxn)/2 steps. A MIPS (Million Instructions Per
Second) year is presented as the computational power of a
computer that is rated at 1 MIPS and utilized for one year. The
comparison of computation cost required to break the proposed
ECC with the conventional ECC [15] are presented in Table I.

V. CONCLUSION AND FUTURE WORK

This paper presents a new ECC scheme that provides
higher security than the existing scheme. While implementing
the proposed scheme, this paper also proposes a new scalar
multiplication algorithm that takes the advantages of both
binary and signed binary presentation and have less processing
cost. Future study aims to integrate the advantages of double
scalar multiplications in proposed scheme to minimize the
processing cost. Then the proposed scheme will be evaluated
on different key sizes against different cryptographic attacks
for further improvement of the proposed scheme.
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Abstract—Vehicular Ad-hoc Network is a new technology in the
modern era and due to road accident daily occurrence which has
taken enormous attention in the recent years. Because of rapid
topology changing and frequent disconnection makes it difficult
to design an efficient routing protocol for routing data among
vehicles, called V2V or vehicle to vehicle communication and
vehicle to road side infrastructure, called V2L.To design of an
efficient routing protocol has taken significant attention because
existing routing protocols for VANET are not efficient to meet
every traffic scenarios. For this reason it is very necessary to
identify which protocol is better. By using simulation of protocols
we can understand existing routing protocols behavior. In this
research paper, we focus on VANET topology based routing
protocols and also measure the performance of two on-demand
routing protocols AODV & DSR in random waypoint scenario.

Keywords—VANET; AODV; DSR; TCP; CBR; PDR; E-2-E
Delay; LPR

I. INTRODUCTION

VANET (Vehicular adhoc network) is a special form of
MANET which is an autonomous & self-organizing wireless
communication network, where nodes in VANET involve
themselves as servers and/or clients for exchanging & sharing
information. Due to new technology government has taken
huge attention on it. There are many research projects around
the world which are related with VANET such as COMCAR
[1], DRIVE [2], FleetNet [3] and NoW (Network on Wheels)
[4], CarTALK 2000 [5], CarNet [6]. There are several VANET
applications such as Vehicle collision warning, Security
distance warning, Driver assistance, Cooperative driving,
Cooperative cruise control, Dissemination of road information,
Internet access, Map location, Automatic parking, and
Driverless vehicles.

In this paper, we mainly focus on VANET topology based
routing protocols and we also have evaluated performance of
AODV and DSR based on random waypoint model. The
remainder of the paper is organized as follows: Section 2
discusses briefly about two on demand routing protocols
AODV and DSR procedure. Section 3 describes connection
types like TCP and CBR. Section 4 presents performance
metrics and the network parameters. Section 5 presents our
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implementation. Section 6 presents experimental analysis. We
conclude in Section 7 and with the references at the end.

IL.

A routing protocol is necessary to forward a packet from
source node to destination in adhoc network. Thus for packet
forwarding numerous routing protocols have been proposed.
In this paper we focus on two important protocols AODV [7]
& DSR [8].

A. AODV

AODV [7] routing protocol mechanism is that if a source node
wants to send a packet to a destination node at first the entries
in routing table are checked to confirm that whether current
route exists to that destination node or not. If exists the data
packet will forward to the next hop otherwise the route
discovery process is initiated. For Route discovery process
using Route Request (RREQ) & Route Reply (RREP).

Destination
,j.—»

<

PROCEDURE OF AODV & DSR PROTOCOL

P )

Y

Fig 1. ﬁnlgr;)]’)agation of the RREQ for AODV route discovery

B. DSR

The Dynamic Source Routing (DSR) [8] protocol has two
phases route discovery & route maintenance. In DSR, when
destination occurs then from the query packet it retrieves the
entire path information which is used to respond to the source.
As a result, establish a path from source node to the
destination node. If there has multiple paths to go to the
destination DSR stores multiple path of its routing
information. If any route breaks occur in that case an
alternative route can be used in DSR.
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There are several types of connection pattern in VANET. For
our simulation purpose we have used CBR and TCP
connection pattern.

A. Constant Bit Rate (CBR)

In CBR, data packets are sent with fixed size and fixed
interval between each data packets. Establishment phase of
connection between nodes is not required here.

B.  Transmission Control Protocol (TCP)

TCP is a connection oriented and reliable transport protocol.
To ensure reliable data transfer TCP uses acknowledgement,
time outs and retransmission.

CONNECTION TYPES

IV. PERFORMANCE METRICS & NETWORK PARAMETERS

i. Packet Delivery Ratio (PDR) = (no of received packets / no of
sent packets) * 100

ii. Average end-to-end delay (E-2-E Delay) = (time packet
received - time packet sent) / total no of packets received * 100

iii. Loss Packet Ratio (LPR) = (no of sent packets — no of
received packets) / no of sent packets * 100

V. OUR IMPLEMENTATION

For implementing our simulation we used Network Simulator
NS-2.34 [9, 10]. Also we used random waypoint mobility
model for our simulation. To measure the performance of
AODV and DSR same scenario is used for both the protocols.

A.  Simulation Parameters

START

SET nSentPackets to 0

SET nReceivedPackets to 0

IF $1= "s" AND $4 ="AGT" THEN INCREMENT nSentPackets

ENDIF

IF $1="r" AND $4="AGT" THEN INCREMENT nReceivedPackets
ENDIF

COMPUTE rPacketDeliveryRatio as nReceivedPackets / nSentPackets * 100
COMPUTE Ipr as ((nSentPackets-nReceivedPackets) / nSentPackets) * 100
PRINT nSentPackets

PRINT nReceivedPackets

PRINT rPacketDeliveryRatio

PRINT Ipr

END

END-TO-END DELAY AWK Script

START
SET seqno to -1
SET count to 0
IF $4 = "AGT" AND $1 ="s" AND seqno < $6 THEN
COMPUTE seqno as $6
ENDIF
IF $4 ="AGT" AND $1=="s" THEN
COMPUTE start_time[$6] as $2
ELSE IF $7 = "tcp" AND $1 ="r" THEN
COMPUTE end_time[$6] as $2
ELSE IF $1 ="D" AND $7 = "tcp" THEN
COMPUTE end_time[$6] as -1
ENDIF
FOR X =1 toseqno
IF end_time[X] >0 THEN
COMPUTE delay[X] as end_time[X] - start_time[X]
INCREMENT count
ELSE COMPUTE delayli] as -1
ENDIF
END FOR
FOR X =1 toseqno
IF delay[X] >0 THEN
COMPUTE n_to_n_delay as n_to_n_delay + delay[X]
ENDIF
END FOR
COMPUTE n_to_n_delay as n_to_n_delay / count * 1000
PRINT n_to_n_delay
END

Parameter Value
Protocols AODV, DSR
Simulation Time 200 s
Number of Nodes 30, 90, 150
Simulation Area 840 m x 840 m
Speed Time 5,10,15,20,25m/s
Pause Time 50,100, 150, 200, 250 s
Traffic Type CBR, TCP
Mobility Model Random Waypoint
Network Simulator NS 2.34

B. Performance Measure Script

Generally, in NS-2 [10] when we execute a program there
creates two types of file trace file and nam file where nam file
is used to visualize the simulation and trace file keep records
of various interesting quantities such as each individual
packets as its arrives, departs or is dropped at a link or queue
by which we can measure a protocol performance.

Awk script is required to analysis trace file for performance
measure. To measure packet delivery ratio, loss packet ratio &
average end-to-end delay of AODV and DSR we make two
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C. Standard for Analysis

For analyzing our experiment we define a standard for
simulation results. We consider 30 nodes as low density, 90
nodes as average density and 150 nodes as high density. We
also consider 5 m/s as low speed, 15 m/s as average speed and
25 m/s as high speed.

The standard for PDR values (approx.) defines below

For speed & pause time: High: >=98%, Average: 96% to
97%, Low: <=95%

The standard for E-2-E values (approx.) defines below

For pause time: High: >=351ms, Average: 151ms to 350ms,

Low: <=150ms

For speed time: High: >=150%, Average: 51% to 150%,

Low: <=50%

The standard for LPR values (approx.) define below

For pause time: High: > 2%, Average: 1% to 2%, Low: < 1%

For speed time: High: > 3%, Average: 1.5% to 3%, Low: < 1.5%

D. Simulation Results

The performance of AODV & DSR has been analyzed with
varying pause time 50s to 250s and speed time 5 to 25 m/s for
number of nodes 30, 90, 150 under TCP & CBR connection.
We measure the packet delivery ratio, loss packet ratio &
average end-to-end delay of AODV and DSR. Based on the
simulation result we have generated the graph which shows the
differences between AODV and DSR. In graph, Blue color is
for  AODV and Red color is for DSR.
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VI. EXPERIMENTAL ANALYSIS

A. Pattern analysis of 30 nodes using TCP and CBR
connection comparison

From our experimental analysis, for TCP connection using
pause time as a parameter in low mobility low pause time
PDR is average for AODV and high for DSR. But in CBR,
PDR of both protocols is high. E-2-E Delay for TCP is
average for AODV and high for DSR. But in CBR, PDR of
both protocols is low. The LPR for TCP connection is high for
AODV and average for DSR. But CBR, it is average for
AODV and low for DSR. If the pause time is high the PDR for
both routing protocols in is high not only for TCP but also for
CBR. E-2-E Delay in TCP is high but low for CBR for both
protocols. LPR is low for DSR both TCP and CBR. But for
AODV, LPR is average for TCP and low for DSR.

On the other hand, using speed as a parameter in low mobility
low speed PDR for both protocols is high for both TCP and
CBR connection. Average E-2-E Delay is high for TCP but
low for CBR for both routing protocol. LPR is low for both
routing protocol not only in TCP but also CBR. But in low
mobility high speed for TCP connection, PDR for AODV is
average but high for CBR connection. For TCP connection,
PDR for DSR is high but average for CBR. E-2-E Delay for
TCP is high but low for CBR for both protocols. LPR is
average for AODV not only for TCP but also DSR. But for
DSR LPR is low for TCP and average for CBR.

B.  Pattern analysis of 150 nodes using TCP connection
comparison

Pause time as a parameter in high mobility low pause time for
TCP, PDR for both protocols is high but in CBR it is average
for AODV and low for DSR. Both TCP and CBR average E-
2-E Delay is average for AODV and high for DSR. For TCP,
The LPR is average for both protocols but high for CBR. If the
pause time is high the PDR for both routing protocols is
average for TCP but high for CBR. For TCP, E-2-E Delay is
average for AODV and high for DSR and LPR is high for
AODYV and DSR. But in CBR, E-2-E and LPR is low for both
routing protocols.

On the other hand, using speed as a parameter in high mobility
low speed, PDR of AODYV is average but high for DSR for
both TCP and CBR. In TCP E-2-E for AODV & DSR is high,
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and LPR for AODV is high but low for DSR. If the speed is
high in TCP, AODV performs average and DSR performs
high. But for CBR, PDR for AODV and DSR is low. Both
TCP and CBR, E-2-E is high for both routing protocol. For
TCP, LPR of AODV is high but for DSR it is average. LPR of
AODYV and DSR is high for CBR connection.

VIL

In this paper, we mainly focus on VANET topology based
routing protocols. At first, we describe about VANET
topology based routing protocols. We choose two on demand
routing protocols AODV & DSR on the basis of packet
delivery ratio, average End-to-End delay and Loss packet ratio
for analysis their performance. We analysis the performance
of AODV & DSR & observe that performance of AODV and
DSR depends based on scenarios. For further development of
these protocols the performance evaluation should shed some
light in near future.

CONCLUSION
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Abstract—Crosstalk originated from various types of sources
in delivery and coupling switches (DCS) based limited
wavelength interchanging optical cross connect (OXC)
architectures has been studied and analytical formulas have
been carried out for those crosstalk. A comparative picture of
the system performance has been depicted for all cases in DCS
based limited wavelength interchanging OXC architectures
which will help the system designer to choose the effective one.
The system performance has been analyzed in MATLAB
environment.

Keywords—DCS;  L-WIXC;  WDM;  power  penalty;
multiplexer; demultiplexe; crosstalk
I. INTRODUCTION
In wavelength routed all-optical networks, the

wavelength sensitive routing function is controlled by optical
cross connect (OXC) in an automated manner without having
to restore to performing manual patch panel connections [1]-
[3]. It offers routing scalability, bit rate and protocol
independence, and power saving and increased transport
capacity to wavelength division multiplexing (WDM)
network [4], [5].

According to [4], improvement of call blocking
performance saturates when the number of converters in an
OXC is greater than a threshold. So, instead of wave length
interchanging cross connect having full conversion capability
limited wavelength interchanging cross-connect (L-WIXC)
having optimum number of wavelength converters may be
used through sharing due to the cost and complexity of
wavelength converters [1].

The buildup of crosstalk noise on a certain optical
channel due to interference with other signals while
propagating through the different element of the WDM
network could result in serious problems. Crosstalk due to
optical cross connect is one of the basic criteria that
characterizes the performance of the WDM network [3], [S]—
[7]. Since, optical crosstalk is a major limiting factor, the
commercial use of an optical OXC is so far prevented in
WDM networks.

978-1-4673-8342-4/15/$31.00 © 2015 IEEE
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Practical implementation of the OXCs often employs
multi-stage structures to achieve the required size with less
complexity. The architectures of the optical cross-connects
have a significant impact on how the unwanted light leaking
from the components mix with the actual signal to become
crosstalk. In [2], a systematic analysis of such crosstalk has
been reported for OXC without wavelength converter, in [3]
for OXC with wavelength converter and in [1] for limited
wavelength-interchanging cross-connect only for two
architectures (share per node & share per link which is based
on space switching matrix) but till today, no such analysis
has been reported in the literature for delivery and coupling
switches (DCS) based limited wavelength OXC. Systematic
analysis of crosstalk is a tool for characterizing the crosstalk
performance of optical cross connect architectures and enable
them to compare base on some key performance indicators.
Also, by the analysis, it will be possible to relate the overall
crosstalk to the specifications of individual optical
components and, hence, enable system architects to specify
certain component specifications for achieving a desired
crosstalk performance for the chosen OXC architecture. In
this paper, a systematic analysis of signal distortion crosstalk
and their impact on the desired signal will be considered for
DCS based limited wavelength OXC architecture. Here,
crosstalk has been modeled as a Gaussian random process.

II. DIFFERENT OPTICAL COMPONENTS OF DCS BASED OXC
ARCHITECTURE

A. DCS-1

In DCS-1, the actual signal in question is combined
with M-1 signals at different wavelengths by a star coupler at
the output. These signals carry with them crosstalk
components having the same wavelength as the actual signal.
Due to imperfection, M-I/ crosstalk components at o are
leaked and mixed with the actual signal at the star coupler
after passing through the switches. Let X; (i=1,2,
the number of crosstalk components at  that are leakages of
the signal entering the OXC at input port i, than, each X; is
an integer satisfying
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In a real DCS based switch, each crosstalk will leak to the
unattended outputs including crosstalk to the actual signal.
There are N-I/ in band crosstalk components at @ leaking
from the first stage switches. These are contributed by signal

entering from different input ports.
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Fig. 1. DCS-1 OXC architecture

In the wavelength converter for a signal converted to w,
there must be another signal originally at @ being converted
to another wavelength. Therefore, in the worst case,
assuming V converters, there are K crosstalk components,

with K= min (N-1, LV/ ZJ) which leak from the second

stage switches. The converted signal is free from the
crosstalk carried with it before wavelength conversion.

Assuming that the OXC is fully loaded, in the worst case,
the actual signal will be interfered by M-I -crosstalk
components leaking from the multiplexer and switch
imperfection, another N-/ crosstalk components leaking from
the switches and K components leaking from the second
stage switches. The components traverse the OXC via
different paths and, thus, have different propagation delays.
Assuming intensity modulation, the electric field, which
includes the influence of the crosstalk, is given by

E_(ti:Ebl(t)cos[a)t + 0 )] P+
N X .
> > Eb -y )cos [axtt,) + @, (1y)] Pi
i=1j=1

N —_—
+ Z\/ZEbi(t-rix)cos[w(t—rl-x)+(pi (t-t,.)] Pix+
i=2

K —

Z\/?Eb'i (-1 Jcos [axt-T'; )+ ¢'; (t-1'; )] P'; ©)
i=2
where, 7, Pij T, E ,0 and ¢ are as follows.
T;; = propagation delay relative to the actual signal of the i

crosstalk component leaking from the signal entering from
port i of the OXC at the tunable filter.

Pjj = the unit polarization vector of crosstalk component ;.
Tix = propagation delay relative to the actual signal of the
crosstalk component leaking from the signal entering from
port i of the OXC at the first stage optical switch.

—_—

Pix = the unit polarization vector of crosstalk component T,.

7y = propagation delay relative to the actual signal of the
crosstalk component leaking from the signal entering from
port i of the second stage optical switch

Py = the unit polarization vector of crosstalk component t';
0= optical power relative to the actual signal for the crosstalk
components leaked at a tunable filter.

& = optical power relative to the actual signal for the crosstalk
components leaked at first stage optical switch.

¢’ = optical power relative to the actual signal for the
crosstalk components leaked at second stage switch.

As [5] and [9] which can be reduced to the mean E(j)=1
and the variance
case 1: < T coperencand  T<<T, bit period or coherent case

N
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case 1: 1< T ¢ohereneand  1<<T, bit period or coherent case
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B. DCS-2

This is the second type of DCS-based OXC. It has the
capability of connecting multiple inputs to one output, M
DCSs are sufficient to avoid blocking of the unconverted
light paths. Furthermore, if a wavelength converter is
available in this architecture, then any converted light path
can find its route through the OXC without the link mismatch
problem. In this architecture, the incoming channels are
separated by the combination of input demultiplexer and
tunable filters. Then, they go through the wavelength
conversion process for non-wavelength continuous light
paths. For wavelength continuous light path they need not go
through the wavelength conversion process. They are then
routed by the DCS directly to the proper output [8].
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Fig. 2. DCS-2 OXC architecture
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As like the previous case, in this architecture, the actual
signal is also combined with M-/ signals at different
wavelengths by a multiplexer at the output. These signals
also carry with them in band crosstalk components which can
be traced back to the tunable filters. Due to imperfect
filtering, M-I crosstalk components at w leak through the
filters. The signals which go through the conversion process
are free from crosstalk. Let X; (i=1,2,...... ,IN) be the number
of crosstalk components at @ that are leakages of the signal
entering the OXC at input port i, than, each X; is an integer
satisfying

N
ZX,- =M-V,, 1<X<M-V,.
i=1
In this case, we also assume that the OXC is fully loaded,
in the worst case, the actual signal will be interfered by M-V,
crosstalk components leaking from the tunable filters and
another N-/ crosstalk components leaking from the switches.
The components traverse the OXC via different paths and
thus, have different propagation delays. Assuming intensity
modulation, the electric field which includes the influence of
the crosstalk, is given by
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As [5] and [9] which can be reduced to the mean E(j)=1 and

the variance
Case 1: 1< T operensand  T<<T, bit period or coherent case

max(@%) = 2(M ~V, WG +e P + 2 (V-2

+ %(N -2)¢ @)
Case 2: 7< T coperent and > T, bit period or incoherent case :
max(c?) = %[(M —V W6 +eP +%(4N— 7e
(M =V,)5 ®)

III. RESULTS AND DISCUSSION

From Fig. 3, it is seen that both the crosstalk power and
BER increases as input power or number of wavelength per
fiber is increased. In DCS-2 architecture, the signal suffers
from more crosstalk as well as BER is high when there is no
wavelength converter (WC). But in case of DCS-1
architecture, crosstalk power and BER are high when there
are wavelength converters because in this case, a portion of
the signals that have been converted by wavelength
converters is present in the output. Fig. 4 shows variation of
crosstalk power and BER with number of wavelength per
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fiber M for different number of input fiber N. Both the
crosstalk power and BER increase with both number of
wavelength per channel and number of fiber. From the Fig. 4,
it is also seen that for a certain throughput (N multiplied with
M) , lowest crosstalk is obtained with large N and small M.
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Fig. 5 compares variation of crosstalk power and BER
with number of input fiber with and without WC. From the
figures, it is also seen that crosstalk power and BER increase
as the number of input fiber is increased. DCS-1 OXC
architecture posses higher crosstalk power and BER with
wavelength converter. From that Fig. 6, it is seen that both
crosstalk power and BER increase as the number of input
wavelength per fiber is increased in both with and without
WC cases. These figures also show that when there are
wavelength converters DCS-1 architectures suffer from more
crosstalk than DCS-2 architecture. So, they involve more
BER.
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Fig. 7 (a) shows the comparison of variation of power
penalty with input power, Fig. 7 (b) shows the comparison of
variation of power penalty with number of input fiber and
Fig. 7 (c) shows the comparison of variation of power penalty
with number of input wavelength per fiber with limited
number of wavelength converter for the mentioned
architecture.

IV. CONCLUSION

The effect of different system parameters such as input
power, number of input wavelength per fiber and number of
input fiber on system performance such as crosstalk, BER
and power penalty has been investigated. A comparative
picture of system performance for those architectures of
limited wavelength interchanging cross-connect has been
depicted. To find the expression, it has been considered that
the signals traverse only one node, signals extinction ratio are
infinite, the converted signal is free from the crosstalk carried
with it before wavelength conversion and input output
characteristic is assumed unity except propagation delay and
phase change. We also avoid interferometric intensity noise,
relative output noise and amplified spontaneous emission
noise. It is seen that both the crosstalk power and BER
increase as anyone of the parameter such as input power,
number of input wavelength per fiber or number of input
fiber is increased. DCS-1 coherent case with wavelength
converter suffers from more crosstalk and BER. There is a
distinct difference between the amount of crosstalk in
coherent cases and incoherent cases. The difference between
these two cases indicates the improvement which can be
obtained by suppressing the beat term.
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Abstract—Optical fiber communication (OFC) provides us a
very high bit rate data communication. There are different types
of impairments and signal degradation mechanisms involved
with this high speed communication system. In case of long haul
communication, the most effective impairment is dispersion. It
affects the signal very badly when signal travels a long distance.
Different techniques are available to compensate dispersion. Not
all of them are the same in performance. In this work, we study
multiple dispersion compensation techniques and their
performance measures and compare them with respect to the
BER, Q-factor, Eye height, threshold etc. For this purpose, we
used OptiSystem13 simulation software. Based on our analyses,
we derive a conclusion on which technique is better for high
speed long haul OFC networks.

Keywords— Dispersion, long haul, DCF, FBG, dispersion
compensation etc.

I. INTRODUCTION

There are different types of dispersion in OFC [7]. They
can be compensated using different techniques. Fiber Brag
Grating (FBG) and Dispersion Compensating Fiber (DCF) are
two mostly used techniques in long haul communication. We
compare the performance analysis between these techniques to
find the better compensation technique for long distance
optical fiber communication. Some previous study said [1][2],
for a 100 km SMF ¢ EDFAs before and after the SMF is
enough to compensate the dispersion. But, for a 140 km SMF
we need to increase the gain of EDFA. This technique will no
longer work for a distance like 288 km SMF. This is because;
the attenuation and chromatic dispersion are very high for this
type of long distances. For this reason, for a SMF of
dispersion parameter (16 ps/nm/km), a DCF of (-80
ps/nm/km) can be used to compensate the dispersion. In Fiber
Brag Grating (FBG) compensation, we get a better result than
that of no compensation. But using DCF will be more useful
for 100 km or 288 km distances. If we look at the Q-factor of
the different types of compensation techniques, for DCF at
288 km we get a Q-factor almost same as the Q-factor of FBG
compensation at 100 km. That means using DCF we can travel
the optical signal 3 times more distance than FBG with the
same Q-factor.

II. THEORY

The two different compensation techniques that we
considering, control the refractive index of the optical fiber in
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two different ways. In the FBG compensation technique, the
compensating fiber has some grating with different refractive
indices; those give different velocities for different modes of
light signals. For this reason, delay between two different
mode signals compensated and they reach at the receiver at the
same time. Depending on the gaps between two consecutive
gratings, particular wavelength will be blocked and the rest
will go through. The gap which is equal to the wavelength of a
particular mode, that gap will block that particular wavelength
only.

For a DCF, the core refractive index does not vary only at
the core cladding interface; it changes in an irregular fashion
to compensate the fiber dispersion. The dispersion parameter
is negative and this refractive index pattern changes the
dispersion of the signal at reverse direction. If we compare the
performance between these methods, we get some decision
about which method is better. We can also compare these
methods with other compensation techniques [3][4][5].

III. SYSTEM ARCHITECHTURE

In our study, we have worked with two different dispersion
compensation techniques. In FBG compensation system
shown in Fig. 01, we have used a Brag Grating Fiber with
dispersion parameter of -1600ps/nm/km for every 100 km
transmission path. SMF of 16 ps/nm/km is used here.

Electrical

Amplifire Receiver

o B OEE

Fig. 1: System Diagram with Compensation Module (FBG).



Erbium Doped Fiber Amplifier (EDFA) with gain 20dB
and 4 dB noise margin is used. In the DCF system shown in
Fig. 2, we have used 20 km DCF of -80 ps/nm/km after every
100 km SMF (dispersion parameter = 16 ps/nm/km). Another
EDFA with gain 10 dB and noise margin 4 dB is used after the
DCEF to compensate the attenuation occurred by the DCF [4].
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Fig. 2: System Diagram with Compensation Module (DCF).

IV. SIMULATION RESULTS

In case of the FBG compensation, the minimum BER for
100 km SMF is -52.9 when it decreases to -27.45 for a
transmission path length of 200 km. If we go further distance
with the similar parameters, we get minimum BER of -6 for
300 km SMF. This is shown in Fig. 3b. On the other hand, for
DCF based system, we get minimum BER of -1000 for
duration from 0.36 to 0.72 for 100 km SMF. If the length
increases to 200 km, it still remains the same for duration of
0.38 to 0.54. At SMF length 300 km, we get minimum BER of
-23 which is almost the same as the BER of 200 km SMF for
FBG compensation. This is shown in Fig. 3a. All the BER
values are measured in log of BER. From this BER analysis,
we can decide that the DCF technique can provide better
performance than the FBG technique in long haul
communication.

Another parameter for performance analysis is the Q-
factor. In our simulation we measured 3 different values of
maximum Q-factor for three SMF lengths. For FBG system,
we got maximum Q-factor 15.12, 10.75 and 4.73 for 100, 200
and 300 km, respectively. This is shown in Fig. 4a. For DCF
system, maximum measured Q-factor is 177.21, 47.75 and 9.9
for 100, 200 and 300 km, respectively. So, the Q-factor of 300
km using DCF is almost the same as the Q-factor of 200 km
for FBG technique. This is shown in Fig. 4b. Thus, we can say
that using DCF technique optical signal can travel more
distance then that of FBG compensation technique.
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For the FBG technique, we get acceptable eye shapes for
up to 200km. The eye shape is not very good for a distance of
300km. This is shown in Fig. 5.

On the other hand, for DCF compensation we get quite
good eye shape for 300 km SMF length. Though it degraded
to a poor shape after travelling 400 km. This is shown in Fig.
6. Up to this point we can decide that, DCF technique is a
better option than FBG compensation for long distances (e.g.
200km or above).

V. ANALYSIS

After comparing these performance parameters, we can
assert that DCF can perform as well as FBG compensation
even for a longer distance. Using DCF technique, we can get
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the Minimum BER and Q-factor for 300 km as those using
FBG at 200 km. Even eye height of DCF compensation for
300 km is better than that of FBG at 200 km. So, we can
conclude that DCF is a better technique than FBG for long
distance high speed optical fiber communication.

VI. CONCLUSION

Different dispersion compensation techniques in Hall
communication have been successfully studied. After
analysing all the parameters of interest for different
compensation techniques using OptiSystem 13.0 simulation
software [6], we conclude that the FBG technique is
acceptable for up to a certain distance, but after travelling a
longer distance, its performance degrades. We cannot make up
that degradation by altering any existing component of our
system. DCF can be a solution to overcome this difficulty.
Even DCF is not sufficiently good after a certain distance. We
plan to work on this technique and propose a more effective
way of compensating dispersion in long haul OFC.

VII. FUTURE WORK

As we have seen, DCF does not work well for a distance
like 400 km or more using our current scheme. We plan to
work on finding a more suitable method which can be used for
longer distances like 500 km or more. We also plan to work on
different DCF techniques and compare them to find a better
solution for long distance optical fiber communication.

REFERENCES

Ajeet Singh Verma, A. K. Jaiswal, Mukesh Kumar (2013), “An
Improved  Methodology for Dispersion = Compensation  and
Synchronization in Optical Fiber Communication Networks.”
International Journal of Emerging Technology and Advanced
Engineering (ISSN 2250-2459, ISO 9001:2008 Certified Journal,
Volume 3, Issue 5, May 2013).

Fahad Almasoudi, Khaled Alatawi, Mohammad A. Matin (2013),
“Study of OFDM Technique on RoF Passive Optical Network.” Optics
and Photonics Journal, 2013, 3, 217-224 doi:10.4236/0pj.2013.32035
Published Online June 2013.

Anandita joy Agarwal, Mukesh kumar, Rohini Saxena. “Comparison of
different techniques of dispersion compensation”. International Journal
of Electronics and Computer Science Engineering.

Saurabh Kumar, Prof. A. K. Jaiswal, Er. Mukesh Kumar, Er. Rohini
Saxena (2013), “ Performance Analysis of Dispersion Compensation in
Long Haul Optical Fiber with DCF”. IOSR Journal of Electronics and
Communication Engineering (IOSR-JECE) e-ISSN: 2278-2834,p- ISSN:
2278-8735. Volume 6, Issue 6 (Jul. - Aug. 2013), PP 19-23.

N. K. Kahlon and G. Kaur, “Various Dispersion Compensation
Techniques for Optical System: A Survey” Open Journal of
Communications and Software Volume 1, Number 1, May 2014.
OptiSystem Component Library, “Optical Communica- tion System
Design Software,” Optiwave Company, Ot- tawa, 2008.

G. Keiser, “Optical Fiber Communications,” 4th Edition, McGraw-Hill
Companies, Inc., New York, 2010.

Sandeep Singh, Vaibhav Bhushan Tyagi, Anuj Bhardwaj, Neeraj Gupta
(2012), “Performance Analysis of WDM Link Using Different DCF
Techniques”. International Journal of Advanced Research in Computer
Science and Software Engineering. Volume 2, Issue 8, August 2012.



1st International Conference on Computer & Information Engineering, 26-27 November, 2015
Organizer : Dept. of CSE, Rajshahi University of Engineering & Technology, Rajshahi, Bangladesh

vSIM: The Next Generation Mobile Technology

M. M. Rahman
Department of Computer Science and Engineering
Bangladesh University of Engineering and Technology
Dhaka, Bangladesh
Email: engr.mizanbd @ymail.com

Abstract—Global system for mobile communication (GSM) is
the most popular mobile network around the world. Subscriber
Identity Module (SIM) is must for communicating using GSM
network. Recently, virtual SIM technology has been introduced,
which runs SIM cards remotely. Both of these technologies, i.e.,
SIM and virtual SIM, hold many risks for its users and can be
attacked in many ways. In this paper we will introduce a new
technology named software controlled virtual SIM (vSIM), which
will solve these threats and it will provide a secure and reliable
communication in GSM network.

Keywords: - GSM network, SIM card technology, security
in mobile communication, virtual SIM.

I. INTRODUCTION

GSM was mainly developed for European nations and then
being popular. It is now used all over the world. GSM cell
phones needs a SIM card to communicate.A SIM card is a
portable memory chip. It is inserted in mobile phones and get
connected to the GSM network. These cards store different
personal information of the account holder like his or her
phone number, address book, text messages, and other system
data that are needed to manage the GSM system. If a user
wants to use new cell phone then he or she usually removes
the SIM card from the old one and inserts it into the newer
one. [1-3].GSM follows COMPv23 for authentication, which
consists of A3 and A8 algorithms and encryption needs A5
algorithm.

The GSM network verifies the identity of the subscriber
using a challenge-response mechanism. A 128-bit Random
Number (RAND) is sent to the mobile station (MS). The MS
generates 32-bit Signed Response (SRES) using the RAND
and A3 algorithm using the individual subscriber authentica-
tion key (Ki) and send it to the network. The GSM network
repeats the calculation and checks whether the SRES value
is correct or not. If SRES value is matched, the subscriber
is now authenticated. This authentication process repeats after
a random period of time. Now SIM generates Kc using this
RAND and A8 algorithm using the Ki. This Kc is stored for
further encryption using A5 algorithm.

Encrypted voice and data communications between the MS
and the network is accomplished by using A5 algorithm with
the help of Kc value produced from A8 algorithm. This Kc
is used until the next challenge-response mechanism process
repeats. [17]

Based on our work we have contributed the followings-

e mentioning limitations and security threats of SIM and
virtual SIM.
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e  proposing a new software controlled GSM communi-
cation architecture named vSIM.

e present performance evolution of SIM and virtual
SIM.

e analytical model for performance of vSIM.

e  performance evaluation of vSIM based on our analyt-
ical model.

II. SECURITY THREATS OF SIM

Karsten Nohl and his research team has developed a sys-
tem named Osmocon, which stands for Open Source Mobile
Communication. SIMtrace is a part of Osmocon, which is able
to breach the GSM security and get all data from SIM and
decrypt successfully. It has two parts including a Hardware
and a Software part.

{:_ _Phn:lne___-;)
Flexi-PCE Cable

f:_ S Trace Hardware _:'_}
L USB Cable
'.f: SN > ( PC ->

Fig. 1. SIM trace technology [16]

The SIM card is placed into the SIMtrace Hardware and
the handset is connected to the SIMtrace Hardware using a
cable known as flex cable. The SIMtrace hardware is then
connected to a Computer by an USB device from the host
and the SIMtrace software will try to find and access this
device. The SIMtrace software receives packets from the SIM-
trace hardware and can forward them to the IANA assigned
GSMTAP port (4729) using the GSMTAP protocol. A modified
version of Wireshark is used to analyze the received data form
the hardware.

III. RELATED WORK

Some organizations introduced virtual SIM technologies,
which is slightly different than our existing mobile system that
solves this SIM cloning problem. SIM cards are placed in a



Fig. 2. SIM trace technology [16]

server or multiple servers and we access the system using a
wireless device attached to our mobile phone. Several existing
virtual SIM technologies are implementa, IQ SIM, world SIM,
movirtu etc. The key benefits of virtual SIM technology are-

e SIM cards can be replaced in a handset just by
software commands, there is no need to change it
physically.

e There is no need to have SIM Cards and Mobile
Terminals in same location.

e A user can easily use multiple SIM cards in parallel.

e It potentially removes the risk of theft and managing
SIM is easier.

e  Faster access.

e SIM cards can be allocated based on its location. [8-
11]

The main limitations of these technologies are-

e if the server is hacked then all communication is fallen
down and all are affected at a time.

e  Sniffing is also possible in this network. Therefore, it
is possible to monitor other users.

Virtual SIM technology is more secure than common GSM
technology, however, it takes more time to initiate a call or
sending data while communication. Therefore it is needed to
introduce a system, which will provide advantage of virtual
SIM with less and effective communication time.

IV. PROPOSED ARCHITECTURE

Our proposal is to run SIM card virtually in smart phone.
There will be a software in our mobile phone that holds all
information that is normally stored in a SIM card. All relevant
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algorithms i.e., A3, A8 and AS5, will also be available on
that software. From the turning on of a mobile handset this
software will be run in background and communicate with
mobile network. This software is use a dedicated portion of
our RAM and processor of smart phone. Therefore, a user will
never feel the latency or time delay while communicating with
others. We are considering the processor frequency of mobile
phone is minimum 1GHz that is lowest in smart phones.

mobile phone
vSIM interface
Add number Edit Delete
Information g—  SIMTrace —— SIM

Fig. 3. vSIM technology

As the SIM card information is not publicly opened, we
will use SIMtrace technology to read those data and there will
be an interface to add a SIM card information and will be
stored in our software database. A user will be able switching
his or her subscriber number that is already been added there.
Therefore, a single user can easily use multiple numbers
without changing any SIM cards.

The advantages of this vSIM are-

e  The total cost of 6 billion US dollar to produce SIM
cards will be reduced to zero.

e No server and wireless device is needed that was
needed in virtual SIM technology.

e It will provide faster communication than other tech-
nologies i.e., SIM card and virtual SIM, described in
section III.

e User will be introduced to a better communication
system.

V. ANALYTICAL PERFORMANCE ANALYSIS OF VSIM

Time required to establish a communication in one end of
GSM network is-

T= L + Ln 1)
fsim
Where, I= Total number of instruction in COMP v23 or
A5 algorithm, fsim= Frequency of SIM, Lsim = Latency of
SIM and Ln = Latency of GSM network. In 3G network,
fsim=900MHz, Lsim=100ms, LN=250ms and 1=3609.

Therefore, time required to send data in one half is
350.004m:s.
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Fig. 4. vSIM technology

On the other hand, time required for virtual SIM technol-
ogy is-
I
T=——+Lm+Ln+t 2)
fsim
Where,Lm = Latency of Mobile Phone, t= Time required
to send data from mobile to server. In 3G network,
fsim=900MHz, Lsim=100ms, Lm=20ms, LN=250ms, I=3609
and t=10ms.

Therefore, time required to send data in one half is
380.004ms, which is greater than common GSM technology.
As mobile is connected to server through wireless connection,
the value of t will be increased with respect to the position of
mobile phone.

If we replace our SIM technology using vSIM then this
communication time will be-

T = L + Ln 3)
fm

Currently the minimum mobile frequency fm=1GHz, Lm =
20ms, LN = 250ms, I=3609. Therefore, time required to send
data in one half is 270.003ms. This means our technology
saves communication and serves faster mobile communication.
Therefore, vSIM saves at least 160.0074ms and 220.0074ms
for SIM and virtual SIM technology respectively in a single
byte communication.

VI. NUMERICAL SIMULATION

We simulated vSIM efficiency in different way. These are-

A. Simulation settings

We considered the following situations-

e what will be the possible time to run A3/A8/AS
algorithm, if the number of instruction increases in
ideal situation. It means we introduce more complex

algorithms for same device with no time delay and
simulated the result.

e our devices are being introduced with new and ad-
vanced technologies. So, we simulated considering
that A3/A5/A8 algorithm is same however, the pro-
cessor frequency is variable.

e Third and the last was based the latency of devices.
With the advancement of technology different mobile
devices will provide different time delay for accessing
data. We considered that new technologies will intro-
duce low latency and simulated the effect of latency
time on communication where device frequency and
algorithms are same.

B. Simulation Results

0012 4

Processing time (second)

2000 4000 6000 8OO0 10000 12000

Number of instructions

Fig. 5. Instruction processing time for 1GHz processor
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Fig. 5 demonstrates the first condition. It indicates that
the processing time is totally depended on the number of
instruction to be processed if our processor frequency is fixed.

For second condition, the instruction processing time varies
with the frequency of the processor and proves that the
advancement of technology this time will be reduced to very
low time.[Fig. 6]
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Fig. 6. Present instruction processing time for different processor

Instruction processing time has a great dependency on the
latency of mobile phone. So, the communication will be faster
if we can reduce this latency time. Fig. 7 demonstrates the
third condition.
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Fig. 7. Processing time with different latency
VII.

We have simulated our logical necessity of vSIM. Our aim
is to modify android OS and integrate our code there so that we

FUTURE WORK
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can run GSM numbers in our android smart phone without SIM
card. As A3/A5/A8 algorithms can be modified or updated, the
automatic update will also be available of these algorithms. As
information of GSM SIMs can be collected, we will use those
subscriber identification number virtually.

VIII. CONCLUSION

Currently, more that 6 billion US dollar is needed per
year to produce SIM cards. Again, virtual SIM needs both
SIM cards and server. Therefore, cost is increased in virtual
SIM technology. On the other hand, more time is needed for
communicating with others. Hence, security is also increased
in virtual SIM technology. Our proposed vSIM technology
will need half time of those technologies. This will be faster,
convenient and reliable communication system.

As this is totally a new work and we hope we will be able
to introduce a new vSIM technology. Again, we are working
as intruder for Android OS, our aim to find out the bugs of
GSM and solving those limitations. Our proposed architecture
is fully new and different than other existing technologies.
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Abstract— Vehicle accident is the paramount thread for the
people’s life which causes a serious wound or even dead. The
automotive companies have made lots of progress in alleviating
this thread, but still the probability of detrimental effect due to
an accident is not reduced. Infringement of spFieed is one of the
elementary reasons for a vehicle accident. Therewithal, external
pressure and change of tilt angle with road surface blameworthy
for this mishap. As soon as the emergency service could divulge
about an accident, the more the effect would be mitigated. For
this purpose, we developed an Android based application that
detects an accidental situation and sends emergency alert
message to the nearest police station and health care center. This
application is integrated with an external pressure sensor to
extract the outward force of the vehicle body. It measures speed
and change of tilt angle with GPS and accelerometer sensors
respectively on Android phone. By checking conditions, this
application also capable of reducing the rate of false alarm.

Keywords— Vehicle accident detection;
message; pressure sensor; GPS; accelerometer.

I. INTRODUCTION

The automotive industry around the world has shown a
tremendous enhancement in its production over the recent
years. Millions of vehicles are being produced annually. But
along with these, the accident rates are also getting
significantly increased. As a result, even the optimistic nature
of people has become worried while going outside. United
States Department of Transportation data for 2005 from the
Fatality Analysis, Reporting System show that for passenger
cars, 18.62 fatal crashes occur per 100,000 registered vehicles.
In 2009, 33,808 people died in vehicle traffic crashes only in
USA[1].

Most of the accidents occur due to human negligence, such
as reckless driving, lack of good infrastructure, etc. An
immediate rescue process after an accident can be considered
as a tightrope walk between life and death. Any fractional time
delay of arriving medical help can cost the life of the victims.
A study by Virtanen et al. shows that 4.6% of the fatalities in
accidents could have been prevented only in Finland if the
emergency services could be provided at the place of the
accident at the proper time [2]. As such, an efficient automatic
accident detection with an automatic notification to the
emergency service with the accident location is a prime need
to save the precious human life.

As smartphones become such an important part of our life,
it is feasible to use smartphones in a post-accident fatality

emergency alert
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prevention system. Our application uses the GPS receiver in
phone to detect the rapid change of deceleration that occurred
at accident time. It also takes the change of pressure from the
pressure sensor and the change of tilt from an accelerometer
sensor in a Smartphone. By detecting these three conditions as
accident detection, this android app send the accident location
for emergency help. An emergency switch option also added
to this app which provides a chance to driver for sending alert
message without checking accident detection condition.
Therefore, our contribution can be listed as follows:

e Construction of an efficient automated vehicle
accident detection system using Android.

e Develop a framework for reducing false alarm of
vehicle accident detection.

e Dispatch automatic emergency accident alert
message to relative, nearest police station and
hospital.

We have discussed on some relevant papers in section II.

In section III we have chronicled the system functionality with
technical details. Later we have shown the implementation
result with experimental data, functional and subjective
evaluation of our application. In the end, we discussed about
the challenges and future extension of our work.

II. RELATED WORKS

Mobile devices, especially Smartphones have been
deployed as floating traffic probes and sensors in many
applications, both academically and commercially [3]. These
applications include road conditions survey, traffic conditions
monitoring [4] and accident detections [5]. All of these
abilities are essential to an Intelligent Transport System (ITS),
which aims to reduce traffic congestion and enhance traffic
safety [6]. Real-time traffic accident prediction focuses on the
change of traffic conditions before an accident occurrence,
while traffic incident detection studies are concerned with the
change of traffic conditions after an incident occurrence [7].
However, the performance of these detection and prediction
system is greatly restricted by the number of monitoring
sensor, available fund, the algorithms used to confirm an
accident, weather, traffic flow etc.An acoustic accident
detection method is proposed by D. A. Whitney and J. J.
Pisano [8]. There are possibilities of false alarm in the system
and also does not guarantee the occurrence of an accident. S.
Amin et al. proposed a method of accident detection and
reporting system using GPS, GPRS and GSM Technology[9].



C. Saiprasert et al. propounded a reporting system in case of
dangerous driving using android [10]. Jung Lee described an
accident detection system on a highway by tracking the
vehicle [11]. We have used pressure sensor, GPS and
accelerometer to detect a real alarm and dispatch alert message
to nearby police station and health care center.

III. SYSTEM DESCRIPTION

Fig. 1. System architecture

A. Accident Detection

We have considered three parameters to detect a situation as
an accident. As we know, when an accident occurs velocity of
vehicle decrease rapidly. But in this application, we do not
detect the situation as an accident, only when the speed
decreases rapidly. If pressure rate or change of tilt angle
exceed the defined threshold value and speed of vehicle fault
equal or below one-third, only then application detects the
situation as an accident.

Fig. 1 exhibited the whole system architecture.

IV. SYSTEM IMPLEMENTATION

A. Bluetooth Connection, Taking Emergency Contact Number
and Measurement of Parameters

The Bluetooth connection of android phone needs to turn on
for receiving pressure sensor data. After that, the application
takes an emergency number to send message immediately
after detecting accident which is displayed in fig. 2(a). The
measured value of parameters which we consider to detect an
accident shown in fig. 2(b). Initially, all flag bits are zero, so
the flag number shows ‘000°.

- o Speed:

Pressure: recieve:

nput Emergency Max Acceleration:

Max Acceleration: X-Axis
0.0

Max Acceleration: Y-Axis

0.0

Max Acceleration: Z-Axis

0.0

Use Previous Number

Current Acceleration
X-Axis m Z-Axis
0.0 0.0
(@ ®)

Fig. 2.(a) Taking emergency contact number (b) Measurement layout

Emergency Help

B. Speed Measurement and Pressure Value

The application retrieves the speed value at the screen with
the help of GPS. Here, speed shows at mile per hour unit. In
this stage, the third flag bit that represents speed stage remain
zero. So, the flag number shows ‘000’ which is displayed in
fig. 3(a).
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Fig. 3.(a) Speed measurement (b) Speed exceed threshold



When the speed of the vehicle decreases rapidly at a few time
distance, then the third flag bit changed to ‘3’. It actually
indicates when the current speed is less than or equal to one-
third of previous speed. So, ultimately the flag number turns
into ‘003’ which is also given in fig. 3(b).

When pressure sensor receives the external force that
exceeds the threshold value that we defined 350, then
application changed the pressure flag bit from zero to ‘1°.
First flag bit changed to ‘1’. So, ultimately the flag number
turns into ‘100’ displayed in fig. 4(b).
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Fig. 4. (a) Pressure measurement (b) Pressure exceeds threshold

C. Change of Tilt Angle

We measured the tilt angle of the vehicle with the road
surface by the accelerometer sensor in android phone. When a
situation happens like an accident, vehicle makes a bigger tilt
angle than before with the road surface. Then a change of tilt
angle becomes bigger than before. We consider here the
change of tilt angle greater than or equal to 2 of x-axis than
previous to detect an accident. Second flag bit changed to “2°.
So, the flag number turns into ‘020’ showed in fig. 5(b).
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Fig. 5.(a) Change of tilt angle measurement (b) Change of tilt angle exceeds
threshold

D. Accident Detection

In case 1, if the speed of vehicle dropped down rapidly and
a change of tilt angle with road surface increases much, then it
detects as an accident. Actually, it means when the threshold
values of speed and change of tilt angle of vehicle exceed,
then our application considers the situation as an accident.
And, this time two flag bits change and flag number turn into
‘023’ which is given in fig. 6(a). In case 2, when the threshold
values of speed and pressure of vehicle exceed, it considers
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the situation as an accident. This time two flag bits change and
flag number turn into ‘103°. Fig. 6(b) demonstrated this
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Fig. 6.(a) Accident detection-case 1 (b) Accident detection-case 2

E. Alarm and Emergency Alert Message

When any one of our proposed accident detection method
happen, then an alarm arises. User can press ‘Cancel’ button
and no emergency alert message will send. This kind of
situation 1s considered as a false alarm. Otherwise, an
emergency alert message will send to user’s emergency
contact number, nearest police station and hospital.
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Fig. 7.(a) Emergency alert message (b) Notification of sending alert message
V. EXPERIMENTAL RESULTS AND EVALUATION

A. Experimental Data

1) Case 1: In this case, Here, we checked a situation
considering the speed and tilt angle of a running motorcycle.
We changed tilt angle value by rotating sometimes. We also
checked speed value by hard break, turning a curve road and
slope road. The experimental results of this case are shown in
table 1.

TABLE L. EXPERIMENTAL RESULT CASE-1
Speed
Experiment Initial Changed Change of
no. Speed speed tilt angle Alarm
(m/h) (m/h) (X-axis)
1 9.3 32 1.67 Off
2 7.9 3.1 1.98 Off
3 8.5 2.4 2.67 On
4 8.3 2.6 243 On
5 7.8 2.5 1.74 Off




2) Case 2: In this case, we checked our application by
changing the pressure value manually by physical force. We
also checked speed value by hard break, turning a curve road
and slope road. The details of this case are shown in table 2.

TABLE 1L EXPERIMENTAL RESULT CASE-2
Experiment Speed
no. Initial Speed | Changed | Pressure Alarm
(m/h) speed value
(m/h)
1 8.3 32 89 Off
2 8.9 3.1 74 Off
3 8.5 2.5 108 Off
4 9.3 2.8 445 On
5 7.8 2.9 65 Off

B. Functional Evaluation

For this experiment, we take input on a range 0 to 1. And
we defined the condition of false alarm up to 0.2. That means,
if the input is greater than 0.2 than it indicates accident
detection else it was a false alarm. Fig. 8 and 9 displayed these
two results.
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Fig. 9. Comparison of false alarm probability

C. Subjective Evaluation

The evaluation results statistics based on the public opinion
are presented graphically in fig. 10.
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VI. CONCLUSION

In this paper, we have shown that road accident can be
detected efficiently by using some particular parameters. Our
proposed approach capable of deciding whether a situation is
an accident or not and if so, then immediately traces nearest
police station as well as hospital and send emergency alert
message for help. Besides, we have demonstrated the
reduction of false alarm in a greater extent compared to other
previous works. Though the system requires a continuous
Internet connection, but this it is very much cost effective and
can be applied significantly in the practical world. In the
future, we have a plan to consider more parameters for
detecting accident and developing the application in a single
device. Hence, the application would play a crucial role in
post-accident services and could mitigate the effect due to
accident remarkably.

Review result
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Abstract—From the advent of the Internet, data contained
in the web is increasing exponentially and the number of e-
commerce companies is also increasing significantly. Nowadays,
we can find that many e-commerce companies selling same
products and / or services at different prices. For a customer
it is difficult to find an e-commerce company which will be best
suited for him. Moreover, it is time consuming and tedious to
search for a product in different online sites. For reducing this
difficulty, in this paper, we develop a system that can extract web
data from different e-commerce sites even though the language
of the websites are different. We then analyse the extracted
data and recommend best products / services from these sites
to the users. For the experimental evaluation of our system,
we consider two different languages: English and Bangla and
extract books data from different online book stores considering
these two languages and recommend books to the users. From
the experimental results, we can find that our system can help
the users in selection of their products easily and efficiently.
Keywords: Web data analysis, data processing, e-commerce

Keywords—Web data analysis, data processing, e-commerce.

I. INTRODUCTION

Due to the rapid growth of Internet technologies, there are
many well known e-commerce companies such as Amazon[1],
eBay [2], Olex [3], Agoda [4], TripAdvisor [5], Expedia [6],
Rakuten [7], Elance [8] those sell their products and services
via Internet. Besides the e-commerce companies, agencies,
government organizations, non government organizations pro-
vide different types of services via Internet. We can find
that these e-commerce companies sell same type of products
and services nowadays. However, the quality and price of
products and services varies from company to company. As for
example, if we want to buy a particular book of an author, we
can find that different book selling e-commerce company offer
different price for the same book. The same situation arises
while booking a hotel as different hotel booking companies
offer different prices for the same room type at the same hotel.

There is also the situation where a buyer is looking for a
best quality product / service. For example, a student is looking
for a Discrete Mathematics book that is most suitable for him
whatever the price is. Different e-commerce companies sell
different authors’ books with the similar titles that makes the
selection task of the buyer difficult.

In above type of situations, a buyer needs to search different
e-commerce sites for selecting the products / services that
wastes time and efforts of buyers. Considering these facts,
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in this paper, we develop a framework that analyse the data
of different e-commerce companies and recommends desired
products / services to the buyer that saves his efforts and
time. More specifically, the contribution of this paper can be
summarized as follows:

« We have extracted data automatically from several web-
sites of two different languages: English and Bangla.

« We then analyse the extracted data to recommend best
products / services to the users.

« We have evaluated the performance of our framework
using both subjective and objective measures.

The remainder of this paper is organized as follows. Section
II provides a brief review of related work. In section III, we
detail the computation framework of our proposed approach.
Section IV presents the experimental results. Finally, we
conclude and sketch future research directions in Section V.

II. RELATED WORK

There have been numerous number of extraction programs
discovered in the previous years. Some of them are automated
and some are manual. The most straightforward approach is
wrapper generation. Moreover, some machine learning algo-
rithms and pattern discovery are also used. They are better
than wrapper generation processes but are very difficult to
implement. Furthermore, an extensive degree of training is
required for accurate information extraction by them.

Hammer et al. [9] developed a configurable tool for ex-
tracting semistructured data from a set of HTML pages. It can
also convert the extracted information into database objects.
Their tool at first takes input from the user. It then converts
these data using Object Data Model (OEM) as OEM is well
suited for representing semistructured data. In their system, it
is necessary to update the specification of the website by the
user if there are changes in the website. It has an additional
capability of allowing users to specify one or more possible
patterns. This is useful for sources that has dynamic structure.
Shaker et al. [10] also proposed a framework for extracting
and classifying semi-structured web data. They have extracted
Nokia products from several websites and converted it into text
files. Then, duplicates or less important files were removed and
classified all important files.

Knoblock et al. [11] proposed a framework for accurately
and reliably extracting data from the web. They developed an



algorithm based on machine learning that learns extraction
rules based on examples, labelled by the user. This algo-
rithm incrementally builds extraction rules from the examples.
Soper [12] proposed a framework for automated web business
intelligence system which is based on content acquisition
and knowledge creation. In content acquisition phase, they
extracted relevant information from web using data agent
and in knowledge creation they used neural network, pattern
discovery, regression for decision making. However, it is not
a fully automated system as none of the current ranking
algorithms can be fully trusted to accurately determine the
contextual relevance of a web source. The tool [13] developed
by Baumgartner et al. is used to combine internal and external
data in which the user can select each of the items he wants to
extract by clicking on that item. If the structure of the source
changes after specification, the wrapper can still extract data
from the source correctly. This is because the system uses
intelligent conditions called logical patterns.

Bhawsar et al. build a system [14] where they have given
input of web server log files and extracted information of web
sessions performed by user. A modelling based approach was
proposed by Lerman et al. [15]. The system extracts lists and
tables from web pages automatically. In their approach, at first
they split each web page into tokens. If two or more example
pages are given, they pick the smallest page as seed. Then,
they build a sequence of tokens by adding tokens to it. But
the condition is that, this tokens should appear exactly once
on each page. If any of the list contains more than two rows,
the tags specifying the structure of the list will not be added
to the token list. Because they appear more than once on that
page. Then they extract data between the tags that appears
more than once on each page.

Expedia [6] is the largest online travel site which is famous
for flight and hotel bookings. It books online tickets, reserve
hotels and other vacation packages. The user will give input
of his departure and arrival place, departing date etc. Then
the site will show information about airways such as price
from lowest to highest order, available seat, time needed for
travelling etc.

In this paper, we developed a framework for extracting
and analysing web data for identifying best products from
competitors websites considering that the contents can be
either of the two languages: English or Bangla. We then
recommend such products to the users.

III. SYSTEM DESIGN AND ARCHITECTURE

The flow graph of the proposed system is given in Fig. 1.
At first, the system gets input website information from a file.
Then it connects to particular website using URL. Then, it
extracts data from websites. The system eliminates unneces-
sary tag and data from the extracted data. This unnecessary
tags are HTML or CSS tags. Then it stores corresponding data
into files.

At the second phase, it reads stored pre-processed data from
files. Then, it performs the task of secondary data elimination
which is noise removal from saved data. This noises are
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Fig. 1. Flow graph of the proposed framework

different types of words, page numbers, IP addresses etc. Then,
the system finds page template which is finding similarity
between web pages. After finding page template, it stores this
template data. Then it compares all the web pages with this
template data and finds differences. These founded differences
are the data that are extracted and saved into the database.

The user gives query input to the system. Then, the language
of the query is identified. According to user’s query, the system
either finds the product / service from the website that offers
minimum price or the product / service that has highest user
rating. For finding the lowest price of a product, the system
relies on the unique identifier of the product. This identifier
is generated while an user submits his query. For finding
a product / a service with highest rating related to user’s
query, it searches the related products / services and calculates
average user rating of those products / services and sort them
in descending order of average rating. Then, the system returns
the results to the user.

A. Initialization and Connection

In the initialization and connection phase, at first, we store
the information of the websites in a file. The algorithm for
connecting to the website from file system is given in Fig. 2.

B. Elimination of Tags

A webpage consists different types of tags and unwanted
data for making a website user friendly and attractive. How-
ever, we need to remove these tags as these tags do not contain
important information for us. We define regular expressions
to remove the tags. The tags elimination algorithm is given in
Fig. 3.



Algorithm ConnectWeb

1. Create table named on website name in the database with attributes
information.

2. Read webpage information of each website stored in file system.

3. Initialize counter variable to .

4. While counter is not greater than length of the file
4.1 Connect to the webpage and extract content of the page.
4.2 Increment the value of counter by 1.

Fig. 2. Algorithm for initialization and connection to the website

Algorithm Elimination_of Tags

1. Begin

2. for each word do

3 match with regular expression syntax

4 if word is matched then

5 remove the word from content
6 else

7. do nothing

8 end if

9 end for

10. End

Fig. 3. Algorithm for elimination of tags

C. Template Finding

For finding template, first we split webpage contents using
beginning and ending of each tag. This creates one multidi-
mensional array for each webpage. After removal of unnec-
essary tags, we compare arrays of two webpages using array
intersect. The array data that are similar are page template
information. Then, we compare this result with all webpages
and find the differences. The algorithm for template matching
is given in Fig. 4.

D. Data Conversion

We often find that different e-commerce companies repre-
sent same data in different format. As for example, different
book selling online stores listed their book price in different
format and languages. So we need to convert the prices into
single format for further processing. Similarly, we need to
perform necessary conversion for ensuring data integrity and
making further processing accurate.

Algorithm TemplateFinding
Begin
for each webpage in the file do
split using beginning and ending tag
end for
set word := NULL
for first two webpage do
find similarity between them
word := similar data
for each webpage do
10. find difference with word array
11. store difference into another array
12. end for
13. End

OXNDNUN PG~

Fig. 4. Algorithm for finding template
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Algorithm Language Identification

1. Begin

2. get user input

3. find length in strlen() and mb_strlen()
4. if they match then

5. input is English

6. else

7. input is Bangla

8 end if

9. End

Fig. 5. Algorithm for language identification

E. Language Identification

We have the option for user to provide input in two different
languages: bangla and english. Our system can automatically
detect in which language the user has given the input. For
this identification, we have used the strlen() and mb_strlen()
function of PHP. If they matches, then the user has given
input in English else the Language is Bangla. This is because
mb_strlen() can detect bangla but strlen() can not detect
Bangla. We provide algorithm for language identification in
Fig. 5.

F. Query Processing

The query manager receives the users query through an in-
terface. The user can select either English or Bangla language
to enter his query. A user can search according to price or
user rating. Then language identification module identifies the
language of the user’s input. After language identification, we
compare requested product with the information stored in the
database. If a match is found in a table, we check for that
item in other tables as well. Remind that in our system for
each online store under consideration, we maintain a table
and each table contains exactly one record for a product. As
a result we can perform parallel search to improve the search
performance. After, checking all the tables, we collect top-k
products / services those best matches with user’s query and
present them to the user.

IV. IMPLEMENTATIONS AND EXPERIMENTS

In this section, we provide the implementation procedure
and performance analysis of our developed system.

A. Experimental Setup

The book recommendation system has been developed on
a machine having the operating system Windows 2007 Pro-
fessional, 1.80 GHz Quad Core Processor with 6 GB RAM.
The system was implemented in HTMLS in the front end and
XAMPP 1.8.3 Mysql 5.6.16 in the back-end for storing the
text database and related information.

We have extracted data from five different online book
stores with different number of books. We have created 5
tables in the books database with same number and type of
columns. Among the websites that are used for data extraction,
two of them are in Bangla named Annyaprokash [16] and
Porua [17] and the other three are in English which are
Rubibook [18], Boimela [19] and Jain Book Agency [20].
Table I contains books information of these sites.



TABLE I
BOOKSTORE INFORMATION

Name Language | No. of Books
Boimela English 15,571
Porua Bangla 4,318
Rubibook English 2,204
Annyaprokash Bangla 819
Jain Book Agency English 1,994

Best Book Identifier Of Online Bookstore

NoOF | NoOf
Cover . . ¥ User | Average .
X Editor | Translaor Price | Times | User . | Websie
Designer | Reviews | Rating
Reviews

Book Name Publher
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Fig. 6. Query result based on price

B. Implementation

We have developed a website to facilitate users queries and
generate responses of the users. We have made two options
available for users’ query. One is to search the lowest price
for a particular book and the other is selecting a best book on
a particular topic based on users’ rating.

For example, Fig. 6 shows the results of a query that was
issued for the lowest price of the book named “Amar Ei Choto
Bhubon”. Here, we can see that the query result shows all
book data such as bookname, author, ISBN, no of times that
book was sold, user rating, user review, website name etc. If
we click the show button, then the user reviews of that book
will appear. The results will be appeared from lowest price
to highest price order. So that the user can find which store
offers lowest price for that book and buy it from that book
store.

If the user searches for the best book in a particular subject,
our system will consider average rating of the users to select
best product from the websites. For example, while searching
for a good book on “History”, our system responded with the
results as shown in Fig. 7.

In this case, the book that has highest user rating represents
better book. If several books have same average rating, our
system checks the number of copies that was sold for each
book and presents the book with more copies sold at the top
of the results. In our system, we also have kept the facility
of checking individual user’s review on a particular book. For
observing the individual’s review on a particular book, the user
needs to click on the show button at users reviews column.

C. Performance Evaluation

To evaluate recommendation accuracy of the proposed
method, at first, we examined the recall and precision of
recommendation while recommendation was generated based
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Fig. 7. Query result based on rating

TABLE I
PRECISION AND RECALL FOR RATING BASED RECOMMENDATION

k-values | Precision | Recall
2 1 1
3 1 1
4 0.75 1
5 0.80 1
6 0.67 1

on average rating. Precision is the ratio of the number of
relevant records retrieved to the total number of irrelevant and
relevant records retrieved. Recall is the ratio of the number
of relevant records retrieved to the total number of relevant
records in the database. Table II shows the precision and recall
results for different k-values.

We also performed a survey on twenty users of a public
university to test the applicability of our developed system.
Each of these twenty users used our system and answered
following five questions with a rating between 1 and 5 where
1 means strongly disagree and 5 means strongly agree. Other
rating are 2 for disagree, 3 for neutral, 4 for agree.

¢ Question 1: Do you think the system is helpful for you?

¢ Question 2: Do you think the system shows correct
output?.

e Question 3: Do you think the system provides timely
response?

¢ Question 4: Do you think the system has a good user
interface?

e Question 5: Will you recommend others to use the

TABLE III
SURVEY RESULTS ABOUT THE SYSTEM
User question 1| question2 | question3 | question4 | _question 5
user 1 5 4 4 2 5
user 2 5 4 5 3 5
user 3 4 3 3 5
user 4 5
user 5 5
user 6 5
user 7 3 3 5
user 8 4 4 5 4 5
user 9 4 2 4 4 4
user 10 5 5 4 3 5
user 11 4 5 5 5 5
user 5 3 3 3 4
user 5 5 1 5
user 4 4 4 4
user 4 5 3 4
user 16 5 5 2 4
user 17 5 5 4 3 5
user 18 5 4 S 4 5
user 19 5 2 3 4 4
user20 4 5 4 2 4
Average
Rating 4.55 3.90 4.05 3.25 4.65
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system?

The survey results that has been found is given in Table III.
From the results shown in Table III, we can see that most of
the users strongly agreed with the usefulness of the system
and wanted to recommend the system to others. They are
also satisfied with the system’s performance. However, most
of them are not satisfied with the user interface of the system.

V. CONCLUSION

In this paper, we provided a framework for analysing web
data to provide recommendations of products / services to
the users. We have implemented the system with Bangla
and English online bookstore and recommended books to the
users based on price or average rating. Form the experimental
evaluation, we found that the developed system can provide
efficient recommendation. Although in this paper, we have
considered websites of two different languages, it can incor-
porate websites of other languages easily.

In this paper, we did not analyse text-based comments
for getting insight about products/ services. In future, we
want to plan to incorporate such facilities in our system to
generate more efficient recommendation. Moreover, we plan to
experiment the performance of our system over larger domain.
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Abstract—A smart learning analytics system is proposed here. In
the field of research, education learning analytics is manipulated
as an optimistic way to render learning. In this proposed system,
we put forward an idea regarding the design of learning analytics
based on document-driven Decision Support System (DSS) and
Bangla handwritten words recognition. The proposed learning
analytics system aims at classifying the documents via syntactic
analysis as well as categorizing them by semantic analysis of
their contents. But the documents may be presented as printed
format or hand written format. To choose the optimal feature
vector for hand written words recognition (especially for Bangla
basic characters) projection-based features are mostly efficient.
Decision makers use DSS for decision making which is actually
a computerized information system. We propose a route through
the classified observations for providing the explanation which
may improve the acceptance of the decision maker with a better
correction rate using kNN algorithm. This system can certainly
assist researchers for learning as well as decision making.

Keywords- Learning analytics; artificial neural
document-driven DSS; data mining; word recognition.

network;

I. INTRODUCTION

The usage of “Big data” can be considered as s growing
phenomenon in various fields like computer science, political
science, medicine and economics, physics and social sciences.
The process of examining these large amounts of data to
uncover hidden patterns, unknown correlations and other useful
information is referred to as “Big data” analytics.

Analytics is also perceived as a reliable tool for decision-
making in the education sector. Analytics in education borrow
techniques from different fields. Among these fields Educational
Data Mining (EDM), Social Network Analysis, web analytics
and Information Visualization facilitate the exploration of data
coming from educational contexts [1].

In learning analytics system, we have a huge amount of data in
the database. Now, from this database the system should provide
the exact data or file which is asked by the users. So, we need
a decision support system to make clusters of these documents
and to categorize them as required. Now-a-days, data grow too
fast. It has exceeded human capacity to retrieve and utilize the
content of the documents from the database which has become
a problem for the decision makers. Decision makers often use
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decision support system in order to get rid of the plight of
this information explosion. A successful DSS depends on the
accuracy of the results as well as on acceptance of these results
by its users [2]-[6].

In Bangladesh, either of the two languages (i.e. English and
Bengali) is used for learning. Besides, the document may be
preserved in printed form or in hand written form. Among
them, segmenting the Bangla (i.e. Bengali) handwritten words
from a document and then identify the exact contents from the
database is a challenge. Inclusion of projection-based features
yields a greater positive impact on recognition rate rather than
of inclusion of other features [7]

A. Our Contribution

In our system we propose to use DSS for categorizing the doc-
uments. Another contribution is the consequential identification
of the exact documents by using projection based features. The
rest of the paper has been organized as follows. In Section II,
we discussed the present system for learning analytics and asso-
ciated preliminary concepts. Our proposed system is described
in Section III. Finally, Section IV concludes the paper.

II. PRESENT SYSTEM

The primary objective of the Learning Analytics (LA) is to
improve the efficiency of the distance learning. In the present
LA system, the major activities are the collection and analysis
of the materials as well as reporting the data to the learners
[8]. Most of the cases the LA system is used to identify the
necessity and measurement of the improvements of the study
materials, evaluate the performance of the students in a particular
course and provide the necessary assistance regarding any kind
of suggestion, sometimes it also evaluate the performance of the
teacher and provide necessary suggestions. Finally LA makes
a very efficient and effective relationship among the study
materials, learners, and instructors [1].

III. PROPOSED SYSTEM

In this section we have presented our proposed system for
learning analytics. Our system uses an improved DSS for cate-
gorizing the documents and to identify the exact contents from
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TABLE I

WORST CASE PERFORMANCE OF kN N ALGORITHM

ClassLabels {3x1 cell}
GroundTruth [150x1 double]
NumberOfObservations 150
ControlClasses [2x1 double]
TargetClasses 1
ValidationCounter 1
SampleDistribution [150x1 double]
ErrorDistribution [150x1 double]

SampleDistributionByClass

[3x1 double]

ErrorDistributionByClass

[3x1 double]

CountingMatrix [4x3 double]
CorrectRate 0.9333
ErrorRate 0.0667
LastCorrectRate 0.9333
LastErrorRate 0.0667
InconclusiveRate 0
ClassifiedRate 1
Sensitivity 1
Specificity 1
PositivePredictive Value 1
NegativePredictive Value 1
PositiveLikelihood NaN
NegativeLikelihood 0
Prevalence 0.3333

DiagnosticTable

[2x2 double]

documents, we have utilized projection based features. In the
following sections we have presented them elaborately.

A. Improved Document-Driven DSS

The enhancement of the effective communication between the
users and DSS is the key element in DSS design. Computer
systems are used to solve semi-structured or unstructured prob-
lems which are characterized by a complex decision-making
process. We have emphasized on one popular algorithm (kNN
classifier algorithm) to solve this problem. We have used a route
through the classified observations for providing the explanation
which has improved the acceptance of the decision maker. We
can classify all observations into user specified clusters. After
implementing the algorithm and then performing accuracy test
we have observed that kNN algorithm can be used for better
correction rate. The worst case, average case and the best case
performances of kNN algorithm is presented in Table I, II and
IIT respectively.

B. Document Identification System

The documents stored can be either printed or handwritten.
Recognition of printed documents won’t be a tough task as al-
ready developed OCR(for printed) is commercially available for
not only Bangla but also many other languages with acceptable
recognition rate.

The most challenging job is to recognize the contents from
a handwritten Bangla document. In order to accomplish this
objective, the first line from the document is segmented as
document title. Then, next task is to identify the words of the first
line. To recognize the words, step by step character recognition
is the suitable approach in this case. Feature extraction is the
most important step of character recognition. According to Kabir

TABLE II
AVERAGE CASE PERFORMANCE OF kN N ALGORITHM
ClassLabels {3x1 cell}
GroundTruth [150x1 double]
NumberOfObservations 150
ControlClasses [2x1 double]
TargetClasses 1
ValidationCounter 10
SampleDistribution [150x1 double]
ErrorDistribution [150x1 double]

SampleDistributionByClass

[3x1 double]

ErrorDistributionByClass

[3x1 double]

CountingMatrix [4x3 double]
CorrectRate 0.9400
ErrorRate 0.0600
LastCorrectRate 0.8667
LastErrorRate 0.1333
InconclusiveRate 0
ClassifiedRate 1
Sensitivity 1
Specificity 1
PositivePredictive Value 1
NegativePredictive Value 1
PositiveLikelihood NaN
NegativeLikelihood 0
Prevalence 0.3333

DiagnosticTable

[2x2 double]

TABLE III
BEST CASE PERFORMANCE OF kN N ALGORITHM
ClassLabels {3x1 cell}
GroundTruth [150x1 double]
NumberOfObservations 150
ControlClasses [2x1 double]
TargetClasses 1
ValidationCounter 1
SampleDistribution [150x1 double]
ErrorDistribution [150x1 double]

SampleDistributionByClass

[3x1 double]

ErrorDistributionByClass

[3x1 double]

CountingMatrix [4x3 double]
CorrectRate 0.9800
ErrorRate 0.0200
LastCorrectRate 0.9800
LastErrorRate 0.0200
InconclusiveRate 0
ClassifiedRate 1
Sensitivity 1
Specificity 1
PositivePredictive Value 1
NegativePredictive Value 1
PositiveLikelihood NaN
NegativeLikelihood 0
Prevalence 0.3333
DiagnosticTable [2x2 double]

et. al. for handwritten Bangla character recognition, projection-
based features plays a vital role to constitute optimal feature
vector [7].

Three projection-based feature sets have been considered
to constitute the feature vector. These are: projection profile
features (both left and right) and shadow features.

1) Projection-Based Features:

o Left Projection Profile Features: It represents the projection
from left side of a particular character. For all rows, the
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total number of non-black pixels until reaching the starting
left side portion of the character is counted [7].

Right Projection Profile: It represents the projection from
right side of a particular character. For all rows, the total
number of non-black pixels until reaching the starting right
side portion of the character is counted [7].

Shadow Features: Lengths of projections of the character
images on the four sides and eight octant dividing sides
of the minimal bounding boxes enclosing the character are
computed. Total 24 shadow features are extracted from
each character as lengths of projections on three sides of
each octant are considered [9].

Finally an artificial neural network fulfills the tasks of
classifier to complete the recognition process. This character
recognition step leads to word recognition. After that, the
recognized words are checked against the learned contents. If
found, then the whole document is included in the cluster of
the matched content(s). If not found, then the database will be
updated for new content.

We have tested total 15 documents (Printed-10, Handwritten-
05) with different header styles (Some samples are presented
in Figure 3 and 4). Our system exhibited flawless performance
in title segmentation and word segmentation from a document
( Table IV). After that, the segmented words of the titles are
checked for matching of contents.
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Fig. 2. Illustration of right projection profile features to recognize individual
characters and word recognition

TABLE IV
PERFORMANCE ANALYSIS

Number of Title Seg- Word Detection and
Documents mentation Segmen- Classification
Tested tation Accuracy

from title
15 (Printed-10, | 100% (First | 100% 11 documents
Handwritten-05) line as title) (Printed-08,

Handwritten-03)

has been accurately
identified and
classified. Accuracy
in this particular test
set- 73.33%

IV. CONCLUSION

In this paper, learning analytics is recognized as a dominant
tool for helping people to reflect on their learning activities and a
smart learning analytics system has been proposed. An strategy
about the design of learning analytics based on document-driven
Decision Support System (DSS) and Bangla handwritten words
recognition have been used in our approach. The documents
have been classified as well as the contents of the documents
have been categorized meaningfully.  For learning purpose,
the documents may be preserved in printed format or handwrit-
ten. The optimal feature vector (consisting of projection-based
features) have been constituted for handwritten Bangla words
recognition. DSS, which is actually a computerized information
system, has also been used for the purpose of decision making.
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A route through the classified observations has been used for
providing the explanations which may improve the acceptance
of the decision maker with a better correction rate using kNN
algorithm. Finally, this system can certainly assist researchers
for learning analytics as well as decision making.
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Abstract—Information sharing and transmitting has been
increased exponentially in today’s world of Information and
Communication Technology. Cryptography is a lasting solution
to save the sensitive data from unauthorized access. Finding
proper cryptographic structure for wireless sensor network
(WSN) is almost challenging as there are some limitations of
energy and memory resources of WSNs. Hence, this paper
presents an efficient secret key based security architecture which
aims to contribute robust security to the topic with ideas to man
in the middle attacks and many other hacker situations. In this
scheme, singular value decomposition (SVD) of pseudo-inverse
matrix has been used for key generation. This scheme does not
require key handshaking for data transmission and reception
between the nodes. The analytical results demonstrate that this
proposed scheme shows a significant gain in the rank of security,
and is suitable for sensor nodes of the modern age.

Keywords—singular value decomposition;
matrix; secret key; wireless sensor network

pseudo-inverse

I. INTRODUCTION

Security is an obligatory necessity for nearly every sensor
set-up purpose. In case of wireless sensor networks (WSNs),
security is considered as a standalone constituent and required
sufficient consideration. In most function domains, the sensors
are employed to accumulate a definite form of data from
particular object areas. The accumulated data are repeatedly
considered unrevealed and are not aimed for public expose.
Thus, proficient and protected systems are required to send out
obtained data safely to the right addressees.

WSNs transmit secret information, which, if exposed to
adversary parties, might be a reason of catastrophe for
forthcoming parties. Mainly in emergency purposes of WSN,
it is essential to employ security systems for data
transmissions. The efficacy of sensor networks is significantly
curtailed, if an enemy spoils the action of the network by
altering the transmitted information, ending communication,
or by eavesdropping on information. So, it is necessary to
ensure a superior rank of protection for this network
communication. Cryptography ensures the role of secured
secret communication through the WSNs. A variety of
algorithms have been introduced to cope up with the
upcoming challenges compromising the cost, energy
consumption and security level [1].

A bivariate symmetric polynomials has been used for key
pre-distribution [2]. A symmetric key distribution algorithm is
found [3], which is the combination of the Blom’s scheme and
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the random key pre-distribution method. These innovative
efforts have further been expanded, advanced and exploited
for different circumstances [4], [5], [6], [7], and [8]. Logic
operation has been performed for key generation to increase
the security level of WSN’s [9]. Likewise, encryption and
decryption have been done by the XOR operation of ASCII
values [10]. A clustered based architecture using hash function
has been proposed to maximize the lifetime of the sensors [11].
Asymmetric key-based architecture (AKA) is also found in the
literature to secure data transmission in WSN [12]. Here, AKA
applies a linear assembly of pseudo-inverse matrix to produce
asymmetric keys to launch a protected communication between
connecting nodes and the base-station. AKA is asserted to be
more secured than the Diffie-Hellman key exchange protocol
(D-H) [13]. The D-H protocol is a symmetric key cryptography
that considers the dimension of the group from which the key
is being generated. It makes two parties able to create a key
with no previous data of each other. However, it is
demonstrated that the AKA is not an asymmetric scheme, but a
symmetric scheme. It also does not provide authentication
semantics and is insecure under impersonation attack [14].

Here, in this paper, we exploit the properties of pseudo
inverse matrix for node to node communication, while SVD is
employed for key generation. The analytical results illustrate
that the proposed scheme provides significant gain in terms of
security. In addition, it proves suitable for wireless sensor
networks considering the resource constraint of the sensor
nodes.

The upcoming parts of this paper are as follows: network
assumption and fundamentals are stated in section II, where
section III presents performance analysis and assessment, and
section IV concludes the methodology highlighting its motives
for choosing this scheme with future opportunity.

II.

It is assumed that the base station is a reliable entity and the
sensor nodes are the valid nodes. They have adequate storage
as well as power to process and execute the operations. The
base station is supposed to have the capacity to store the
fingerprints of all authentic nodes and the sensor nodes are
assumed to be similar to the current sensor nodes (MICA?2) in
terms of memory, communication, computational and energy
resources. When the sensors are set up in the network, it is
assumed that they are static in comparison with their relative
positions throughout the communication.

NETWORK ASSUMPTION AND FUNDAMENTALS



A. Pseudo-inverse matrix and Singular value decomposition

The pseudo-inverse matrix, AT(n X m) is used to get the
inversion of a non-square matrix, A(m X n). The pseudo-
inverse matrix is only one of its type over any field. An
important property of pseudo-inverse matrix is as follows:

AAT = I (1)

For a general m by n matrix, there might be more than one
pseudo-inverse matrix. This property is used to our
cryptographic operations. A non-square matrix can be
expressed by three matrices from SVD. The SVD of A :

A = UDVT 2)

where, U (m x m), and VT (n X n) are both orthogonal
matrices and D =[S0;00]. Here, S is a diagonal matrix
containing the (positive) singular values of A on its diagonal
and D is the singular valued matrix of A.

The pseudo-inverse matrix of Ais Af(n X m) can be
defined by:

At = yp-1yT A3)

So, from the equations (1) and (3) it can be written that,

AVD~UT =1, “4)

B. Our Secret key-Based Security Architecture

The architecture of our proposed methodology is based on
SVD decomposition of pseudo-inverse matrix. Two sections
have been cast off in the whole scheme. The first part is the
key distribution between two valid nodes through base station
and the second portion is data transmission and reception
between the nodes. Key distribution [4] is the process of
sending the secret key from the sender node to the receiver
node to decrypt the encrypted message from the sender node.
Here, in our approach the process has gone through the base
station. The remaining part, data transmission and reception, is
the process of sending the chipper text from the sender node
and receiving the plaintext by the real receiver to whom the
sender wants to send the message. To get the plain text,
receiver has to decrypt that chipper text with the correct secret
key.

C. Secret Key distribution between two nodes through the
base station

First of all, two authentic nodes n; and n, and a base station
in a network are considered.

e Node n; generates a random matrix A;(m X n) and
gets three matrices through SVD; U;(m X m),D; (m X
n), VI (n X n).

e Then n; calculates three inverse matrices; UJ (m X
m),D7t = [S;10;0 0],V,(n X n).

e Node n, transmits secret key Dy *UT to the base station
in a secured manner.

e When base station receives this key, it transmits the
key to node n, following the same security
arrangement.

e  When n, receives the key from base station, stores it
for further usage to decrypt the encrypted message
form node n;.

e By this time, node n, also generates another random
non-square matrix, A,; gets U,, D,,VJ; calculates U7,
D;! =[S;10;00] and V,.Then transmits D;1UJ to
node n; through the base station to node n;_ n; stores the
key for further decryption of the encrypted message
sent from node n,.

The keys are distributed between nodes by the base station.
Once the keys are distributed to the corresponding authentic
nodes, these keys are stored for future communication between
them. So, it is not necessary to distribute the keys repeatedly.

Base station

DT (ny xmy) DIUT (ny xmy)

Dy U7 (1, x my) D307 (ny x my)

Fig. 1. Key distribution between two nodes through the base station.

Moreover, these keys are generated by the nodes and
allocated to the respective nodes by means of the base station
in a protected way. As a result, there is a bit chance to get the
secret shared keys by any means.

D. Data Transmission and Reception for Node-to-Node
Communications

After receiving the keys, the nodes are able to
communicate between them. A node can send the encrypted
message by multiplying the message with its own matrices.
For example, M, is the plaintext. Node n; wants to send this
text to np. So, n; encrypts this plaintext M; by multiplying
M;with A;and V; and transmits the encrypted
message My gy to n,.

M;AV; = My (5)

Encrypted message My DTAUT=M,

Decrypted message

Fig. 2. Data transmission and reception between two nodes.
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Since, the decryption key (D7 *UT) has already been shared
to node n, by the base station, n, can easily decrypt the
message after receiving the encrypted message.

M; D7 UT = MiAV,DT'UT = MiAAT = M, (g

The process is shown in Fig. 2. In this proposed scheme,
every time, the sender node uses its own matrices to encrypt
the message and the receiver node uses the shared secret key to
decrypt the message. If the message is exposed to the attacker,
it will not get the plaintext until it gets the decryption key. As
the key distribution takes place only once during the whole
communication, the attacker will not be able to get the
plaintext.

I11. PERFORMANCE ANALYSIS AND ASSESSMENT

The specifications of MICA2DOT mote platform are
considered to assess the performance of the proposed security
architecture. This secret key-supported structure is evaluated in
terms of security, scalability, energy and memory
requirements, and computational cost. In the present section,
the detailed analysis of our scheme has been discussed.

Key distribution is done by means of linear matrix
operations and matrix multiplications. The complication of
matrix multiplication is incredibly low; thus it can be executed
very swiftly. In our secret key distribution scheme, node n;
sends the base station a nx m matrix, which used nm bits. Base
station sends this nx m matrix to node n,. It again consists of
nm bits. So, the total amount of bits employed to distribute the
key from a node to another node through base station is,

=nm + nm
= 2nm bits

)

Risks associated with the identification of the involved
entities during key sharing has fully been eradicated as; (a) the
base station is a reliant being and cannot be compromised in
any way, and (b) the identifications of the nodes deployed in
the network are checked by the base station before distributing
the secret keys. During the time of node-to-node conversation,
the receiver node can decrypt the encrypted message by the key
received earlier from the sender node through the base station.
So, it is not possible for an intruder to get the shared keys of a
definite sender-receiver couple.

Let us compare our secret key derivation scheme with
asymmetric key based architecture [8]. In the AKA, the
security level is 27 for 105 bits key size and the respective
value of (m, n, r, k) is (7,12,7,15). While for the same (m, n, k),
the level of security provided by the proposed scheme is 2% for
168 bit size. It is found from TABLE I and TABLE II that
though a greater key size is required in all cases in our scheme
than asymmetric key based scheme for the same value of (m, n,
1, k), the security level is superior when the dimension of m is
larger (especially m>6). The security level of AKA is based on
the probability to crack the scheme. In this scheme, if the key is
exposed to eavesdropper by any means, the network node is
affected. On the other hand, in our scheme the message is
encrypted by the multiplication of the matrices (the random
matrix, two inverse matrix found from the SVD of the random
matrix) and one matrix (the rest matrix to get the pseudo

inverse of the random matrix) is used as the key, shared to the
base station in a secured manner. Without the key, the
eavesdropper cannot attack the scheme. So, it is not possible to
crack the scheme by eavesdropper or man-in-the-middle
attacker until they search out the key.

TABLE I. KEY SIZE AND SECURITY LEVEL FOR ASYMMETRIC KEY

BASED ARCHITECTURE
(m, n, r, k) (4,8,4,12) | (5,9,5,15) | (6,11,6,14) | (7,12,7,15)
Key size
48 75 84 105
K bits)
Security level
Sk 2" 27 2" 2"

TABLE II. KEY SIZE AND SECURITY LEVEL FOR SECRET KEY

BASED ARCHITECTURE
(m, n, k) 4,8,12) (5,9,12) (6,11,14) (7,12,15)
Key size
32 45 66 84
( nm bits)
Security level
232 245 266 284
an
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If we compare two schemes in case of the volume of traffic,
our scheme will be more feasible than the asymmetric key
based scheme. The volume of traffic is related to the total
number of bits that has been carried through the whole scheme.
In our scheme, total volume of traffic will be 96 bits whereas
this value is 304 bits for asymmetric key based scheme. The
values of traffic volume are 135, 198 and 252 bits for different
(m,n,k) in our scheme. On the other hand, for AKA the values
are 417, 546, 657 bits respectively. These values are considered
for (m, n, k) of (4, 8, 12), (5, 9, 15), (6, 11, 14) and (7, 12, 15)
respectively. So, it is clear that our methodology requires less
traffic volume comparing with AKA.

For comparing the communication cost, consider the
specification of MICA2DOT motes. The transmission and
reception cost of one byte is 59.2 uJ and 28.6 uJ. For
simplified calculation, consider total 49 bytes (payload 32
bytes; header 9 bytes; packet ID, source and destination
address 8 byte) in a packet. In this mote, execution of
microcontroller of 2090 clock cycle requires to transmit one
bit. So, the energy required to transmit 49x59.2 = 2.9 mJ and to
receipt 49%28.6 = 1.4 mJ for one packet. In AKA, in case of
sender, it has to transmit once to receiver node and when it
goes to communicate to the base station, the number of
transmission is twice and reception is once. So, the sender
consumes (3x2.9) +1.4=10.1 mJ energy. For receiver node, the
energy consumption is 2x1.44+2.9=57 m] since the total
number of transmission is once (base station) and the number
of reception is twice; one to sender node and other to base



station. On the other hand, in our scheme, the sender has to
transmit to base station and receiver node separately by once.
So, total power consumption in case of sender node is
2x2.9=5.8 ml. The receiver receives the key from the base
station and encrypted message from the sender node. So, the
power consumption in case of receiver node is 2x1.4=2.8 mJ.

Comparing the power consumption, our scheme shows the
better performance than the previous one though it requires
additional memory requirements.

When any authentic node is added in a wireless sensor
network, it transmits its keys to the base station in a secured
manner for the existing nodes. The base station distributes the
keys to the nodes and the nodes store the keys and generate key
for the newly added node.

TABLE III. COMPARISON OF POWER CONSUMPTION WITH ASYMMETRIC KEY
BASED ARCHITECTURE

Communication Costs

Name of scheme

Sender (mJ) Receiver(mJ)

Asymmetric key
based 10.1 5.7
architecture [12]

Our Secret key
based 5.8 2.8
architecture

This key sends back to the base station in the same
manner. Thus, the nodes communicate when an authentic node
is added in WSN.

IV.CONCLUSION

To smooth the progress of holistic security construction
for WSNs, in this paper we propose a symmetric
cryptographic technique using the properties of SVD and
pseudo inverse matrix. The cryptanalysis ensures that the
proposed architecture is indeed a strong one considering the
enhanced security level comparing with AKA. Another
contribution of this paper is the reduced communicating cost
comparing with the similar types of architectures. Our secret
key-based architecture does not need certificate authority at all
and thus it keeps away from managing and validating massive

number of extra communications due to the certificates. In
future we plan to merge our work with other security protocols
related with different function levels, to assemble a total
security plan for WSNs.
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Abstract -Traffic congestion is a condition on road network lhat detects transports every tlme_ and provides . Sl_gnmhgu
occurs as vehicle increases, and is characterizedy tslower Sensors. The;e methods are fz?uled to dgal efﬂy!e\nth the
speeds, longer trip times, and increased vehiculagueuing. It ~ COMPlex, varying and uncertain changing traffiaiaitons.
effects the economic growth of a country, increaseaccidents, They are modeled without any analysis of trafftaaion.

resource cost and environment pollution. One of thenost cost- . : . :
effective ways, to deal with this problem is by enlpying traffic Traffic congestion may get influenced by a variety

control signals at the road intersections. Now-a-des, most signal factors including number_ of vehicles, hour of theeydroad
controls are implemented with either fixed cycle tne control or ~ CaPacity, entry or exit point of the area etc. [H}ese factors
dynamic control. These conventional methods for tréiic signal ~ cannot be measured with 100% certainty during fgeas
control fails to deal efficiently because they arenable to taking ~ control process. Analyzing the causes of the taffi
account of the uncertainty associated with traffic flow.  congestion, we consider some major factors ofitrafntrol
Therefore, this paper presents the design, develogmt and  system. Major factors are- Road Size, Number of

application of a belief rule based expert system @BES) with  vehicles/traffic flow, Time (Busy hour), Number of
the capability of handling uncertainty. The systemuses Belief Intersections.

Rule Base (BRB) as the knowledge representation sha and

the evidential reasoning as the inference engine.h& results Therefore, in order to assign time to the traffignals
generated by the system have been compared with azty logic ~ whether to the green, blue or red, this uncertainty
than that of FLBS. The system applied in a number oroad  ¢qngidered. Since this is an example of complesblpro
intersections of the Chittagong City of Bangladesh. involving uncertainty, algorithmic solution can’e adopted.

Keywords---Traffic Signal Control; Expert System; Belief Rule An expert system can be considered as an apprepriat
Base; Uncertainty, Evidential Reasoning; solution in this regard.

The remaining of the paper is structured adovi.
I INTRODUCTION Section two presents the related works. Sectiagetprovides
Rapid increase of vehicles and the limited resaiuseially  an overview of RIMER methodology. Section four s
increases traffic congestion in a country. To redtaffic  the architecture, design and implementation ofghmposed
congestion we can construct new roads and highwags belief rule based expert system (BRBES). Sectiore fi
expand the existing roads which can increase tpaadity and presents the results and discussions. Sectiorogiludes the
reduce the traffic congestion. However, this is ighly  paper.
expensive and time consuming process to constreat n
roads or expanding them. Even when constructiofjegi®
are feasible, it requires temporary closing of sadhich
disrupts traffic on the road network. The deploymerh
traffic control signals at the various intersectiaf the route
network is considered as a candidate solutiondaae traffic
congestion. Traffic Signal Control is a system for
synchronizing the timing of any number of traffigrsals in
an area, with an aim of reducing stops and overettiicle
delay or maximizing throughput. Effective traffigsal can
provide a more efficient use of existing roadwapazities as
well as it can harmonize traffic flows [1].

II. LITERATURE REVIEW

Many techniques have been used for traffic sigoalrol
system. However, these systems have a high equtprosh
and their accuracy depends on environment conditidhe
first attempt made to design Fuzzy Traffic Coneplvas in
70s by Pappis and Mamdani [3]. There exists a nurnbe
fuzzy logic based traffic signal control systemdtef that
Niittymaki, Kikuchi, Chui and other researchers [4]
developed different algorithms and logic contrdleto
normalize traffic flow. Kelsey and Bisset [5] aldesigned a
simulator for signal controlling of an isolated erdection

There are two types of traffic signal controlleedsone is  with one lane. They observed that Fuzzy Contrakeluces
called fixed cycle time control and the other islleth the vehicle delay when traffic volume was heawvyittitnaki
dynamic control . A pre-timed controller or fixegiote time  and Kikuchi [4] developed Fuzzy based algorithm for
controller repeats signal at a fixed time. Dynamonitroller  pedestrians, crossing the road. Nakatsuyama, Nahahad
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Nishizuka [6] have applied fuzzy logic to controa
adjacent intersections on an arterial
movements. In recent years, Lin Zhang and Hongldnd]
also worked on designing Fuzzy Traffic Controlleor f
oversaturated intersections. The developed acyehé-time
control model consists of two components includiragr
Improved  Genetic  Algorithm  (IGA)-based  signal
optimization module and a microscopic traffic siatidn

with  one-way

B. Inference Procedures

Input transformation, rule activation weight
calculation, belief update and rule aggregatiores ar
the components of inference procedures. These will
be discussed with example.

Input Transformation and Rule Activation Weight

module. The IGA-based signal optimization module isCalculation

designed to optimize the phase sequence and phagtl
with the aim to minimize the delay of both traresiid general
vehicles. Although, these systems can handle wmin&ds
due to ambiguity, vagueness or imprecision, buty taee
unable address other types of uncertainty suclyramance,
incompleteness, ignorance in fuzziness that magt exith
the factors associated with traffic control system.

Belief rule-base is a new knowledge representarema
uses a belief structure where belief degrees argedded
with all possible terms of the consequent part dfla [8]. It
can handle various types of uncertainties suchagsieness,

Input transformation is concerned with the disttibo of
an input value of an antecedent attribute overdifferent
referential values as shown in Eq. (1...5).

W) ={(4;)j=1u. Ji} e (1)

SWue) ={(Aijpaij)ij =1 J 31 =1 ..T ()
S(A7) = {(hsi,v30) (h2iy V2i)} weeeee 3

Vai = (ha; — A;)/(hs; — hy) ... 4)

Ysi=1— vz .. (5)

ambiguity, imprecision, ignorance and incompletenes pgjef Update

Therefore, the system presented in this paper deresi BRB

to develop knowledge base and the ER as the inferen There could be the case that input value of anyairtae
methodology; combination of BRB and ER, known asfactors associated with traffic control signal systmay not

RIMER.

[ll. OVERVIEW OF RIMER

Recently, a generic rule-based inference methogolog

using the evidential reasoning approach (RIMER) besn
proposed [9], which provides a flexible and effestiv
framework to represent not only precise data buwo al
vagueness and ignorance in knowledge, as wellragpeous
inference procedure to deal with such complicatecettain
information. This section presents the building ckk of
RIMER, consisting of knowledge representation schers
well as inference procedures. The inference praesdu
consists of input transformation, rule activatioreight
calculation, belief update and
methodology will be introduced by taking account thé
traffic signal control problems addressed in thiper.

A. Knowledge Representation

Belief rule base (BRB) which is an extension of
represent uncertain This section presents

IF-THEN rule is used to

rule aggregation.e Th

be available.

Hence, the degree of belief associated with eaclhef
referential value of the consequent attribute sthoeled to be
updated by using Eq.6

g = g S @RI a)

ik — Pik Zfi‘lr(t,k)

Rule Aggregation

The final output of the system is to obtain the rdegof
belief associated with the referential value of th@sequent
attribute.

B = /”[ﬂ ::1(04<B1k +1_MZLﬁlk)_n:qtl_%ZL'BJK)J

1-px|[]n1-al

IV. BRBES TO CONTROL TRAFFIC SIGNALS

the architecture, design and

knowledge. Uncertainty due to incompleteness igmplementation of the Belief Rule Based Expert 8ystIn
addressed in the BRB. Below is an example of BRB.addition, the procedure of knowledgebase constmaiong

Re: if (Sk is A (Siz is ADA ... A(Sier, is AX.),

with the system interface is also discussed.

then{(Dy is B,,), (D; is By ), -, (Dw is By, )} A. Architecture, Design and Implementation of BRBES
..... (1a) The proposed belief rule based architectural
framework to develop traffic signal control system
IF (Road Size is Medium) and (Vehicle number is adopts three-layer architectural style as showFign
High) and ( Busy hour is Yes) and (Intersection is 1.

Medium),THEN Traffic Signal is {(Green, 0.7),
(Yellow, 0.1), Red, 0.2)} (1b)
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Fig. 1: BRBES Architecture

B. Knowledge base Construction

In order to construct the knowledge base for the

; R52: IF Road Size is Small AND Vehicles is High AND
Busy Hours is NO AND Number of Intersections is hlig
THEN
Control{(Green,0),(Yellow,0.02),(Red,0.8)}.

Traffic Signal

In the above belief rule, the belief degrees a@ched to the
three referential values.

C. BRBESInterface

The user interface (Ul) is the visual part of
computer application or system through which
a user interacts with a computer or software. Fig 3
illustrates the interface of the BRBES.

. . . 4| Welcome — =B
BRBES, a BRB framework is required as shown Fig = e 1
2. Fig 2 has been developed by taking accounteof th [ Trafric Signal Controt_|
factors associated with traffic control signal.
| Road Size | Btuipe st | | Busy Hour s
Traffic Signal es ersections
Control ;
Road Size: 80
Al | Road Size Number of Vehicles - 0
AZ | Number of Vehicles
Busy Hour : Yes -
= Number of Intersections : 4
At | Number of Intersection
Enter
Fig. 2: The BRB Framework to Control Traffic Signa EnputTy ion | [ Matching Degree | | Activation Weight |
o . | Update | [ Aggregation |
Table 1shows the initial rule base of the BRBES,cWwh _
consists of 54 rules according to RIMER method. -

TABLE 1: INITIAL BELIEF RULE BASE

IF (Antecedent) THEN
(Consequent)
- Al A2 A3 A4 Gree Yel Re
n lo d
w
1 Larg Hea Ye Hig 1 0 0
e vy s h
2| 1 Larg Hea Ye Med 0.8 02 0
e vy S ium
< 1 Larg Hea Ye Low 0.8 0 0.2
e vy s
‘4 1 Larg Hea No Hig 0.6 04 O
e vy h
1 Sma low No Low O 02 08
4 Il

An example of a belief rule taken from Table 1lligstrated

below.

Fig. 3: BRBES's Input Interface

Having received the input values while this fimes run,
the consequent attribute’s referential values spawading
belief degrees, which are green, yellow and res désplayed
in other window.

V. RESULT AND DISCUSSION

The BRBES presented in this paper has been apgiede
of the important route intersections of Chittago@ity,
Bangladesh, known as Muradpur. Fig.4 shows theugabf
this intersection. The intersection consists of fmads, each
with double line. The four traffic factors data luding road
size (Al), number of vehicles (A2), busy hour (A&)d
number of intersections (A4) have been collecteshasvn in
Table 2. Table 2 shows one set of traffic datateelao four
roads of the intersection. However, in order tot tdse
reliability of the BRBES'’s output in comparison &xpert
opinion as well as fuzzy rule based expert systeRBES)
fifty set of data of this intersection have beetiexted in
different period of a month.
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It can be observed that the green signal of thd manber Giaganal :ggmm arsproduccdbyiifes:
4 should be given more priority than from the otheads Fig. 5: ROC curve
since its degree of belief is higher. Hence, adogrdo the
BRBES'’s generated results at first, signal of thadrnumber VI. CONCLUSION

4 of the intersection will be green, then the roadnber 3, _ o _
then the road number 2 and then road number lbwithade The design, development and application of a belié
green. In this way, by using the BEBES the traffingestion based expert system (BRBES) is presented in thirpa

at the intersection can be managed. Belief rule base as the knowledge representatibersa has
been used to develop the knowledge base of theraysince
TABLE 2: DATA FOR A CASE STUDY it has the capability to handle various types otartainty
“ that exist with the traffic data. Evidential reasmnhas been
used as the inference engine, which is able toeggdge the
46.706% 05/01034 02;58 rules under uncertainty to generate degree ofebelf the
PPl 40 19 Yes 4 T RN TR R referential values of the copsequent attribute tisie green,
% % yellow and blue in traffic signal control. It hasedn
el (74 141 | Yes |4 53.097% 44.86% 2.041 demonstrated that the BRBES presented in this papaore
3 % reliable and better than from fuzzy based expestesy and
GECEY 81 59 Yes 4 60.852% 39.147  0.0% expert opinion. Hence, the system can be appliecbtdrol
a % traffic signal of a city as we have demonstratedum case
A fuzzy rule based expert system (FRBES) develojped study.
MATLAB environment by using the same traffic factand
the results generated by this system using the skatzeare REFERENCES
illustrated. ) B
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Abstract—Artificial Intelligence Markup Language (AIML)
is derived from Extensible Markup Language (XML) which is
used to build up conversational agent (chatbot) artificially. There
are developed a lot of works to make conversational agent. But
low cost, configuration and availability make possible to use it
in various applications. In this paper, we give a brief review
of some applications which are used AIML chatbot for their
conversational service. These applications are related to cultural
heritage, e-learning, e-government, web base model, dialog model,
semantic analysis framework, interaction framework, humorist
expert, network management, adaptive modular architecture as
well. In this case, they are not only providing useful services but
also interact with customers and give solution of their problems
through AIML chatbot instead of human beings. So, this is
popular day by day with entrepreneur and users to provide
efficient service.

Keywords—AIML, chatbot, Alice

I. INTRODUCTION

A chatbot is a conversational agent where a computer
program designed to simulate an intelligent conversation [1].
There are invented various kinds of conversational agent.
But from those agents, AIML (Artificial Intelligence Markup
Language) based chatbot are most popular because they are
lightweight and easy to configure. ALICE is the most popular
AIML based chatbot which won Leobner Price three times
(2000, 2001, and 2004). So, now a day, various kinds of orga-
nizations are interested to implements AIML based chatbot to
get conversation with customers with minimum configuration
and cost. In this paper, we focus on several applications whose
implements AIML based chatbot with additional software
packages to develop efficient applications.

In this paper, section I is introduced about topic and section
II is defined about Artificial Intelligence Markup Language
(AIML) and categories and pattern matching schemes of it.
Then, section III is given some description about integrated
system whose are used AIML based chatbot in their ap-
plication. Finally, section IV is drawn conclusion of this
conversational agent with future scope.

I1.

Artificial Intelligence Markup Language (AIML) is
derivation of Extensible Markup Language (XML). It has
class of data object called an AIML object which describes
the behavior of computer programs. It contains of units
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called topics and categories. Categories are basic unit of
knowledge in AIML. Each category consists of pattern which
contains input and template which contain answer of chatbot.
Besides, there are containing some optional context called
“that” and “topic”. <that>contain chatbot last utterance and
<topic>contain a collection of categories together.

AIML consists of words, underscore symbols and wildcard
symbol like _and *. Tt is also case invariant. There are three
type of categories. [2]

e Atomic categories: These categories are those
patterns whose have no wildcards.
e Default categories: These categories are those

patterns whose have some wildcards _like *. They
have to match any input but differ with their
alphanumerical order.

e Recursive categories: These categories are whose
having <srai>and <sr>tag which simply refer to
recursive and symbolic reduction.

1)  Symbolic Reduction: It reduces complex
grammatical forms to simpler ones.

2) Divide and Conquer: It split an input
into two or more subpart and combines the
response to each.

3) Synonyms: It return similar answer in a

pattern for nearest user pattern of it.

A. Preparation of Pattern Marching

Before starting pattern matching algorithm, each input to
the AIML interpreter must pass through two processes.

e Normalization Process: It is involved 3 phases. Sub-
stitution Normalization is a heuristic applied for an
input which tries to retain information in the input.
Otherwise it would be lost during sentence splitting



or pattern fitting normalization. In Sentence splitting
Normalization, The sentence is split into two or more
sentences using “break sentence at periods” rules.
Then, In Pattern fitting Normalization, It removes
punctuation from the input and convert it uppercase.

Producing Input Path:
Normalized-Input<that>Tvalue <topic>Pvalue.

Input path has three parts. First part is called Normal-
ized Input. Then, <that>tag followed by Tvalue that
holds previous root answer and <topic>tag followed
by Pvalue that holds topic name if it exists _or *
otherwise.

B. Pattern Matching Algorithm

AIML interpreter tries to match word by word to gain
longest pattern matching and try to find which the best one
is. This behavior can be described with Graphmaster set of
files and directories containing a set of nodes which is called
nodemaster and branches represents first words of all patterns
and wildcard symbols.

111.

INTEGRATED APPLICATIONS WITH AIML BASED
CHATBOT

There are several works which are implemented AIML
chatbot with additional package.

Multimodal Pervasive Virtual Guide for cultural
heritage sites: [3] Core of the system is a conversa-
tional agent which is able to talk to tourist in natural
languages. It is based on two main parts: chatbot
module and multimodal interface.

First, chatbot technology is implemented through Al-
ice Technology and it is linked with OpenCyc Tech-
nology for common sense ontology knowledge base.
Cyc organizes concept and assertions into microthe-
ories into new theory. Besides, chatbot can interact
ontology through JAVA API which helps chatbot more
fluent dialogue.

Next, multimodal interface composed of two submod-
ules. First submodule deals with vocal interaction.
It has been implemented a new markup language
called XHTML+Voice. Automatic Speech Recogni-
tion (ASR) and Text-to-Speech (TTS) technologies are
embedded into multimodal browser. Speech process is
carried out through an ad-hoc built in grammar ac-
cording to W3C Speech Recognition Grammar spec-
ification. Second submodule is RFID module which
is estimated PDA position within the environment.
To hold data into a device, there are using a device
called RFID tags. RFID tags categorizes into active
and passive. This is used passive RFID tags which
operate without external power resource and each
having unique ID.

Natural language management for e-learning plat-
form: [4] Tt is an integrated platform consist of with
a basic AIML knowledge, PABX (Private Automated
Branch eXchange) for VoIP phone management and
Servers Control daemon.

In this case, chatbot is called Tutorbot because it is
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functionality backing of didactics done in e-learning
environments. It relies its main features on a de-
scription of knowledge in AIML and contains some
features like natural language management, presenta-
tion of contents, and interaction with search engine.
Besides, the whole e-learning platforms working is
linked to indispensable services in particular to web
service.

It has been created continuous monitoring service on
e-learning platform servers which is another control-
ling machine called Daemon.

If there are any anomalies on the server that contain
e-learning platform, a demand of emergency call to
a fast intervention of technical support that manages
PABX. The software of PABX is chosen by Asterisk
which allows the management regards some essential
practices to our aim.

Integrated E-Government System: [1] This system
is utilized the power of chatterbots to serve interac-
tive support system in enterprise applications. It is
showcased a reference model to utilize GIS in E-
Governance system and consist of core Land Record
Maintenance and Extension module. It added ASE
(Artificial Support Entity) module as a External Ex-
tension that communicates with core IEGS (Integrated
E-Government System) using SOA protocols.

The chatterbot is composed of a set of AIML files
which is a stimulus-response model. It is based on
Program E and uses PHP as front end stores AIML
patterns in MYSQL database and AJAX uses Ul ap-
plication. It consist of Bot User Interface, an interface
and AIML database. It also tries to mimic real human
conversations using Persona-AIML architecture that
consists of Categories Base, Personality Component,
Dialogue Log, Reasoning Component.

IEGS has data outlet modules which work as data
extractors that match parameters and return data re-
lated objects. Implementation ASE to IEGS requires
program E front-end to query IEGS handler using
URL parameters. User queries are Formal queries
and Business queries.Program E front end utilizes
to identify type of queries and decides course of
action from classification.IEGS also utilize powerful
Google maps API to make location to coordinate and
dynamically generate javascripts which drives Google
maps objects for extra functionality.

Intelligent educational system: [5] Intelligent ed-
ucational system (INES) is a functional prototype
of an online learning platform, which combines
three essential capabilities, Learning Management
System (LMS), Learning Content Management Sys-
tem (LCMS),Intelligent Tutoring System ITS). It
consists of different tools and technologies. CHAR-
LIE(CHAtteR Learning Interface Entity) is AIML
based intelligent chatterbot and based on program D
and uses AJAX technology to maintain Asynchronous
communication which enables interactive application
or RIA. Intelligent agent based on BDI (Believes,
Desires, and Intentions) which acts as brain of the
system. Besides, an Inference engine based on JESS
(a rule engine based on Java platform) and decides



what is allowed to do. At last, Ontology is a part
of INES which semantically defines contents of the
courses. Semantic managing users, contents tools are
also used in this system.

Web-based voice chatbot: [6] This Web-based sys-
tem is used intelligent voice recognition capabilities
and black box approaches. It controls communication
structure with web service and consists of three com-
ponents: client, server, content acquisition.

The server is a simple object access protocol (SOAP)
aware internet application which isolates client from
interacting inner workings. All messages are formatted
in an XML and encapsulated in SOAP text based
message pack.

The client contains voice recognition processing mod-
ule. This application can easily accessible by client
browser and user is allowed to register and login to
the system.

When the user logs the system, the system will greet
the user by default and prepare to receive question or
statements. ALICE bot engine is used to fulfill this
purposes which contain a set of AIML files. To assist
the training, Training modules, Third party expert
system, Ultimate Research Assistant were used but to
refine query self-processing AIML-assisted categories
are used.

Besides, there are implemented client applet to provide
better service. It consists of two options: text-input,
voice-input. It also requires a number of libraries for
processing voice inputs and secured communication
with web service. In applet management process, there
are several components which are responsible for
client interruption. Control unit of applet can activate
to event to trigger either interface or voice recognition
module or SOAP communication module.

So, the client send and receive plain text. Web service
processes received queries all response generation
modules.

Framework for Agent-based Semantic-aware In-
teroperability: [7] Framework for Agent-based
Semantic-aware Interoperability (FRASI) is stream-
lining of the chatbot knowledge base and leading
to sentence analysis process. This question-answering
system uses pattern matching chatbot technology. It
consists of atomic, default, ontology based, and ulti-
mate default. But this contains some limitations. To
reduce limitations, it proposed three modules to use
with chatbot.

Enhanced Symbolic reduction (ESRAI) preprocesses
sentences and reduced them into simpler structure.

A second module, named bootstrapping module can
exploits ontologies in order to automatically extend
Chatbot KB.

Third module is CYD module which makes it pos-
sible to use ontologies to make dynamically answers
generated by inference processing of user question.

Automatically Extracting Dialog Models: [8] This
system is works as task-oriented natural language
dialog system which is interact with user to accom-
plish a given objective. In this case, there is proposed
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unsupervised, apriori like algorithm which extracts
subtasks and their valid orderings. In order to extract
subtask from a corpus, this model is responsible to do
this.

First, it is needed to cluster and canonicalize similar
utterance semantically to replace all the name entity by
their type and generate a feature vector for each utter-
ance. Feature vectors are clustered to group together
semantically with similar utterance. This process is
called Utterance Normalization.

Second, there are discovered subtask form normal-
ization calls then finding precondition (utterance pre
condition, flow pre condition) for each subtask. This
process is called mining subtask from call transcripts.
Third, Extracted task structure is encoded as an AIML
construct to build task-oriented chatbot. This process
is called AIML Generation.

Multimodal Interaction Framework with Embod-
ied Contextual Understanding: [9] This framework
is based on simulation platform named SIGVerse. It
is divided into Server System, Client System, Service
providers.

In Server System, SIGServer is the center of simula-
tions and it runs core application and agent controller
is works as agent intelligence.

Human user interfaces with simulation is happened
via SIGViewer and HRI interaction is happened via
various user interfaces in the client system.

Then, in Service Providers, it offers additional fea-
tures. In this case, Dialogue engine and behavior
recognition module are developed and facial expres-
sion, speech emotion is under development. Besides,
Dialogue Engine utilizes AIML and behavior recog-
nition module is used Mimesis model with Hidden
Markov Model.

Humorist Chatbot System: [10] Humorist bot is
conversational agent which is provided sense of humor
by telling humorous anecdote to user and capable to
listening jokes, trying to understand humorous level.
It has a set of standard Alice categories which allow
holding a general conversation with user. It has also
another set of categories which aimed at humorist
sentence generation. Next, it contains a set of Chatbot
to recognize humorous intent with external resources
and CMU pronunciation dictionary. This agent is
mainly tried to humorous interact with user.

Dorothy Network Management chatbot: [11]
Dorothy chatbot is not only interacts with user but
also manage network via management protocols. It
is used based on ALICE solution. ALICE integrated
with Dorothy by generating 5 parameters which are
topic, address, operation, time and situation. This
system consists of three modules: central module,
PBO module and network history information module.
Central module is responsible to receive all infor-
mation generated by ALICE. Network history infor-
mation module consists of collect module, history
information base. Collect module collect information
of network and history information database. History
information base is used to collect measurement of



network between intervals. PBO module is based on
case-based reasoning and problem solving.

e  Sub-symbolic layer in Intuitive chatbot: [12] This
is combined Latent Semantic Analysis with common
sense and traditional knowledge representation to im-
prove ialogue capabilities. In this case, agent area is
consist of two area: rational area, associative area. Ra-
tional area composed of AIML KB and CYC ontology.
On the other hand, asssociative area is obtained with
mapping CYC concept as vectors into semantic space
built by means of Latent Semantic Analysis. Given a
specific microtheory which is collection of concepts
and facts of particular domain and semantic space
inferred from corpus text. Corpus is created both ad
hoc extracted pages from Wikipedia repository with
specific CYC microtheory. Ecah concept projected on
the space and reciprocal geometric distance between
concepts defines sub-symbolic relationship net which
is seen as sub symbbolic semantic layer automatically
added CYC ontology. So, chatbot can interact with
user exploiting its standard KB and CYC ontology
but it can use of its assertive reasoning area to retrive
semantic concepts between ontological concepts that
are easily reachable through assoicative sub-symbolic
paths.

e Adaptive Modular Architecture based chatbot: [13]
This conversational agent is based on modular knowl-
edge representation and proof-of-concept prototype. It
is hybrid model and consist of different knowledge
representation and reasoning capabilities which com-
posed of different components: dialogue engine, dia-
logue analyzer, corpus callosum. The goal of dialogue
engine to split traditional monolithic knowledge base
into different components called modules. Each mod-
ule of the dialogue engine has its own inference engine
and knowledge base composed of Alice technology.
Besides, The framework is general purpose. Dialogue
analyzer is capable to capture particular feature related
to context of dialogue and manage them as variables.
There are mainly four kinds of context variables:
topic, speech act, user, goal. Corpus callosum is used
as module selector and a planner. Modular selector
can enable or disable dialogue module to select more
appropriate module. Besides, a planner uses a specific
context variables in order to define temporal evolution
of each module.

1V. CONCLUSION

Integrated Systems are played important role in various
field of client service. It is very difficult for a visitor to
understand the system easily without any guidelines. In this
case, chatbots give these additional service to the viewer.

In this paper, we illustrate some integrated systems which
are added AIML based chatbot to their system to make
interaction with user. Various different API and package with
lightweight AIML files make this system more flexible and
interactive to use in various field. Besides, automated con-
versational agent based system is played a significant role
to interact with user.So, service provider has spend less cost

to provide automated conversational agent instead of human
conversational agent. Besides, user get unlimited full time
chatting service which make interest user to use this particular
service. So, The integration of this chatbot service give service
provider extra business facilities in their particular service.
In this case, it has contain a great business field to manage
customer using machine intelligence with more flexible and
efficient ways.

REFERENCES

[11 R.Mahapatra, N. Sharma, A. Trivedi, and C. Aman, “Adding interactive
interface to e-government systems using aiml based chatterbots,” in Sof#-
ware Engineering (CONSEG), 2012 CSI Sixth International Conference
on. IEEE, 2012, pp. 1-6.

[2] B. A. Shawar and E. Atwell, “Using dialogue corpora to train a chatbot,”
in Proceedings of the Corpus Linguistics 2003 conference, 2003, pp.
681-690.

[3] A. Augello, A. Santangelo, S. Sorce, G. Pilato, A. Gentile, A. Genco,
and S. Gaglio, “A multimodal interaction guide for pervasive services
access,” in Pervasive Services, IEEE International Conference on.
LEEE, 2007, pp. 250-256.

[4] D. De Orlando and F. Giovanni, “An integrated system, with natural
language management, for the monitoring activities in e-learning en-
vironments,” in Complex, Intelligent and Software Intensive Systents,
2008. CISIS 2008. International Conference on. 1EEE, 2008, pp. 965—
970.

[S] E Mikic, J. C. Burguillo, M. Llamas, D. Rodriguez, E. Rodriguez er al.,
“Charlie: An aiml-based chatterbot which works as an interface among
ines and humans,” in EAEEIE Annual Conference, 2009. TEEE, 2009,
pp. 1-6.

[6] S. du Preez, M. Lall, and S. Sinha, “An intelligent web-based voice
chat bot,” in EUROCON 2009, EUROCON’09. IEEE. IEEE, 2009,
pp. 386-391.

[71 A. Augello, G. Pilato, A. Machi, and S. Gaglio, “An approach to en-
hance chatbot semantic power and maintainability: Experiences within
the frasi project,” in Semantic Computing (ICSC), 2012 IEEE Sixth
International Conference on. IEEE, 2012, pp. 186—193.

[8] S. Negi, S. Joshi, A. Chalamalla, and L. V. Subramaniam, “Auto-
matically extracting dialog models from conversation transcripts,” in
Data Mining, 2009. ICDM’09. Ninth IEEE International Conference
on. 1EEE, 2009, pp. 890-895.

[9] J.T.C. Tan and T. Inamura, “Extending chatterbot system into multi-
modal interaction framework with embodied contextual understanding,”
in Proceedings of the seventh annual ACM/IEEE international confer-
ence on Human-Robot Interaction.  ACM, 2012, pp. 251-252.

[10] A. Augello, G. Saccone, S. Gaglio, and G. Pilat, “Humorist bot:
Bringing computational humour in a chat-bot system,” in Complex,
Intelligent and Software Intensive Systems, 2008. CISIS 2008. Inter-
national Conference on. TEEE, 2008, pp. 703-708.

[11] M. D. Leonhardt, L. Tarouco, R. M. Vicari, E. R. Santos, and M. D.
S. d. Silva, “Using chatbots for network management training through
problem-based oriented education,” in Advanced Learning Technolo-
gies, 2007. ICALT 2007. Seventh IEEE International Conference on.
IEEE, 2007, pp. 845-847.

[12] G. Pilato, A. Augello, G. Vassallo, and S. Gaglio, “Sub-symbolic
semantic layer in cyc for intuitive chat-bots,” in Semantic Computing,
2007. ICSC 2007. International Conference on. 1EEE. 2007, pp. 121—
128.

[13] G. Pilato, A. Augello, and S. Gaglio, “A modular architecture for
adaptive chatbots,” in Semantic Computing (ICSC), 2011 Fifih IEEE
International Conference on. 1EEE, 2011, pp. 177-180.

90



1st International Conference on Computer & Information Engineering, 26-27 November, 2015
Organizer : Dept. of CSE, Rajshahi University of Engineering & Technology, Rajshahi, Bangladesh

Character Recogntion System: Performance
Comparison of Neural Networks and Genetic
Algorithm

Md. Shahazan Ali

Dept. of Computer Science & Engineering (CSE)
Rajshahi University of Engineering Technology
Rajshahi, Bangladesh
kernel.writer@gmail.com

Abstract— This thesis underlying the thesis title “Character
Recognition System: Performance Comparison of Artificial
Neural Networks and Genetic Algorithm” represents the
character recognition using the Artificial Neural Networks
(ANN) and Genetic Algorithm (GA) and measurement of various
performance by changing various selection criteria of both
algorithm. We used Backpropagation Learning Neural Network
Algorithm (BPN) as the ANN. This system has been taken the
character’s image as its input. The input images have been
filtered by filtering methods of image processing to remove noise
and smoothing it and converted to binary image to detect its
edges properly and clipped to get the actual image to input to the
system. Features of each individual clipped images have been
extracted by taking a definite resize binary image value. These
extracted features of input images of characters is used by the
Backpropagation Learning Neural Network Algorithm and
Genetic Algorithm. Thus the network has been trained and
creates a knowledge base of recognition. The same procedures
have been applied for recognition but with only difference is that
the neural network is used the previously learned weights and
thresholds to calculate the output for BPN. In this work the
performances of changing the various selection criteria of both
algorithms have been also measured to learn and recognize the
character.

Keywords—Character; Recognition; Character Recognition
System; ANN; GA; BPN; Pattern; Learning; Generation;
Population;  Selection; Mutation;  Crossover; Chromosome;
Survivial of Fitness;

L INTRODUCTION

It is often useful to have a machine perform recognition. In
particular, machines that can read symbols are very cost
effective. A machine that reads banking checks can process
many more checks than a human being in the same time. This
kind of application saves time and money, and eliminates the
requirement that a human performs such a repetitive work. It
has opened a new era for the mankind to enter into a new
world, commonly known as the technical world. It has been a
part of everyday life. It is a long cherished dream of mankind
to create intelligence outside the human body. As a result of
the emergence of the character recognition system, the
computer is able to classify the character as human can
identify them.
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Character recognition means matching a pattern as part of a
defined character set of defined language. In present time
people used to convert paper copy to soft copy of data to
better implementation of storage device. And some machine
needs to detect character sequence. Total work of character
detection is divided into two parts: one, low and mid-level
processing of a give character and two, recognizing the
pattern. First part contents image acquisition, sampling,
segmentation and key generation and second part is image
recognizing by specific computation system which may be
three types: neural, non-neural and statistical. Accuracy
depends on choosing and implementing both efficient low and
mid-level processing and efficient recognition system.

In the character Recognition System multiple preprocessing
and processing states have been employed. The complete
System can be described in two stages, one is learning stage
and other is testing stage.

II.  ARTIFICIAL NEURAL NETWORKS

Artificial Neural Networks are relatively crude electronic
models based on the neural structure of the brain. These neural
networks are used to implement the behavior of the biological
neurons artificially in the computer.
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These networks also learn from the some trained values
as human and other animals learn from example and previous
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Fig. 2. A Neural Network

A simple model as shown in figure can capture the
behavior of a neuron. Every component of the model bears a
direct analogy to the actual constituents of a biological neuron
and hence is said artificial neuron. Here x1, x2, ..., Xn are the
inputs to the artificial neuron and w1, w2, ..., wn are weights
attached to the input links. Hence the total input I, received by
the soma of the artificial neuron is, I = wilx1l + w2x2+ ... +
wnxn. To generate the final output y, the sum is passed to a
nonlinear filter o called activation function or transfer function
which releases the output. Some of the neurons interfaces with
the real world to take input, some does processing and some
interface with the real word to produce output. This output
might be the particular character that the network can think
that has scanned or the particular images it thinks it being
viewed. As shown in fig 1 and fig 2, all the neurons connected
to process the algorithm is called neural networks.

III.

GA (Genetic Algorithm) is an optimization and search
techniques based on the principles of Genetics and Natural
Selection. Natural selection always tends to pick the fittest
individuals dominating over the weaker ones and it always
favors the positive adaptation resulting into the best one to
survive in the long run. GA is a part of the evolutionary
optimizing computing inspired by Darwin’s survival of the
fittest. GA is an adaptive search heuristics that mimics the
process of natural evolution which uses techniques like
Selection, Crossover, Inheritance and Mutation. The basic
working flow of GA is that it starts with a set of solution to a
problem (initial population) and then applies the selection,
crossover, mutation and its other operators to produce another
set of population. The algorithm uses ‘survival of fittest’
technique to choose individuals from the input population. It
repeats the same procedure over and over (like human
generation) until a certain criteria meets.

GENETIC ALGORITHM

IV. IMPLEMENTATION OF CHARACTER RECOGNITION SYSTEM

There are three parts in the recognition system. For the first
part, the image processing and extracting patterns/features from
it, we used Matlab software by Matwork. The extracted
features/patterns of the character images is stored in a file. The
second part of the system, learning phase, is to feed those
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extracted features in to BPN and GA algorithms to learn the
extracted patterns. Feature Extraction: In the image processing
part i) images are acquired/collected and saved to disk, ii)
convert it to a grayscale image, iii) remove noises by median
filtering, iv) detect edges by Kenny algorithm, v) detects
boundary of the edges and resize the image to minimum size so
that it holds the whole character. As BPN works with same size
of images and for faster learning, we used 15x15 images after
boundary detection. So we need 225 input nodes in BPN
network.

(a) (b)

Fig. 3. (a) is the input to image processing part and (b) is the output after
boundary detection

A. Learning in BPN

We used 225 input layer nodes, 10 hidden layer nodes and
5 output layers node. We used sigmoidal gain of 0.09, learning
coefficient of 0.15 both for hidden and output layer with error
tolerance rate 0.05 for faster and efficient learning after
studying of those parameter changes in the BPN algorithm.
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Fig. 4. Effect of changing sigmoidal function value while keeping others
constants
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Fig. 5. Effect of changing number of hidden layer nodes while keeping
others constants
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Fig. 6. Effect of changing learning coefficient value while keeping others
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B. Learning in GA

In GA, the final processed image’s binary matrix is used as
the chromosome. We applied crossover and mutation

operation.

obj no. Fithess
1 224800
2 296850
3 387800
4 317900
5 348500
6 333200
7 210450
8 0
9 275400
10 224800
11 224800
12 224800
13 224800

Status : Recongnize -->patterns8

Fig. 7. A sample output of the GA program we wrote

For selection, all the individuals is copied to next
generation as we have very new number of chromosomes. At
the end of every generation the absolute difference of
corresponding pixels is summed up and this is added with the
fitness of the previous generation. The fitness at generation
zero is zero. This fitness value is used to find out the character
that better match with the given unknown by comparing this
minimum fitness value with a predefined threshold value. If the
minimum fitness value is greater than that threshold value, the
character is considered as unknown; otherwise it is considered
as known.

V. ANALYSIS AND COMPARISON OF THE ALGORITHMS

In this character verification system, the Error
Backpropagation and Genetic Algorithm is used. The neural
network is first initialized for processing by removing any run-
specific data from the previous iteration. This involved
resetting any cached values, including deltas, and activation
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levels, to a random value. An input pattern is then presented to
the network. In this work, we have studied various techniques
to prepare input pattern from given character and identified the
better one for our needs. We have used gray-scale images for
the steps and that binary prepossessed images is then fed to
BPN and GA. In learning phase, we set the error rate is set less
than 0.05 for this network. The number of iterations in which
the network reached the specified error goal is 300000. The
learning rate of the network is set to 0.9 and the spread factor is
set to 0.15. It is expected from a character verification system
to acquire high accurate recognition rate while the
unrecognition rate and false recognition rate should be too low.
In later case is opposite, that is, if unrecognition rate and false
recognition rate are high, the security questions arises.
Following are some comparison between the algorithms based
on some parameters.

TABLE L TIME REQUIRED BY BPN FOR ERROR RATE 0.09 AND 0.05
WITH VARIOUS NO. OF PATTERN
Generation No. of Pattern Time {sec}
10 5 0.00
10 8 0.0
10 10 1.672
10 13 1.79
15 5 0.55
15 1.19
15 10 1.18
15 13 1.95
TABLE II. TIME REQUIRED BY GA FOR GENERATION OF 10 AND 15 WITH
VARIOUS NO. OF PATTERN
Generation No. of Pattern Time {sec}
10 5 0.00
10 8 0.0
10 10 1.672
10 13 1.79
15 5 0.55
15 8 1.19
15 10 1.18
15 13 1.95
TABLE III. ACCURACY OF BPN - 84.62%
Parameters Value
Total Learned character 13
Execution of different character 30
Successful Recognize 11
Unsuccessful Recognize 2

TABLE IV. ACCURACY OF GA - 61.54%



Parameters Value
Total Learned character 13
Execution of different character 30
Successful Recognize 8
Unsuccessful Recognize 5
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Fig. 8. Time comparison between BPN with error rate 0.09 and GA with
generation 10
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Fig. 9. Time comparison between BPN with error rate 0.05 and GA with
generation 15
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VI. CONCLUSION

The field of character recognition is an active topic of
research and development of many years. The character
recognition system is used to identify the Character. Till now,
no intelligent system has been developed which gives output
without no errors. Always there are occurring some errors due
to the variation of input patterns. Character recognition is .a
very complicated system because character shape can be
various shaped. It is not possible to store all shaped character in
database. As a result there are situations like unrecognizing and
false recognizing. Moreover due to the performance variation
of the input character can’t be detected correctly and pattern
may change extremely. In this paper we have developed and
illustrated a recognition system for character using BPN and
GA and shows the various parameters comparison.
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Abstract—Water is one of the most precious resources of our
environment. This water body is often faced the quality questions
because of being polluted by ammonia, chemical wastes, sulfur
dioxide from power plants, fertilizers containing nutrients--
nitrates and phosphates, sediment, phytoplankton, etc. So, it is
very necessary to assess quality of different water bodies. In this
study, satellite images have been used for water quality
measurement using histogram comparisons. A satellite image has
been chosen to use as the original image whose water body has
been considered as a standard of clear water body. Then this
clear water body has been separated from other features using
clustering at first to be used as standard ones and their number
of pixels in percentage has been counted. Those images which
contain the same percent of water bodies as the perspective
standard ones can be verified by comparing their histograms.
Euclidean distance has been measured between the standard and
tested image’s histograms. A tolerance level has been taken to
assess the water quality as excellent, better, good, bad and poor.
Finally if the distance falls within the tolerance level the water
body can be categorized as excellent, better, good, bad or poor
based on their degree of purity.

Keywords—quality assesment; histogram;clustering; Euclidean
distance

I. INTRODUCTION

Water is a vital element of our environment. But it becomes
harmful for us when mixed with various pollutants like
sewage, fertilizer, acid rain, wastes from oil industry, etc.
These pollutants being mixed with water of lakes, rivers,
oceans, aquifers, and groundwater make those water sources
being affected. Water of these sources should be tested at
regular intervals for measuring their quality to know how
much safe they are. In this paper the concern of testing water
regularly has become the issue of quality assessment of water
body.

Remotely sensed data provides a means of delineating
water boundaries over a large area at a given point in time
[1].So here remotely sensed images have been chosen for
detecting water body and measuring its quality. Commonly
three types of techniques are applied to remotely sensed data
to separate water bodies from other features: 1. Supervised

classification technique 2. Unsupervised classification
technique 3. Object-based classification technique. In
supervised classification, analysts should have priori
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knowledge about the data and should provide the network not
only the inputs but also desired output that means the network
should be trained up first and then it can test new data to
classify them into different classes. Artificial neural network
can be an example of supervised classification. A cost-
effective remote sensing-based methodology was developed to
predict water quality parameters namely chlorophyll-a,
turbidity, and phosphorus over a large and logistically difficult
area before and after ecosystem restoration and during the wet
and dry seasons using artificial neural network [2].

In case of unsupervised classification no target output is
presented to the network & it learns of its own by discovering
and adapting to structural features in the input patterns.
Common Unsupervised classification methods are -a. Simple
One-Pass Clustering b. K Means c. Fuzzy d. Minimum
Distribution Angle e. Adaptive Resonance. The left one is
object-based image classification which generates objects of
different shapes and scales and these objects can be classified
based on texture, context and geometry.

After choosing techniques for detecting water body it is
necessary to identify features on the basis of which the
decision of separation of water body from others can be taken.
Reflectivity can be considered as a feature vector in case of
water body classification. Reflectivity of water varies from
band to band. The reflectance of water in infrared and short-
wave infrared bands is lower than that of other objects like
vegetation, buildings, bare soil, and roads and so forth [5]. On
the basis of this information water body can be separated from
other objects. Composition of two or more bands also gives
information about water body. In case of a multispectral image
the combination of 3, 2, 1 bands (which is called the nature
color combination) provides most water penetration and the
composite of bands 7, 4, 2 shows the river in dark blue color
also in case of multispectral imagery[6].

Multivariate statistical method including cluster analysis
(CA) was used to assess temporal and spatial variations in the
water quality of Euphrates River, Iraq, for a period 2008-2009
using 16 parameters at 11 sampling sites [12]. Here in this
paper ISODATA clustering (an example of unsupervised
classification) algorithm has been used to separate water body
from other objects of an image. After applying this clustering
technique only water body has been considered for the work



rejecting the other objects. Then histograms of the water body
of original images have been taken into consideration to
compare them with the histograms of test images using
Euclidean distance. Finally the distance has been compared to
the specified tolerance level of water quality measurement on
the basis of which decision about water quality has been taken.

II. CLUSTERING

Clustering is one kind of wunsupervised classification
technique. It actually means finding natural grouping among
objects that is same type of objects are taken into one group.
In case of image classification, pixels are grouped based on
the reflectance properties of pixels and these groupings are
called clustering. We can consider the following figure to
understand clustering.
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Fig. 1. Example of clustering
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Here from the above figure it can be noticed that pixels
representing water body contains same criteria and thus they
are considered as one group, the same case for vegetation and
soil and this represents the concept of clustering.

Clustering algorithms can be of different types such as single-
pass, ISODATA and so on. ISODATA clustering algorithm
has been chosen for our work.

ISODATA [8] is a method of unsupervised classification
which doesn’t need to know much about data beforehand. In
case of this algorithm user defines threshold values for
parameters and computer runs the algorithm through many
iterations until threshold is reached. It has been observed from
[8], [9] that ISODATA works based on center method. In this
algorithm cluster centers are randomly placed and pixels are
assigned based on the shortest distance to center method. The
standard deviation within each cluster and the distance
between cluster centers is calculated. The ISODATA
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algorithm splits clusters if one or more standard deviation is
greater than the user-defined threshold and the algorithm
merges clusters if the distance between them is less than the
user-defined threshold. The algorithm performs second
iteration with the new cluster centers. ISODATA continues
performing iterations until

— 1) the average inter-center distance falls below the user-
defined threshold,

— ii) the average change in the inter-center distance between
iterations is less than a threshold, or

— iii) the maximum number of iterations is reached

In this work, we have used MultiSpecWin32 software to
perform the ISODATA clustering. Here to classify each pixel
to a specific cluster a threshold value is needed on the basis of
which merging or splitting of clusters is done [9]. Merging of
clusters is done when the number of pixels in a cluster is less
than a certain threshold or if the centers of two clusters are
closer than a certain threshold. If the clusters’ standard
deviation exceeds a predefined value and the number of
members (pixels) is twice the threshold for the minimum
number of members then clusters are split. For our work ‘100’
has been chosen as the threshold value. This ‘100’ is a
standard threshold value which forces the system to assign
every pixel in the image to one of the clusters and value less
than this specifies the tolerance for assignment of pixels. For
this