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Abstract— Liver cancer patients have a high death rate due to 
the diagnosis of the disease in the final stages. Computer-aided 
diagnosis from various medical imaging techniques can assist 
significantly in detecting liver cancer at a very early stage. This 
paper presents an automated method of detecting liver cancer in 
abdominal CT images and classifying them using the histogram 
of oriented gradient - support vector machine (HOG-SVM) 
algorithm. The proposed model consists of several stages where 
the image is first normalized and preprocessed using a Median 
and Gaussian filter to remove noise in the image. The image 
segmentation and liver area extraction are executed in the second 
stage combining thresholding and contouring. We integrated an 
ROI based histogram oriented gradient (HOG) feature 
extraction to train the classifier which impels the classification 
faster than the conventional methods. Finally, liver CT images 
are classified implementing support vector machine and 
segmented results are highlighted with different markers. The 
proposed system is tested on real data of 27 confirmed early-
stage liver cancer and the experimental result shows an accuracy 
of 94% detecting liver cancer.  

Keywords— Computed Tomography (CT), Liver Cancer, Image 
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I. INTRODUCTION 

Liver cancer is the world’s sixth most common cancer and 
it is more found in male than female according to world cancer 
research fund (WCRF) [1]. It is the second most dominant 
cancer for death and every year at least 550,000 people die 
from liver cancer all around the world [2]. Liver cancer or 
primary liver cancer is that cancer which emanates from the 
liver. The most lethal and commonly found primary cancer is 
Hepatocellular carcinoma (HCC) in the liver which is basically 
a malignant tumor. Cancer originating from a different part of 
the body and further spread into the liver is commonly known 
as Metastases or secondary liver cancer. It is critical to 
annihilate liver cancer if it is diagnosed at a late stage. 
Therefore it has been under extensive priority to detect this 
cancer in an early stage.  

In recent years medical image processing has become an 
essential part of diagnosing and accumulating disease 
information for aiding in clinical decision support. It is also 
helpful for monitoring and examining the impact of treatment 
on infected cells. For liver cancer detection, multiple imaging 
methods are used including Ultrasound, Magnetic Resonance 
Imaging (MRI) and Computed tomography (CT). CT scan is 
one of the key imaging processes for liver cancer identification 
which is popular being non- invasive, high resolution and 
precision of cancer tumor localization. Thus, it has been 
subjected to substantial attention for cancer research. Doctors 
usually undergo many tests for the confirmation of cancer and 
unusual cell growth inside the liver. Sometimes the test report 
takes time to be overviewed by the specialists and all these 
observations are manual. Besides, the spatial morphological 
transformations are not very significant at the early stage of 
liver cancer or malignant tumor [3]. Hence, it becomes more 
strenuous for diagnosis or even wrong diagnosis in some cases.  

In the modalities of diagnosing liver cancer or malignant 
tumor, segmentation and quantitative analysis is a major part. 
Several studies on automatic/semiautomatic methods for liver 
tumor detection and segmentation have been inaugurated 
depending on strategies including Bayesian approaches, 
entropy-based segmentations, Level-set techniques, multi-level 
thresholds, and region growing techniques [4]. From previous 
case studies, it has been found that supervised classification 
models have better performance in accuracy and more effective 
for segmenting liver cancer. In this paper, we have approached 
to design a novel system for automated detection of liver 
cancer from the CT scan images which will save up time for 
doctors as well as assist them to oversee the treatment effect on 
cancer cells. 

II. RELATED WORK 

For liver cancer or malignant tumor diagnosis, several 
studies have been developed using multiple algorithms and 
feature extraction method along with different classifiers. A 
completely automatic system for segmenting liver tumors 
without human interaction has been proposed by Abdel-
Massieh et al. [5]. In this process, they have used thresholding 



method on segmented liver on a binary image to separate the 
liver tumor. Zhang and his peers have presented an interactive 
method where the CT volume has been partitioned into many 
catchment basins by watershed transform and trained the 
Support vector machine classifier from user-selected seed 
points to segment the liver tumor [6].  

A texture-based classification model has been introduced 
by Huiyan Jiang, Fengzhen Tang, and Xiyue Zhang. After 
selecting the ROI by Lazy-Snapping and extracting texture 
features they used F-score algorithm to select relevant features 
[7]. They feed these data to train their model to classify liver 
cancer combining parallel Support Vector Machine with 
Particle Swarm Optimization method from CT image. Wen-Jia 
Kuo also brought another model using the PSO-SVM 
algorithm where he used the statistical feature matrix for 
primary texture feature extraction which procured an accuracy 
of 80% on both benign and malignant tumors recognition [8]. 

 In our algorithm, we incorporated the histogram oriented 
gradient feature which has been previously used for traffic sign 
detection, car or other vehicle recognition, pedestrian tracking 
and also in other image segmentation algorithms. Yao Chang 
along with his co-researchers presented a method for detecting 
traffic signs using HOG features and integrated grid search to 
optimize for classification using SVM [9]. 

III. MATERIALS AND METHOD 

In our research, a computer-based image processing 
technique with Open Source Computer Vision (OpenCV) 
integrated with python language has been used. The 
information from the CT scan is recorded in the format of 
DICOM images (Digital imaging and communications in 
medicine). The collected data can be represented as a 2D image 
slice or 3D volume reconstructed from a set of 2D images. 

During this research, a number of dummy images are taken 
from The Cancer Imaging Archive (TCIA) and the other real-
time liver cancer images are convened from CHEVRON 
diagnostic center. Here all the training and test dataset that was 
pre-diagnosed with cancer have been confirmed and localized 
in the image by cancer specialists from Mohakhali Cancer 
Institute. The images, therefore, prepared for analysis using a 
medical image conversion tool, radiant DICOM viewer. The 
DICOM files exchange between the two entities that are 
capable of receiving an image and patient data in its own 
format, following the interconnection and the interaction of the 
equipment and transfer the data [10]. The images thus can be 
transformed from the DICOM images to any regular image 
format. For our work and also in any image processing domain 
for medical purposes, it is compelling to use the ‘.BMP’ as 
image format which is accessible for further image processing. 
For writing, debugging and testing of the program an IDE 
called ‘Anaconda’ has been used. In this research, the liver 
cancer segmentation is proposed based on intensity distribution 
in the ROI with a unique algorithm combining support vector 
machines and adaptive thresholding process.  

The proposed CAD model (Fig.1) in this paper 
encompasses three major stages, including (A) image 
preprocessing, (B) defining the region of interest (ROI), (C) 
feature vector extraction using Histogram Oriented Gradients, 

followed by (D) Model training and (E) Cancer Detection & 
Classification.  

 
Fig. 1. The complete diagram of the proposed model for liver cancer detection 
& Classification 

A. Image Preprocessing 

For the training phase, we have selected a total of 100 
confirmed HCC images along with 100 normal state liver CT 
image. Each input image is a color image containing 512×512 
pixels. This first stage image preprocessing is carried through a 
Gaussian filter of 1×1 window followed by a Median filter 
with a kernel size of 3×3 window as shown in the fig. 2. We 
label this image as the base image (Ibase) for ROI selection. 
The Gaussian filter helps to remove the random noise from the 
image before other filtering or segmentation process comes 
into action. Thus the computational complexity also gets 
reduced for the whole model. On the other hand, the leverage 
of using a Median filter is that it doesn’t generate any unusual 
pixel values while the window undergoes an edge inside the 
image. Hence the data all over the image persists almost intact. 
CT images get corrupted by unwanted and random noise in the 
process of data transmission and digitization during image 
compression.  

 
Fig. 2. Before and after image preprocessing with gaussian & median filter 



B. ROI Selection 

This second stage of our model is executed in three sub-
stages comprising, (i) Liver Preprocessing, (ii) Liver Boundary 
Segmentation (iii) Final ROI selection 

 
Fig. 3. Three steps ROI Selection for feature extraction 

(i) Liver Preprocessing: We used the base image Ibase(h,v) as 
the input image for the liver preprocessing. The primary task of 
this operation is to filter out the unwanted dark and bright 
portions in the CT image and therefore providing a clear path 
to extract the liver. An 11×11 window of Median filter along 
with Gaussian filter of 9×9 window size is applied to allow 
merging the neighboring pixels in the spatial domain of the 
resulting image I(h,v) with a close gray-level intensity inside 
the liver region. After that, a binary threshold image t(h,v) is 
constructed using the threshold technique where the limits are 
calculated using the mean filter with a suitable constant. The 
constant is positive for the upper limit and negative for the 
opposite. The threshold function is processed implementing the 
following equation. 

,ሺℎݐ ሻݒ = ൜1	݂݅	ܫሺℎ, ሻݒ > ݉݁ܽ݊ + ,ሺℎܫ	݂݅	0	1ܥ ሻݒ < ݉݁ܽ݊ − 2ܥ  (1) 

This sub-stage eliminates mostly the portions outside the 
cross-section of the chest boundary and the spinal region. To 
obtain the primary region of interest we endorsed the contour 
with the largest area from the threshold image as a binary 
mask M(h,v) by means of only the external border for each 
contour. The function is operated with a simple chain 
approximation which reduces the number of points to define 
the contour saving memory and computation time. Then we 
used the image mask M(h,v) with the base image Ibase(h,v) as a 
bitwise AND operation which multiplies every pixel from the 
base image with the corresponding pixel from the mask of the 
same position in the image array. 

ILP(h,v)= Ibase(h,v)*M(h,v) (2) 

The whole liver preprocessing algorithm can be depicted as 
fig. 4. 

 
Fig. 4. Liver Preprocessing ( Input image, Filtering, Drawing contour, 
Masking, final preprocessed liver image) 

(ii) Liver Boundary Segmentation: Subsequently defining the 
primary region of interest, in this sub-stage the liver is 
segregated using the same technique. Instead of using a smaller 
window size the kernel was 37×37 for the median filter and 
21×21 for the Gaussian window size. The larger window size 
of the Median and Gaussian filter squeezes down the edges 
which help to reduce the error in detecting the edges of the 
liver. For the threshold function this time no constant was used 
for the lower limit along with the mean value. The equation for 
threshold function is constituted as 

,ሺℎݐ ሻݒ = ൜1	݂݅	ܫሺℎ, ሻݒ > ݊ܽ݁ܯ + ,ሺℎܫ	݂݅	0	3ܥ ሻݒ < ݊ܽ݁ܯ  (3) 

It is also experimented to combine the two sub-stages of liver 
preprocessing and liver segmentation in a single stage. But 
implying various windows sizes in the first sub-stage it has 
found that a larger window size than 11×11 for median filter 
and 9×9 for Gaussian filter tends to reduce the performance 
for the segmentation of liver. Accordingly, a smaller window 
provides less homogeneity in gray level intensity between the 
pixels inside the liver which also reduces the segmentation 
performance. The rest of the process is followed by creating a 
mask using the largest contour and multiplying it with the 
Preprocessed liver image ILP(h,v) to approximate the final 
extracted liver IL(h,v) as fig. 5.  



 
Fig. 5. Liver boundary segmentation ( Preprocessed liver image, Filtering, 
Drawing contour, Masking, final segmented liver image)   

(iii) Final ROI selection: A primary mask has been used to 
remove the bright spots referring to blood vessels inside the 
liver CT image which might diversify the features in the next 
step. The rest of the procedure is similar to the liver 
segmentation method. To get a better output, the probable 
cancer regions are primarily thresholded from the filtered liver 
image I(h,v) involving the mean value and a constant to create 
the mask. Although, for the AND operation, the segmented 
liver image IL(h,v) was used with the mask which preserves 
more spatial information in order to extract the HOG features 
for the following stage. 

 
Fig. 6. Final ROI selection from the segmented liver image 

C. Feature extraction using the Histogram oriented Gradients 

Features are elucidated as a vector, composed of only 
essential attributes of an image. In our case, we utilized the 
Histogram Oriented Gradients as the feature vector to train the 
classifier. At first, we calculated the magnitude and the 
orientation of the gradients at each pixel of the final spatial 
region of interest in the image. The gradient computation can 
be done using a variety of masks of 1D point derivatives [11]. 
The easiest way to compute the gradients is using a simple 
kernel of [-1,0,1] which also results in better performance than 
any larger kernel such as diagonal or cubic corrected masks. 

The magnitude and the angle is calculated as of the following 
equations. 

G=ඥܩଶ +  ଶ (4)ܩ

ϴ=arctan 
ீீೡ  (5) 

The HOG descriptor splits the image into smaller cells 
defined by the number of pixels by the user. We have used a 
cell size of 16×16 pixels which accumulates a total of 256 
magnitudes and 256 orientations. The next step of Histogram 
calculation is spatial binning of the gradients according to their 
orientations which forms the channels in the histogram. We 
validated 9 orientation bins that divide the orientation evenly at 
every 20◦ over 0◦ to 180◦. These are unsigned orientations 
since a gradient and the negative of that are considered the 
same for binning. The votes are aggregated for every pixel in 
the cell according to the direction of the gradients and 
weighted by their magnitude. Any individual gradient might 
corrupt by noise therefore; histogram computed by spatial 
binning of the gradients makes it less exposed to noise. To 
make the HOG representation more robust and less sensitive to 
exposure variations we incorporated the L2 normalization over 
a block size of 2×2 cells which divides the image into 16 sub-
squares. The normalized HOG features are calculated over 
each block separately which produces a 9×1 element vector 
from 9 orientations. From 16 sub-squares or blocks, the final 
feature vector forms a vector of 16×9×1, therefore a vector of 
144×1 elements. 

D. Model Training 

The feature vector from every training image is labeled as 
positive and negative and appended into the SVM classifier. 
SVM is a supervised machine learning algorithm that maps 
the data set in a feature space and classifies them as a binary 
classifier. The procedure of support vector machine works by 
finding the decision boundary or the hyperplane which implies 
the largest minimum margin from the training dataset. If our 
training examples are,  

(xi,yi) = (x1,y1) (x2,y2)… (xn,yn) (6) 

Where, 

xi = Feature vector for each training sample 

yi = Training label ൜   (7) ݏݑݎ݁ܿ݊ܽܿ	ݐ݊	ݏ݅	݈݁݉ܽݏ	݂݅	1−ݏݑݎ݁ܿ݊ܽܿ	ݏ݅	݈݁݉ܽݏ	݂݅	1

We can simply find the hyperplane solving the following 
optimization problem such that,  

yi * (w*xi +b) ≥ γ  (8) 

Where, 

γ = Minimum Margin 
w= Weight Vector 



The equation for the optimal hyperplane can be written as,  

w*xi +b=0 (9) 

The optimization problem for linearly inseparable classes can 
be solved by kernel trick using linear, polynomial or RBF 
kernels. In our research approach, we have used the SVM with 
the linear kernel which can compute faster with good 
accuracy. 

To evaluate the stability of the proposed algorithm and 
avoid overfitting, it has been validated with K-Fold Cross 
Validation method with a fold number of 5. We used the sci-
kit library with python to determine the cross-validation score. 
The score is found 0.95 which indicates the proposed 
algorithm is stable. 

E. Cancer Detection & Classification 

The test phase extracts the feature vector from the test 
image and predicts simply using the sign of the distance from 
the optimal hyperplane to the feature vector.  

Prediction= sign(w*xi +b) (10) 

If the prediction is a positive class the test image is 
classified as Cancer Affected and thus the detected region is 
marked with red and yellow marker according to the gray 
level intensity as shown in fig. 7 

 
Fig. 7. Cancer Detection & Classification 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

The research model has experimented on 50 Liver CT 
image including 27 confirmed with Liver Cancer. In order to 
estimate the performance of our proposed model, the 
confusion matrix is employed with two variations of ROI and 

utilization of the block normalization in the feature vector. We 
have measured the following parameters to determine the 
performance.  

Accuracy (%) = 
்ା்ே்ାிேା்ேାி × 100 (11) 

True Positive Rate (%) = 
்்ାிே × 100 (12) 

True Negative Rate (%) = 
்ே்ேାி × 100 (13) 

The feature vectors from same dataset are tested with two 
machine learning methods (HOG-SVM and KNN). The 
experimental results of different measures are shown in Table 
1. The HOG-SVM model performed better with L2 
normalization on our test dataset with 94% accuracy. However 
with same feature vector with L2 norm KNN achieved only 
86%. To assess the quality of the proposed model a relative 
study is delineated in Table-2 with proclaimed literature of 
some conventional methods. As per the measure of accuracy 
we can determine the proposed model has better performance 
classifying the HCC or malignant tumor. The proposed model 
also found better segmenting the liver boundary with fuzzy 
borders and accurate localizing the HCC. 

TABLE I.  PERFORMANCE EVAULATION 

Model Variations Accuracy(%) TPR(%) TNR(%) 

HOG-SVM 

Primary ROI 
With L2 Norm. 

 

90.00 88.888 91.304 

Primary ROI 
Without Norm. 

88.000 85.185 91.304 

Final ROI 
Without Norm. 

92.00 88.888 95.652 

Final ROI 
With L2 Norm. 

(Proposed) 
94.00 92.592 95.652 

KNN 
Final ROI 

With L2 Norm 
86.00 88.462 80.00 

CONCLUSION 

In this research study, we presented an automated method 
of classifying the Liver CT image with Liver cancer or 

TABLE II.  COMPARISON WITH SOME CONVENTIONAL MODELS 

Author/Year 
Input  

Method 
Classes Model Used Accuracy (%) 

     

Proposed Method CT HCC & malignant Hog-SVM 94 

Chang et al. (2017) [12] CT Benign, malignant Combined GLCM. Shape & kinetic curve 81.82 

Alahmer et al. (2016) [13] CT Benign, malignant Multiple ROI based SVM 89 

Selavati et al. (2014) [14] MRI Liver cancer, benign type liver Histogram based SVM 86.67 

Mittal et al. (2011) [15] Ultrasound 
Image 

Cyst, Hemangioma, HCC 
 

Texture 86.4 

     



malignant tumor. Our proposed algorithm is novel in terms of 
segmenting the liver boundary and ROI based approach with 
HOG-SVM model on CT image. Segmenting the cancer region 
is a difficult and burdensome task as we have to correspond 
with structures of high irregularity with a huge amount of 
noise. In addition, the structures also vary in accordance with 
complex texture changes. Therefore, our proposed system is 
robust in terms of segmenting and able to apprehend 
complexity with highly variable features. According to the 
performance evaluation from the testing dataset, our proposed 
model achieves a classification accuracy of 94%. Also, a linear 
SVM requires less computation but exhibits a very good 
accuracy within this approach. We have also integrated the 
proposed CAD model with a GUI to operate with any clinical 
assist system which is also examined by experienced doctors 
and highly appreciated. Better accuracy and robustness could 
be achieved if more training samples were provided to train the 
classifier. We would like to research further with other 
segmentation methods combining with different classifiers and 
feature variations.  
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