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Abstract. A new technique to measure the unbalanced mass of a single plane rotor with a designed and fabricated balancing 

machine has been focused in this paper. Here, the unbalanced force of the rotor is transmitted to the vibrating deflector via 

a support and the amount of deflection is converted to corresponding change in electric voltage by using a proximity sensor. 

The shaft position is measured with the help of a light sensor. All the data these two transducers gather are presented to the 

computer simultaneously to plot two graphs showing the binary values of the corresponding sensors versus time. 

Comparing these graphs, the phase angle of the unbalanced force is determined. Further, the binary values of the proximity 

sensor is converted to corresponding displacement values. Using them for three known unbalanced masses, displacement 

versus unbalanced mass graph is plotted. The amount of unknown unbalanced mass for a measured displacement can be 

found from this graph. 

INTRODUCTION 

Rotating machineries are commonly used in almost all mechanical systems. Vibration caused by mass imbalance 

is a common problem in such machineries. Excessive vibration can cause unacceptable noise and substantially reduce 

the life of bearings. This unbalanced force is changed with change in speed of the rotor and changing the dynamic 

behavior of the whole system continuously [1]. 

There are two types of unbalance, single plane (static unbalance) and multi-plane (dynamic unbalance). If  the  unit 

being  balanced  is  very  short  in length in  relation  to  its  diameter,  single-plane  balancing will normally be 

acceptable. Traditional single plane balancing involves placing the unit on low friction bearings allowing it to rotate 

and "settle" with the "heaviest" point falling to the bottom. Material is then removed from this point. This process is 

then repeated until no obvious "heavy" point seems to exist. Martinson [2] as early as 1870 developed a balancing 

machine where the ‘heavy spot' was marked by hand. At low speeds (sub-critical) the ‘heavy spot’ would coincide 

with the ‘high spot’ of the whirl according to Jeffcott’s analysis [3]. Rathbone [4] used astrobo-vibroscope to study 

the vibration of a large rotor. Ribary [4] presented a graphical construction that balanced using only the amplitude 

taken from an initial run and three trial weight runs. Somervaille [5] considerably simplified the graphical construction 

of Ribary. Somervaille’s construction is also known as the four circle method of balancing that is still in use today.  

The literature review of balancing machine reveals that most of the earlier researchers focused on force transducers 

to find out the amount of unbalanced mass present in the test rotor. On the contrary, the distinct feature of the machine 
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designed and constructed, in this paper, is that it uses only the displacement transducers to plot a reference curve from 

which the location and amount of unknown unbalanced mass are determined. 

The rest of the paper is structured as follows. Section 2 presents the concept of the proposed machine with schemas 

and flowcharts. Section 3 shows the design and fabrication of the machine. Section 4 comprises of the experimental 

results obtained by using the fabricated machine. And lastly section 5 concludes the paper with a brief performance 

study. 

CONCEPT OF THE PROPOSED SINGLE PLANE BALANCING MACHINE 

 

FIGURE 1. Schematic diagram showing the basic working principle with single plane unbalanced rotor. 
 
Before starting the motor, the setup at a glance - 

 

When rotor with unbalanced mass is attached to the machine and the motor is switched on – 

 

Electrically generated data from these two sensors are plotted simultaneously from which the position of the 

unbalanced mass is found. The measurement of deflections of the deflector strip, for three known masses, gives a 

reference curve which is used to determine the amount of unbalanced mass. To bring the system in a balanced state, 

an exactly equal amount of counter mass is added just opposite to the unbalanced mass detected earlier. 

 

After proper balancing - 
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THE DESIGNED AND FABRICATED BALANCING MACHINE 
 

The overall dimension of the setup is 125 cm × 60 cm × 55 cm. 

 

  
(a) (b) 

FIGURE 2. (a) Full design of the setup; (b) Fabricated balancing machine.  

Major Electrical Components 

The primary transducers (proximity sensor and light sensor) sense and digitalize the analog readings obtained from 

the vibrating deflector and shaft position measuring disk respectively. The digital data is sent to the computer via an 

Arduino board where they are monitored and captured to show the final output in graphical form.  

 

 

FIGURE 3. The electrical setup at a glance. 

Primary Sensing and Transduction Element 

Proximity Sensor and Light Sensor (LDR Based) 

A proximity sensor emits beam of electromagnetic radiation and looks for changes in the return signal and 

correspondingly changes the voltage output. 

 

  

(a) (b) 

FIGURE 4. Sensor, its operating principle and location in the machine (a) Proximity sensor; (b) Light sensor. 



A LDR based light sensor is a light-controlled variable resistor whose resistance decreases with increasing incident 

light intensity. When LED light is reflected back by the dark colored shaft position measuring disk, voltage output is 

low and when by the reflexive material, voltage output is high. Details of the two sensors can be found in [6]. 

Data Transmission 

Arduino and Serial Communication 

Arduino is an open-source physical computing platform based on a simple microcontroller board and a 

development environment for writing program. The program used for Arduino in this setup can be found in [6]. The 

built-in analog-to-digital converter circuit of an Arduino reads the changing voltage input and converts it to an 

analogous number between 0 and 1023 (binary voltage value). Arduino sends these data bits to the computer one by 

one or serially in the form of Highs (1) and Lows (0).  

Data Presentation 

Monitoring the Sensor Output Voltage and Capturing the Monitored Data 

Arduino software has a built-in monitor (serial monitor) which facilitates monitoring the sensor output voltage. It 

only shows the values but does not capture them. To capture the data, a special software named "Coolterm" has been 

used. "Coolterm" captures and saves data in a text file which can be exported to any plotter to plot the graphs. 

PERFORMANCE EVALUATION 

Determination of Vibration Amplitude, Amount of Unbalanced Mass and Phase Angle 

   
(a) (b) 

FIGURE 5. (a) Deflection of the vibrating deflector. (b) Determination of the phase angle, φ 

 

 Due to the addition of unbalanced mass, the deflector strip vibrates and generates a binary value (sensor output 

voltage value) that is converted to distance by the formula taken from catalog of the proximity sensor, 

 

 sensor  thefrom (mm) Distance )  valuetageoutput volsensor  ( 151 ×8512343 = .-.   (1) 

 

The graph showing distance versus binary voltage value gives the maximum and minimum distance of the 

vibrating deflector from the proximity sensor's position. These data gives the amplitude of vibration, 

 

position  mequilibriu from Deflectionor   vibrationof Amplitude
2

distance Minimum-distance Maximum
 = (2) 

 The deflector strip can be approximated as a linear spring i.e. the deflection versus unbalanced mass is a 

straight line. Adding 3 known masses in the standard rotor (having no residual unbalance) and measuring the 

deflection, the reference graph is plotted. For a measured deflection, this graph yields the amount of unbalance 

for a test rotor.   

  

 The phase angle is determined from the consolidated graph plotted from the output of two sensors. 

http://en.wikipedia.org/wiki/Resistor


 
CD

AB
 × 2 =  angle, Phase   (3) 

Where, AB = Distance between the displacement peak value and the adjacent shaft peak value (Fig. 7. (b)) 

CD = Distance between two consecutive peaks of the displacement of vibrating deflector (Fig. 7. (b)) 

Experimental study 

Different amount of known unbalanced masses were placed at 1450 CCW (with respect to the white spot on the 

shaft position measuring disk). Next these positions were measured in terms of phase angles to check and verify the 

soundness of the entire experimental procedure.  

Proximity Sensor Calibration and Rotating Disk without Unbalanced Mass 

From the calibration graph of Fig. 6 (a), it is seen that voltage output from the proximity sensor fluctuates harshly 

if the object is less than 150 mm from the sensor. Hence the proximity sensor is placed 204 mm far from the vibrating 

deflector strip. 

From Fig. 6 (b), it is observed that there is no significant peak in the displacement curve (the tiny peaks are for the 

unavoidable electric noise in the sensors) which indicates that the deflector is steady when the rotor runs without 

unbalanced mass. This ensures its use as a standard rotor for determining the reference graph of deflection versus 

unbalanced mass. 

 

  
(a) (b) 

FIGURE 6. (a) Proximity senor voltage output vs. displacement (b) The output of two sensors when the disk rotates without 

unbalanced mass. 

Rotating Disk with Unbalanced Mass of 20 gm 

  
(a) (b) 

FIGURE 7. With unbalanced mass 20 gm. (a) Binary value converted to displacement (mm); (b) Graph plotted from the output 

of two sensors. 

 

From Fig. 7 (a), maximum distance = 235 mm and minimum distance = 173 mm. Using equation (2), 

 =position  mequilibriu from Deflectionor   vibrationof Amplitude mm 31 =mm
2
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From Fig. 7 (b), 41.0
46.6

65.2


CD

AB
; Using equation (3), Measured phase angle, φ = 3600× 0.41=147.60 (CCW) 

Rotating Disk with Unbalanced Mass of 60 gm 

  
(a) (b) 

FIGURE 8. With unbalanced mass 60 gm. (a) Binary value converted to displacement; (b) Graph plotted from the output of two 

sensors. 

 

From Fig. 8 (a), maximum distance = 242 mm and minimum distance = 158 mm. Using equation (2), 

=position  mequilibriu from Deflectionor   vibrationof Amplitude mm 42 =mm
2

158242-
 

From Fig. 8 (b), 39.0
90.6

65.2


CD

AB
; Using equation (3), Measured phase angle, φ = 3600× 0.39= 140.40 (CCW) 

Rotating Disk with Unbalanced Mass of 80 gm 

  
(a) (b) 

FIGURE 9. With unbalanced mass 80 gm. (a) Binary value converted to displacement; (b) Graph plotted from the output of two 

sensors. 

 

From Fig. 9 (a), maximum distance = 238 mm and minimum distance = 142 mm. Using equation (2), 

=position  mequilibriu from Deflectionor   vibrationof Amplitude  mm 48 =mm
2

142238-
 

From Fig. 9 (b), 40.0
60.6

65.2
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 ; Using equation (3), Measured phase angle, φ = 3600×0.40 = 144.40 (CCW) 
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The Reference Curve to Determine the Amount of Unbalanced Mass 

 

 FIGURE 10. Relation between unbalanced mass and vibration amplitude. 

 

Figure 10 shows the reference curve for determining the amount of unbalanced mass as explained earlier. The 

reference curve is plotted using the experimental data. As expected, it is a straight line.  

 

Result and Discussion 

Table 1. Summary of the results 

 

 

 

 

 

 

 

CONCLUSION 

This paper presents a new approach for measuring unbalanced mass of a thin rotor with a designed and fabricated 

single plane balancing machine. If a rotor is unbalanced, there will be a peak in the vibration amplitude and this peak 

will dominate its frequency spectrum. This peak value, along with the reference peak value of shaft position is 

combined here to find the location and amount of unbalanced mass by using two sensors. The low value of percentage 

error shown in table 1 implies that the results are pretty accurate. 

 

REFERENCES 

1. H. K. Yadav, S. H. Upadhyay, and S.P. Harsha, Procedia Eng. 64, 593–602 (2013).  

2. C. Jackson, The Practical Vibration Primer (Gulf Publication, Houston, 1979). p. 153. 

3. A. G. Parkinson, M. S. Darlow, A.J. Smalley, and R. H. Badgley, J. Sound Vibration 68, 489–506 (1980). 

4. S. Zhou and J. Shi, Shock Vib. Dig. 33, 361-371 (2001). 

5. Y. G. Kang, J. Sheen and S. N. Wang, J. Sound Vibration 199, 349–368 (1997). 

6. R. Mahmud, and A. J. Rasel, “Design, fabrication and performance evaluation of a dynamic balancing machine,” 

B.Sc. thesis, Bangladesh University of Engineering and Technology, 2014.  

 

 

  

20

30

40

50

60

10 20 30 40 50 60 70 80 90

V
ib

ra
ti

o
n
 a

m
p
li

tu
d
e

(m
m

)

Unbalanced mass (gm)

Deflection from equilibrium position (mm)

Unbalanced 

mass (gm.) 

Measured Phase 

angle in degree 

(CCW) 

Actual Phase 

angle in 

degree 

(CCW) 

% 

Error 

Deflection 

(mm) 

20 147.6 145 1.79 31 

60 140.4 145 3.17 42 

80 144.4 145 0.413 48 



Study on Energy Recuperation Boom System in Electro-

Hydraulic Excavator Using Secondary System 

Debdatta Das1, a) and S.M.Rifat Iftekher2, b) 

1Graduate Student of Mechanical Engineering, University of Ulsan, Ulsan, 680-749, Republic of Korea 
2Department of Mechanical Engineering, Chittagong University of Engineering and Technology, Chittagong 4349, 

Bangladesh 

a)Corresponding author: debdattacuet@gmail.com
b)rifatiftu2@gmail.com

Abstract. In recent research, researchers are predominantly focused on energy saving on hydraulic systems. The demand 

for energy saving and green emission of construction machinery, especially hydraulic excavators, has been enormously 

increased. As a result, electro-hydraulic system, which are flourished and successfully fruitful to automobile industry, is 

recently introduced to electro-hydraulic excavators.  The efficiency of a hydraulic excavators is very low even though they 

have large power-to-size ratios. The electro-hydraulic configuration reduces hydraulic interferences among the actuators 

and losses which is prevalent in conventional hydraulic excavators. This paper predominantly investigates the energy 

saving for the electro-hydraulic excavator. By analyzing the excess energy of hydraulic cylinders in the conventional 

hydraulic excavator, a new boom potential energy recuperation system is proposed. In this system, a secondary unit is 

introduce. Meanwhile, the simulation models of the proposed energy recuperation system are constructed by AMESim 

software. In cementation, a controlling strategy, which is used to control the electro-hydraulic excavator to emulate 

mandates conferred by a driver and to optimize the energy saving procedure of the generator and battery, is also introduced 

in this paper. A series of simulation has been performed for clarifying the effectiveness of the energy saving electro-

hydraulic excavator in boom cylinder and all the parameters of this circuit are taken from the real system. The measures to 

improve the energy recuperation efficiency of the proposed system are presented. 

INTRODUCTION 

Hydraulic systems in a wide diversity of forms are indispensable components of many modern work machines. 

Several technologies are accumulated to minimize energy consumption and emission with the raising demand of 

energy saving and environmental protection in the world range. Meanwhile, the cost of fuel has been grown swiftly 

and also, the pollution and global warming has become a significant problem day by day. Hence, the reductions of 

energy consumption and pollution become essential and indispensable demands [1, 2]. Hydraulic excavators are 

widely applied in construction. A typical hydraulic excavator is shown in Fig. 1.  However, one remarkable drawback 

in this applications is the low energy efficiency, due to the complex working condition and frequent load changing, 

only 20% of the engine output power is utilized in a conventional type excavator as well as the energy conversions in 

power systems and hydraulic systems. In individual engine driven power systems, the fuel economy is usually 

decreased due to the variation of working points [3-6]. And electro-hydraulic power systems are the efficient solution, 

which has been successfully applied to vehicles, is also paid much attention in the field of construction machinery, 

especially electro-hydraulic excavators [1, 2, 7 and 11]. 

Energy recuperation is an effective approach to reduce the energy losses in hydraulic systems. In hydraulic cylinder 

led circuits, energy can be recuperated through cross connection hydraulic [8], accumulator [9], and electrical storage 

[10]. Electrical regeneration with accumulator approach is suitable for hybrid or electrical power driven hydraulic 

machines which provide batteries or super capacitors. Good control property is another weighty aspect that the 

development of hydraulic systems pursues. The normal control strategies with power managements cannot be simply 
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applied to hydraulic excavators because their working conditions vary in a wide range and fluctuate tempestuously. 

As a result, electro-hydraulic systems with suitable control methods and energy managements have been paddled out 

for excavators in recent years. 

 

 

FIGURE 1. A typical hydraulic excavator. 

 

For overcoming the drawback of the conventional designs of excavators and to satisfy the current demands, this 

paper proposes one operative accomplishment for excavator design using electro-hydraulic actuators. In this system, 

it is recognized that the potential energy derived from a gravity-assisted or retraction of a hydraulic actuator may be 

stored and later returned to the system as necessity. The proposed system is simulated by AMESim software. The 

energy recovery efficiency of the proposed system is clearly verified through simulation results in comparison with 

the conventional energy recuperate system. Depending on the working circumstance and power management, a control 

strategy is designed for the excavator to get higher working efficiency and saving energy. A series of simulation has 

been analysis the effectiveness of the proposed system. 

STRUCTURE OF ELECTRO-HYDRAULIC EXCAVATORS  

The operation body of a hydraulic excavator casually has three cylinders: boom cylinder, arm cylinder, and bucket 

cylinder. The boom control system is deliberated in this study as one example to verify the suggested electro-hydraulic 

excavator. Fig. 2(a) schematic diagram the conventional control circuit with hydraulic components for the boom 

cylinder. It mainly consists of oil supply, actuators, control valves, regeneration unit and electric energy storage 

elements. The supplied flow line will connect with the large chamber or the small chamber of the boom cylinder, and 

the piston will be extended or retracted, respectively. The vital problem of this system is a huge power needed to 

operate the operation. Because in power extraction mode boom is up, so in this time piston and weight are working 

against to the gravitational force and it requires a huge energy to overcome. The extra cost will weaken the energy-

saving advantage of the system. 

To reduce all of the difficulties, increasing saving energy and lowering the initial consumption energy have to 

think in different way. The core idea of the proposed system is to regenerate the energy with high efficiency and 

reduce all of the difficulties. The proposed system schematic diagram is shown in Fig. 2(b).  

It is the combination of electro-hydraulic actuators. The boom cylinder is controlled by the hydraulic circuit 

combined with an electric motor, a hydraulic pump, solenoid valve and on off valves to follow the given working 

command and energy storage components. There are two modes in the operation of the system, extraction mode and 

retraction mode which are the same as the operation of the boom arm or the bucket actuator of the excavator. In the 

extraction mode, the piston rod will be pushed to drive the boom to a desired position by supplying hydraulic fluid to 

the large chamber of the cylinder. The energy required to lift the testing load against the gravity force is provided by 

the pressurized fluid from the hydraulic pump. The higher lifting load position, the more potential energy is created. 

On the contrary, the gravity force acting on the cylinder rod will cause it to lower in the retraction mode, consequently 

release the potential energy accumulated in the extraction mode. In order to save the power obtained from the potential 

energy, an electrical generator with an electrical battery is included into the hydraulic control circuit. The generator is 

operated by using a hydraulic motor which is set in the hydraulic line connecting between the large chamber of the 

cylinder. To operate the proposed electro-hydraulic excavator with high efficiency and high energy saving capability, 

a control strategy is design as displayed in Fig. 3. 
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FIGURE 2. (a) Schematic of conventional system; (b) Schematic of proposed system. 
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FIGURE 3. Working flow chart of the proposed system. 

SIMULATION RESULTS AND ANALYSIS 

To verify the performance of the conventional and proposed system, a series of simulation has been carried out by 

using AMESim software and the AMESim model of conventional and proposed system are shown in Fig. 4(a) and (b) 

respectively. Therefore, the internal dynamics of the different components can be neglected in the current study, as 

they are routinely built in AMESim. The aim of this research is to validate the impact of energy recuperation and 

improving efficiency. Based on the working circumstance of the excavator, the speed and torque of the generator with 

be run by controlling the electric motor and the accumulator to obtain the maximum efficiency and the highest saving 

energy. All the parameters of this system are taken from the real excavator which are depicted in Table 1. 



     Table 1. Setting parameters for the AMESim model. 

Components Value Unit 

Hydraulic Cylinder 63×42×660 (Piston dia. × Rod dia. × 

Length of Stroke) 

mm 

Electric Motor 700 rpm 

Hydraulic Pump 34.3 

2500 

cc/rev 

rpm 

Relief Valve Pressure 350 bar 

Hydraulic Motor 34.3 

900 

cc/rev 

rpm 

Weight 500 kg 

Accumulator Gas Precharge Pressure 

Accumulator Working Pressure 

100 

100~300 

bar 

bar 

Accumulator Volume 08 litter 

 

(a) (b) 

FIGURE 4. (a) AMESim model of conventional system; (b) AMESim model for proposed system. 

 

This paper deals with both conventional and proposed system. Here, the cylinder was tested with 660mm of full 

extraction and then full retraction in case of 500kg working load. Fig. 5(a) and (b) shows the signal input and rod 

displacement for the both system respectively. Fig. 5(b) depicts that the working performances of the two system are 

quite analogous. For boom up, rod displacement takes more time to reach its desired position because it has to work 

against gravitational force and load. Rod displacement of both system looks almost analogous and follows the signal 

input. Meanwhile, the simulation results are different in a consumption of energy and it shows in Fig. 6 (a) and (b) 

shows the input or consumption and generated energy for the conventional and proposed system. The input energy of 

the conventional system is much higher than the proposed system for conducting. Consequently, generated energy of 

the proposed system is lower than the conventional on because in the first cycle of the proposed system, accumulator 

is charged and then started to generate energy in the generator from the second cycle. By using the proposed circuit, 

the input or consumption power is 104.75 KJ while the generated power is 43.52 KJ and conventional circuit, the 

input or consumption power is 211.59 KJ while the generated power 59.62 KJ. However, when compared with the 

energy consumption in case of using the conventional circuit, the saved energy by using the proposed circuit is 

obtained by using Eq. (1). So analyzing this results, the proposed system has the ability to increase the efficiency 

almost 40.30% higher than conventional one although the generated energy is lower. 
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(a) (b) 

FIGURE 5. (a) Input signal; (b) Rod displacement. 

(a) (b) 

FIGURE 6. (a) Input energy for conventional and proposed system; (b) Generated energy for conventional and proposed system. 

 

(a) (b) 

FIGURE 7. (a) Gas pressure of accumulator; (b) Gas volume of accumulator. 

 

Figure 7 depicts the pressure and gas volume of the accumulator for the proposed system. The initial gas pressure 

is 100 bar and gas volume 8 litter. When boom down, the gas pressure is increasing and boom up decreasing. But 



accumulator gas pressure increasing and decreasing rate are not identical because in boom up process, the chamber 

and accumulator pressure both assist to drive the hydraulic motor. For that reason accumulator pressure discharge is 

lower than charge.  

According to the mechanical characteristics of the generator, high efficiency depends on high speed and continuous 

rotation. If generator swirls continually, SOC (State of Charge) can ascend smoothly. This proposed system has that 

ability and depicts in Fig. 8. But in the conventional system, SOC is not ascending smoothly. During a whole working 

period, the value of SOC in conventional system is 60.4% and in the proposed system is 60.8% with smooth ascending.  

From the results, it is obvious that the proposed electro-hydraulic excavator with the suggested control strategy can 

operate with higher efficiency and has an energy saving capability compere with conventional boom system. The 

proposed system working principle and control strategy are very simple. 

 

 

FIGURE 8. State of charge of battery. 

CONCLUSIONS 

The boom control performance of the electro-hydraulic with a potential energy saving system is studied in this 

paper. Energy recuperation is benignant to the working efficiency of an electro-hydraulic excavator. The 

characteristics of the control system are analyzed by simulation. The effectiveness of the electro-hydraulic excavator 

is verified by means of simulation. The results prove that the proposed electro-hydraulic excavator with its control 

strategy can increase the working efficiency for the excavators. 

As a result, when applying the proposed one into the real excavator, such as 5 tons excavator, the working 

effectiveness and the energy saving capability will be significantly increased when compared with the proposed 

system. So this proposed system can become an optimal selection for the heavy industry in a near future with energy 

saving. 
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Abstract. A major problem with the undergraduate mechanical course is the limited exposure of students to software 

packages coupled with the long learning curve on the existing software packages. This work proposes the use of 

appropriate software packages for the entire mechanical engineering curriculum to ensure students get sufficient 

exposure real life design problems.  A variety of software packages are highlighted as being suitable for 

undergraduate work in mechanical engineering, e.g. simultaneous non-linear equations; uncertainty analysis; 3-D 

modeling software with the FEA; analysis tools for the solution of problems in thermodynamics, fluid mechanics, 

mechanical system design, and solid mechanics. 

INTRODUCTION 

With the growing complexity of engineering problems and advancement of computer hardware, 

computational skills have become a necessary tool for engineers. Despite the importance of computational 

skills, not all the subjects in a mechanical engineering curriculum in SUT are integrated with computational 

skills. In some subjects where computational skills are being integrated, the software packages themselves have 

a long learning curve and not used consistently throughout the curriculum. The current software packages that 

are being used: IDEAS, ANSYS, Mathematica, AVL Swift, and AutoCAD are some of the best in their 

respective categories [1-5].  Even though these software packages are robust, they are not user-friendly, time-

consuming and more suitable for research level rather than undergraduate studies. The problem to be addressed 

is the inconsistent usage of the software packages throughout the ME curriculum, and to highlight those that are 

suitable for engineering applications. 

OVERVIEW OF THE SOFTWARE PACKAGES USED AND IMPLEMENTATION 

The automotive, aviation and large manufacturing industries have long moved to three-dimensional (3-D) 

modeling. This movement has been followed by the medium sized manufacturing company, albeit at a slow 

speed due to the exorbitant cost of converting their legacy two-dimensional (2-D) to 3-D models [6, 7]. The 

transition to 3-D modeling gives the companies a competitive edge as it allows the customers to visualize the 

part/system and simulation analysis to be done by the engineers without having to build the actual prototype. 

Recent CAD software packages are designed to allow collaboration among engineering teams, which allows 

engineers at a different location to work on the same model [8-10]. These advantages allow for a reduction in 

production cost and time-to-market. 

Computer Simulation Analysis 

There are two types of computer simulation analysis that mechanical engineers are interested in, namely 

finite element analysis (FEA) for structural analysis and computational fluid dynamics (CFD) for fluid flow 

analysis. CFD was introduced in the 1960s, but only available to mainstream engineering users twenty years 

later, in the 1980s and FEA became available just slightly before CFD. Recent CFD software packages can 

handle more complex geometries and boundary conditions due to the change in the algorithm used, from finite 

difference method to finite element method [11].  The analysis approach for FEA and CFD work [12-14] very 

much in an identical way, the main difference is that the geometry of interest in CFD analysis is often the 
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inverse of FEA analysis. For example, a water pipe, FEA analysis would focus on the pipe constructed from 

plate elements; CFD analysis would focus on the interior of the pipe constructed using solid elements. 

The advantage of computer simulation analysis is the elimination of prototype building until the design is 

finalized; however, complex FEA and CFD analysis require a substantial computational power 

(supercomputers). For a computer simulation analysis to be efficiently executed, a single software package, 

which can perform structural, thermal, vibration, motion, and fluid flow is required as it eliminates the need to 

create multiple models and repeat numerous calculations. 

Mathematical Packages 

Engineering industry is moving towards computer simulation analysis to save time and cost of a product. 

Due to this the number of software packages was steadily increasing over the years, and it is necessary for the 

users or organization to choose the right software packages to be able to implement computer simulation 

analysis efficiently. This work looks at computer packages implemented in the undergraduate curriculum for 

appropriate for the different area in mechanical engineering. 

The mathematical software package can be classified into two groups, namely:  numerical packages (e.g. 

MATLAB, MathCAD, and TK Solver) and symbolic packages (e.g. Mathematica, Maple, and Derive). 

Numerical packages evaluate an expression, for example, the value of the derivative of x2, by requiring a value 

of x to be entered and returning a numeric answer. Symbolic packages can return x as an answer to the problem. 

However, advanced mathematical software packages such as MATLAB [15] and Mathematica [16] both 

numerical and symbolic calculation, albeit performing better in their respective categories.  Mathematica is 

written in custom, object-oriented version of C, this design allows it to be embedded in other software as a 

mathematics engine. Its capabilities can be categorized into four groups: numerical computation, symbolic 

computation, graphics, and programming.  

Thermodynamics has been taught for many years [16-18] where students are still referring to property tables 

and solving problems with hand calculators despite the increase in computational ability. Due to this approach, 

the complexity of homework problems is limited and practically eliminates any design problems as they often 

introduce non-linearities, e.g. log-mean temperature differences or fourth order temperature dependence. EES 

[19] is a non-linear algebraic equation solver with an extensive library of built-in functions for thermodynamics 

and transport properties of fluids e.g. steam tables, refrigerant properties, psychometric, and combustion gas 

data. It uses the equation of state approach rather than internal tabular data to determine the properties of real 

fluids. 

IMPLEMENTATION OF SOFTWARE 

Nonlinear simultaneous equation solver 

EES was developed to help students in doing design problems for thermodynamics and fluid mechanics 

subjects. Engineers are always concerned about minimizing or maximizing a set of parameters as part of their 

design, and this comes with uncertainty as nature cannot be controlled and off-the-shelf part comes with 

tolerances. The Min/Max and Uncertainty Analysis function would aid students in their design and give them a 

better understanding of the aspects of the design. 

Case Study 1. Drag force and speed determination. 

An airplane has a mass of 50000 kg, wing area of 300 m2, the thickness of airfoil, D = 30 mm, with a 

maximum lift coefficient of 3.2, cruising at an altitude of 12500 m. You are required to determine (a) the takeoff 

speed at sea level, assuming it is 20 % over the stall speed, (b) find the minimum total drag coefficient on the 

wing at minimum flight speed for the length of chord varies from 0.6m to 3m, and then calculate the total drag 

force. 

Solution Case Study 1.  

The calculations from EES are output into a straightforward format as shown in Figure 1a. Moreover, the 

total drag force as calculated is shown in graphical output a shown in Figure 1b. 

 



(a) (b) 

FIGURE 1. (a) Sample EES calculations  and (b) Sample EES graphical output 

Structural analysis problems 

Finite element analysis (FEA) is a common and useful when dealing with structural analysis and engineering 

problems, but its accuracy has always been a concern for engineers.  Solidworks software is known as one of the 

relatively mature parametric feature-base ones, which integrates CAD/CAM/CAE. The 

SolidWorks/CosmosWorks (SWCW) structural analysis programs were used for FEA analysis that is integrated 

with SolidWorks [20, 21]. 

Case Study 2. Distributed pressure load on circular plate analysis 

A circular steel plate (E=208GPa, v=0.3) with 228.6 mm diameter and 4.79 mm thickness is clamped at the 

edge. A pressure of 100 kPa is applied. You are required to determine the Von Mises stress and deflection of the 

plate using SWCW and compare it with theoretical results. 

(a)        (b) 

FIGURE 2. (a)  Comparison of von Mises Stress between SWCW FEA and theoretical approach and (b) comparison of 

deflection between SWCW FEA and theoretical approach. 

Solution Case Study 2. 

The Von Mises stress comparison between SWCW and theoretical formula are given in Figure 2a whereas 

the deflection results in the comparison between SWCW and theoretical formula are shown in Figure 2b. 

Design for Fluid flow problems 

CFD is a vital part of CAE, which enables engineers to simulate, visualize and analyze fluid flow and heat 

transfer of a system.  



Case Study 3. The flow of water.  

A case study of a ball valve design modified from SolidWorks/CosmosFloWorks (SWCFW)is shown to 

highlight the capabilities of the software package in enabling ME students to simulate, visualize and analyze 

fluid flow.  This case study covers the flow of water across a ball valve assembly before and after some design 

changes. It is helpful for engineers who want to analyze design variations of their product. 

 

   
   

(a)                                                    (b)                                                      (c) 

FIGURE 3. (a) ball valve assembly (b) trajectory flow (c) trajectory flow with modifications using 

SolidWorks/CosmosFloWorks 

 

Solution Case Study 3.  

Shown in Figure 3a is the ball valve assembly and in Figure 3b the trajectory flow of water on standard 

design with Figure 3c showing trajectory flow of water after 1.5 mm fillet is added onto the passage.  If the 

same problem were to be presented in classroom tutorial, students would be able to calculate the pressure drop 

across the passage but they would not be able to visualize the turbulence of the first design 

Motion in an engine 

Case Study 4. Valve Cam design  

Motion simulation is a very important tool in mechanical engineering designs as they often involved moving 

components or mechanism. With SolidWorks/CosmosWorks, students would be able to simulate the motion and 

animate the results without having to learn a new interface. SolidWorks/CosmosWorks was used to analyze an 

engine overhead cam to ensure that the rocker does not lose contact with the cam using minimal force to 

minimize wear and tear. 

Solution Case Study 4.  

The modeling of the valve cam design with the engine overhead cam assembly is given in Figure 4a, and the 

engine overhead cam with a spring is given in Figure 4(b). The results of the force magnitude analysis are 

shown in Figure 4(c). An iterative design could be carried out to determine the lowest spring stiffness while 

maintaining contact between the cam and rocker to prolong system life. 

 

  
 

(a)                                (b)                                                      (c) 

FIGURE 4. (a) valve cam design. (b) engine overhead cam with  spring  (c) force magnitude analysis  



 

SOFTWARE IMPLEMENTATION AND LIMITATIONS 

Comparing solutions from EES and analytical methods that EES is exceptionally accurate in solving non-

linear simultaneous algebraic equations. Both MATLAB and Mathematica can perform similar functions such 

as symbolic and numerical integration, a command line syms (variable name) has to be inputted first in 

MATLAB to define the symbol used. Another strong point of MATLAB is that it is widely used in the field of 

engineering. Both MATLAB and Mathematica are the premier all-purpose mathematical package, but students 

have to proficient in their respective programming language to utilize fully the software package capabilities.  

SolidWorks/CosmosWorks also offer frequency, buckling, thermal, optimization, nonlinear, drop test and 

fatigue analysis on top of the commonly used static analysis. This puts SolidWorks/CosmosWorks on par with 

ANSYS in terms of analysis capability, but SolidWorks/CosmosWorks offers three types of shell mesh 

compared to more than 300 on ANSYS and its analysis accuracy on other types of analysis is yet to be 

determined. Nevertheless, SolidWorks/CosmosWorks ease-of-use offers a great advantage to students who 

never had any experience with FEA analysis. SolidWorks/CosmosfloWorks can do analysis on internal flow, 

external flow, rotating flow, non-Newtonian fluids, etc.  

Its robust analysis capability is almost equivalent to high-end CFD packages such as FLUENT and 

AVL/SWIFT/FIRE, except for intricate analysis such as engine combustion and nuclear power simulation. 

SolidWorks/CosmosMotion is fully embedded in SolidWorks and powered by ADAMS® (The Multibody 

Dynamics Simulation Solution), high-end virtual prototyping software from MSC [22]. CosmosMotion would 

enable engineers to size springs/dampers/motors/actuators, design cams/gears, determine power/force, and 

check for interference in their design. These capabilities and the capacity to export the results directly to 

SolidWorks/CosmosWorks under the same program to do FEA analysis would come in handy for students who 

are doing mechanical design. 

CONCLUSION 

By means of computer-aided engineering, students would be more exposed to real-life design problems, 

which also mean that lecturers in the respective subject have to modify the existing problems in the textbooks to 

accommodate for the use of software packages. With more exposure to real life problem and proficiency in 

using the software packages, students would be more comfortable in tackling their final year project. They could 

do a simplified analysis on either EES or SolidWorks (and its modules) to get a ‘preliminary’ result, and then 

‘fine tune’ it with more robust analysis software packages such as ANSYS or AVL SWIFT/FIRE. 
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Abstract. This paper represents the effects of brick kilns on the seasonal variation of particulate matter in the air of Dhaka. 

Trends in air quality over the past decade show large seasonal variations in both PM2.5 and PM10 concentrations, exceeding 

the national standards during dry season, while remaining somewhat below the standards during rainy season. Wet 

deposition due to precipitation is considered as the reason for this seasonal variation. The aim of the study is to establish 

brick kilns as one of the sources of PM by analyzing air quality and meteorological data statistically with the help of Pearson 

Correlation Coefficient and statistical P-value and thus a major factor of seasonal variation as brick kilns are in operation 

only in dry period of the country. To assess the effect of brick kilns, wind speed and direction were considered among the 

meteorological parameters as emissions of brick kilns located at the northern periphery of the city are transported by wind. 

However, precipitation was also correlated with PM to identify the effect of wet deposition. The number of rainy days in a 

month during the wet period has been found to have strong negative correlation with average monthly PM concentrations. 

However, the daily amount of rainfall during the rainy period does not seem to have any effect on the daily PM 

concentration as PM2.5-10 showed insignificant negative correlation, while PM2.5 showed insignificant positive correlation. 

This indicates that although precipitation in general may promote wet deposition of particulates, the daily rainfall itself 

does not significantly dictate the magnitude of PM and therefore it may not be a significant factor for seasonal variation. 

High PM concentrations have been found to be associated with winds coming from northern and north-western directions 

during the dry season, suggesting that the brick kiln clusters situated in the northern periphery of the city are contributing 

to the degraded air quality by emitting particulate matter. The results of the study indicate that effect of wet deposition due 

to precipitation on the reduction of PM is very low and closure of brick kilns during rainy season is the main reason of the 

seasonal variation of particulate matter in Dhaka city. 

INTRODUCTION 

Bangladesh is the ninth-most polluted country in the world according to the statistics of the global Environmental 

Performance Index for 2014 [1]. Dhaka, the capital of Bangladesh, is one of the 20 megacities in the world [2] and 

facing severe urban air pollution problems. Based on publicly available air quality data from 1,100 cities including 

cities with populations of more than 100,000 people, WHO assessed that Dhaka is among the top 20 cities with the 

worst air pollution problem [3].This is primarily due to the high population density in this city (around 8,111 per 

square kilometer) which places its inhabitants at high risk of significant health impacts due to exposure to airborne 

contaminants. Vehicular emission, brick kilns and re-suspended dust from roads have been identified as major sources 

of air pollution in Dhaka city [4]. Among the air quality parameters in Dhaka city, the Particulate Matter (PM) has 

been the most widely studied due to its strong correlation with health outcomes and more recently due to its high 

concentrations in Dhaka city exceeding national ambient air quality standards during most parts of the year.  

In Dhaka city, the major sources of PM10 have been found to be soil dust, road dust and motor vehicle emissions, 

while brick-kilns and motor vehicles have been found to be the main contributors to PM2.5 [5], [6]. Among various 

sources, brick kiln is of particular importance as it is a seasonal pollution source and the brick kiln industry is one of 
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the fastest-growing sectors, supporting the booming infrastructure and construction industry. With a current 

manufacturing capacity of about 12 billion bricks a year from 4,500 brick kilns surrounding all major cities, the 

industry is expected to grow 50% by 2020 [7], [8]. The brick manufacturing is primarily confined to the dry periods 

(October to March) as current technologies do not allow production during wet periods (April to September).The 

contribution of brick kiln emissions to the ambient air quality have previously estimated from the source 

apportionment studies conducted in 2001-2002, 2005-2006 and 2007-2009 [9, 10, 11]. These studies estimated an 

average of 30 – 40% contribution of brick kilns to total ambient PM2.5 in Dhaka city during dry season. 

Bangladesh has a subtropical monsoon climate characterized by wide seasonal variations in precipitation, 

moderately warm temperatures, and high humidity with minor regional climatic differences. Air quality of Dhaka is 

also characterized by high seasonal variation (Fig. 1).The daily PM10 and PM2.5 concentrations exceed the national 

standards [12] (50 μg/m3 and 150 μg/m3 for PM10 and 15 μg/m3and 65μg/m3 for PM2.5 for annual and 24-hour averaging 

period, respectively) by a factor of about two during the dry season, whereas during the wet season the ambient 

concentrations of PM have been found to be somewhat lower. The objective of the study is to establish brick kilns as 

the major source of this seasonal variation by statistically analyzing meteorological data.  

MATERIALS AND METHODS 

This study is based on the air quality data of Shangshad Bhaban Continuous Air Monitoring Station (CAMS) [13], 

which is located in an open, flat area approximately 150 meters away from the heavily trafficked Rokeya Sharani and 

300 meters from Manik Mia Avenue. 24 hr average concentrations of PM2.5 and PM10 are also measured at the CAMS 

using high volume PM10 and PM2.5 samplers. Daily data of PM2.5 and PM10 are available from April 2002 to May 2004; 

and monthly data are available from April 2002 to December 2010. The PM10 concentrations have been divided into 

two size fractions, PM2.5 and PM2.5-10 (=PM10 – PM2.5) for this study. 

Meteorological data for Dhaka city have been collected from two sources: Shangshad Bhaban CAMS and 

Bangladesh Meteorological Department (BMD). In Shangshad Bhaban CAMS, recorded data on rainfall are available 

from October 2002 to May 2004 as hourly averages. Daily wind speed and wind direction data have been collected 

from Bangladesh Meteorological Department (BMD); these data are not available at the Shangshad Bhaban CAMS. 

The BMD maintains a network of surface and upper air observatories, radar and satellite stations, agro-meteorological 

observatories, geomagnetic and seismological observatories and meteorological telecommunication systems. Data of 

almost all meteorological parameter are available at BMD since 1953. 

                                 

FIGURE 1. Monthly average PM10 and PM2.5 trend in Dhaka city as measured at the Shangshad Bhaban CAMS. 
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It was mentioned earlier, the daily recorded PM data from the Shangshad Bhaban CAMS is only available for the 

period October 2002 to May 2004, while monthly PM data are available up to 2010. In order to assess the influences 

of brick kilns, the CAMS daily PM data from October 2002 to May 2004 have been used. The Shangshad Bhaban 

CAMS meteorological data was used for the period during which it was available, whereas for the remaining periods, 

meteorological data from BMD were used. For the analysis, the October 2002 to May 2004 period was further 

subdivided into three periods which are referred to as Dry period-1 (October 2002 to March 2003), Wet period (April 

2003 to September 2003) and Dry period-2 (October 2003 to March 2004). Generally each period has its own unique 

meteorological conditions that can affect the concentrations of the particulate matter. Dry period is characterized by 

dry soil conditions, low relative humidity, low or no rainfall and prevailing winds of low speed from the northwest. 

Heavy rainfall occurs in wet period, which is characterized by high relative humidity, prevailing winds from southeast 

and a closure of brick-kiln operation. Pearson’s correlation was used to determine the degree of association between 

different climatic variables and PM concentrations. A significance level of 5% (p = 0.05) has been chosen to be the 

threshold for determining the significance of the correlation coefficient. 

RESULTS AND DISCUSSIONS 

The number of rainy days in a month during the wet period has been found to have strong negative correlation 

with average monthly PM concentrations (Fig. 2) with correlation coefficients -0.85 and -0.94 for PM2.5 and PM2.5-10, 

respectively. This indicates that during the closure period of the brick kilns in the wet season, the prevalence of PM 

in air is strongly associated with rainfall period. However, the daily amount of rainfall during the wet period does not 

seem to have any effect on the daily PM concentration as PM2.5-10 showed insignificant negative correlation (r = -0.15, 

p = 0.379), while PM2.5 showed insignificant positive correlation (r = 0.06, p = 0.734) (see Fig. 3). This indicates that 

although precipitation in general may promote wet deposition of particulates, the daily rainfall itself does not 

significantly dictate the magnitude of PM concentrations and therefore it may not be a significant indicator 

 

 

FIGURE 2. Average monthly PM concentrations against number of rainy days in a month during wet period showing a decrease 

in particulate matter concentration with increased number of rainy days. 

 

FIGURE 3. Scatter plot of different PM fractions and rainfall intensity during wet period showing a weak correlation between 

them. The dashed line represents the trend of the relationship as determined through linear regression. 
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                                   (a)                                                                                     (b) 

 

FIGURE 4. Wind rose plot in (a) Dry period and (b) Wet Period. 

 

 
 

FIGURE 5. (a) Radar plot showing the concentration of PM2.5 and PM2.5-10 corresponding to different wind directions during the 

dry period and (b) Brick clusters around Dhaka City [5] 

 

of air pollution potential. Figure 2 also suggests that the high concentration of PM during the dry season cannot be 

explained by lack of precipitation during the dry season; extrapolating the trend of PM variation (with number of rainy 

days) to days without precipitation (i.e., zero rainy days) yields PM concentrations far below those actually observed 

during the dry season (see Fig. 1).  

The residence of pollutants in the atmosphere and transport are controlled not only by the rate of 

emission/formation but also by certain physical parameters such as wind speed and direction. The direction and speed 

of the prevailing wind may significantly affect the concentration, distribution and translocation of the particles [14, 

15]. Wind speed and direction provide real-time information on pollutant transport in a region and can be used to 

assess the relationships between sources and pollutant levels. The two wind rose plots for Dhaka city in Fig. 4 shows 

  

  



that the predominant wind direction for dry and wet periods are north-west (NW) and south-east (SE), respectively. 

In order to study the effect of wind speed and direction on PM concentrations, the dry period dataset during October 

2002 – May 2004 has been used. The wet period was not considered in the analysis because the major pollution sources 

located outside the city boundary (i.e., the brick kilns) remain closed during that period. Winds coming from different 

directions are grouped into 16 categories such as N, NNE, NE, ENE, E etc. and for each specific direction, the days 

on which winds were coming from that direction have been identified and the concentrations of PM for those particular 

days have been averaged. The radar plot in Fig. 5a shows the average PM concentrations of each of these categories 

for the dry period. Both PM2.5 and PM2.5-10 show higher concentrations when winds come from north-west direction 

(Fig. 5a). This is expected as the major brick clusters of Gazipur, Savar and Dhamrai are situated along the 

northwestern periphery of Dhaka city (Fig. 5a), and wind blowing from those directions will likely to carry the 

particulate pollution load. There is a slight confounding factor of increased concentration due to southeastern wind 

direction because there are no known brick kiln clusters in that direction. This indicates that there might be industries 

in that direction other than brick kilns that might contribute higher particulate concentrations. The likely contributors 

are the industrial installations in Narayanganj which are mostly located along the banks of the Sitalakhya River. The 

degraded airshed in that region is documented in several reports [16]. The strong association between wind blowing 

from the north and northwestern direction and PM concentrations supports the hypothesis that during the dry period 

brick clusters of Gazipur, Savar and Dhamrai significantly dominate the air quality of Dhaka city and closure of kilns 

during the wet period is the major reason of seasonal variation of PM in Dhaka. 

 

 
 

FIGURE 6. Scatter plot showing the relationship between PM2.5 and wind speed in dry season for two different wind directions: 

(a) north, and (b) and northwest 

 

In order to understand whether wind speed has any bearing on the PM concentrations of Dhaka city, the dry season 

data was further filtered and PM data associated with N and NW wind directions were considered. The wind from 

North (N) and Northwestern (NW) directions were correlated with the corresponding daily PM2.5 concentrations and 

the scatter plots are shown in Fig. 6. For winds blowing from the north (N) direction, a weak negative correlation was 

found between wind speed and PM2.5 concentration for both dry period-1 (r = -0.18) and dry period-2 (r = -0.34). A 

weak positive correlation was found corresponding to wind blowing from north-west (NW) (r = 0.19 and 0.27 for dry 

period-1 and dry period-2 respectively). However, all of these correlations were found to be insignificant (p>0.05) 

indicating that wind speed does not appear to have a significant influence on PM concentration in Dhaka. 

CONCLUSION 

In this study, the probable association between brick kilns, some meteorological parameters and particulate matter 

(PM) pollution dynamics in Dhaka city has been explored. Daily precipitation appears to have trivial influence on PM 

reduction through wet deposition, though the number of rainy days in a month showed significant negative correlation 

with PM concentration. Analysis of wind direction suggests that brick-kilns located to the north-west direction of 



Dhaka city are major contributors to PM concentration in Dhaka air during dry season (October to March). These 

observations provide strong indication that closure of brick kilns during wet period is the main reason behind the 

seasonal variation of PM in Dhaka. This type of study can be useful in suggesting mitigation measures to control 

ambient PM concentrations. Such mitigation measures may include relocating the brick kiln clusters to a location 

which will cause the minimum impact on Dhaka city under the prevailing meteorological conditions. 
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Abstract. Air Superiority Fighter is considered to be an effective dogfighter which is stealthy & highly 

maneuverable to surprise enemy along with improve survivability against the missile fire. This new generation 

fighter aircraft requires fantastic aerodynamics design, low wing loading (W/S), high thrust to weight ratio (T/W) 

with super cruise ability. Conceptual design is the first step to design an aircraft. In this paper conceptual design of 

an Air Superiority Fighter Aircraft is proposed to carry 1 crew member (pilot) that can fly at maximum Mach No of 

2.3 covering a range of 1500 km with maximum ceiling of 61,000 ft. Payload capacity of this proposed aircraft is 

6000 lb that covers two advanced missiles and one advanced gun. The Air Superiority Fighter Aircraft was designed 

to undertake all the following missions like: combat air petrol, air to air combat, maritime attack, close air support, 

suppression, destruction of enemy air defense and reconnaissance.  

INTROUDUCTION 

Air Superiority Fighters are designed with a view to entering and seizing control of enemy airspace. 

Generally, an air Superiority fighter is blesses with long range and beyond visual range (BVR). These 

dogfighters generally require more time to make them prepared to go for mission. These class of aircraft claims 

high maintenance cost. Being expensive, the number of production of air superiority fighters is less. Few 

examples of air superiority fighters are: F-15, F-22, SU-30 MKI, Euro fighter etc.  

Air superiority fighters are capable of engaging enemy fighters than compared to others type of aircraft (i.e. 

Multirole Fighters). Aerospace vehicle design is a prominent branch of engineering design. Engineering design 

refers to the procedure or technique of devising a system component or process to meet desired requirements.  

Conceptual design is the very first thing approach of designing an aircraft when it covers size, weight and 

configurations and performance parameters of different components. Maximum take-off weight, thrust to weight 

ratio and Wing Loading are determined at preliminary stage. A solid foundation is provided by the conceptual 

design and preliminary design of each of the component or parts of the aircraft i.e. wing, tail, fuselage, landing 

gear, propulsion systems etc. 
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FIGURE 1. Relationship among four major design activities 

 

Nomenclature 

VH         Horizontal Tail Volume Coefficient 

VV         Vertical tail Volume Coefficient 

Sh/S Ratio of horizontal tail area to wing reference area 

ARh       Aspect ratio of the horizontal tail 

ARv       Aspect ratio of the Vertical tail 

λh                Taper ratio of the horizontal tail 

λv           Taper ratio of the Vertical tail 

Λh              Sweep angle of Horizontal tail 

Λv               Sweep angle of vertical tail 

Γh                Dihedral angle of horizontal tail 

(t/c)max    Thickness to chord ratio 

 

Mission Profile  

 

 

 

 

 

 

 
 

 

 

 

 

 

FIGURE 2. Mission Profile 
 

CONCEPTUAL DESIGN 

Conceptual Design is an umbrella term given to all forms of non-aesthetic design management disciplines.  



 

Selection of Wing 

Monoplane, mid wing, swept back, plain flap, Fixed Wing with fixed shape was selected. The reason for 

selecting mid wing is that it is more attractive compared to low wing or high wing. For the reinforcement of the 

wing structure, a strut is not usually used. Having aerodynamically streamlined the mid wing configuration has 

less interference drag compared to low wing or high wing. 

 

Selection of Landing Gear 

Retractable, Tricycle landing gear is selected. Tricycle landing gear is selected for safety reason though it         

Increase manufacturing, operation & maintenance cost. 

 

Selection of Propulsion System 

Twin engine turbofan buried inside the rear fuselage was selected for designed Air Superiority Fighter. 

 

PRELIMINARY DESIGN 

The preliminary design phase tends to employ the outcomes of a calculation procedure. As the name implies, 

at   the preliminary design phase, the parameters determined are not final and will be altered later. Three primary 

aircraft parameters of WTO, S, and T (or P) form the output of the preliminary design phase. These three 

parameters will govern the aircraft size, the manufacturing cost, and the complexity of calculations.  

 

 

Maximum Takeoff Weight 

To determine maximum take-off weight the following equation was used. We used the following equation 

for that purpose. 

   𝑾𝑻𝑶 =
𝑾𝑷𝑳+ 𝑾𝑪

𝟏 – (
𝑾𝒇

𝑾𝑻𝑶
) –(

𝑾𝑬
𝑾𝑻𝑶

)
 (1) 

  

We calculate maximum take-off weight (WTO) = 56391.022 lb. (25578.9675 kg) 

 

Thrust to weight Ratio 

From the relation of thrust to weight ratio with wing loading in case of stall speed, maximum speed, take-off 

run, rate of climb and service ceiling the value 

of thrust to weight ratio we got is 1.273. 

 

 

 

 

 

 

 

 

 

 

 



 

 

 
FIGURE 3. Matching Plot for Air superiority Fighter  

 

 

 

Determination of Wing Surface Area Engine Thrust 

 

 

Wing Area, S = 
𝑊𝑇𝑂

(
𝑊

𝑆
)𝑑

 = 
56391.022 𝑙𝑏

125.6 
𝑙𝑏

𝑓𝑡2

 = 448.97 ft2 =41.71 m2 

 

Engine Thrust, T = 𝑊𝑇𝑂 × (
𝑇

𝑊
)𝑑= 56391.022 × 1.273 lb. 

   = 71785.77 lb. 

 

 

DETAIL DESIGN 

Details design means the elaborate design of the aircraft component like: wing, fuselage, propulsion systems,       

landing gear, tail etc.  

 

  

Wing Design 
 

The wing is used to generate aerodynamic force mainly known as lift to keep the aircraft airborne. We 

calculate Sweep angle as 67 degree and taper ratio as 0.3. Calculated value of wing span is 10.22 m, flap span 

6.645 m, flap area 9.1983 m2 and flap chord 1.3837 m. Wing chord was found as 4.089 m. This criteria was 

fulfilled by NASA SC (2)-0414 AIRFOIL (sc20414-il). The selected airfoil has maximum thickness of 14% that 

is located at 36% of chord where maximum camber of 1.5% was found at 83% of chord. 

 

Tail Design 

By analyzing both historical data and different jet aircraft some parameters were selected for horizontal tail 

as got:  VH = 0.24, Sh / S = 0.183, ARh = 2.30, λh  = 0.36, Λh = 48, Γh = 0 and for vertical tail: VV = 0.06, Sv / S = 

0.346, (t/c)max = 7%, λv = 0.22. The plan form area of the  is determined as 6.82 m2. Wing/fuselage aerodynamic 

pitching moment co-efficient is calculated as -0.028. The horizontal tail lift co-efficient at cruise is -0.1461.  

 

Propulsion System 

Calculated thrust requirement is 71842.162 lb. We selected the engine from manufacturing catalogue. We 

select 2 × NPO Saturn izdeliye 117 (AL-41F1) for initial production, izdeliye 30 for later production thrust 

vectoring turbofan. 

Fuselage Design 

Fuselage design is accomplished according to Federal Aviation Rules, FAR-25. Length and diameter of the 

fuselage was taken 19.8 m (64.96 ft.) & 2.08 m (6.84 ft.).  

 



Landing Gear Selection 

Calculated landing gear height is 2.1938 m. The distance between main gear and aircraft forward c.g is 

0.8869m.  

 

HIGH LIFT DEVICE SELECTION 

Plain flap was selected as the high lift device for the trailing edge because of its simplicity. Even though it 

was simple one but many modern aircrafts such as F-15E Eagle and MIG-29 employ plain flaps.   

 

Final Model 

 
                                                                                                                                                                                                   

 

                                       
(a)                                                                                   (b)                                                                                            (c) 

 

FIGURE 4. Three view of designed Air Superiority Fighter (a) front view (b) top view (c) side view 

 

Comparison with Similar Aircraft 

 
TABLE 1. A comparison between F-22 Raptor & our own designed aircraft 

 

Parameters F-22 Raptor Designed Aircraft 

No. of crew 1 1 

Length 18.92 m 19.80 m 

Wing span 13.56 m 10.22 m 

Take-off weight 83,500 lb. 56391.022 lb. 

Engine Pratt & Whitney F119 2 × NPO Saturn izdeliye 117 

(AL-41F1) 

Maximum Range 2960 km 1500 km  

810 NM 

Maximum Speed 1.82 Mach 2.3 Mach 

Thrust to Weight Ratio (T/W) 1.08 1.273 

Wing Loading (W/S) 377 kg / m2 619.86 kg/m2 

Ceiling 20 km 18.59 km 

Wing Area (S) 78.04 m2 41.81 m2 

Rate of Climb (ROCmax) 350 m / sec. 272 m/sec. 

 

Stall Speed (Vstall) 56.54 m/sec. 

(184.42 ft./sec.) 

61.74 m/sec. 

202.56 ft./sec. 



 

CONCLUSION 

Air Superiority Fighter is a very advanced next generation fighter aircraft which is highly controllable and 

considered as a queen of air to air combat and dogfight. As the aircraft is used for military purposes so it was 

very difficult and sometimes impossible for us as designers to find out the proper aeronautical information for 

an aircraft like this. As a result lots of assumptions were made which hampers the design accuracy a little bit. As 

budding aircraft designers we wish if proper data and information were available the design could be more 

accurate. 
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Abstract. Multiferroic xBa0.95Sr0.05TiO3-(1‒x)BiFe0.90Gd0.10O3 [xBST-(1‒x)BFGO] (x = 0.00, 0.10 and 0.20) ceramics 

were prepared by the standard solid-state reaction technique. Crystal structure of the ceramics was determined by X-

ray diffraction pattern. All the compositions exhibited rhombohedral crystal structure. The tolerance factor ‘t’ varied 

from 0.847 to 0.864. The AC conductivity spectrum followed the Jonscher’s power law. The Nyquist plots indicated 

that only grains have the contribution to the resistance in this material and the values of grain resistance (Rg) increased 

with BST content. The real part of complex initial permeability decreased with the increase in frequency and increased 

with increasing BST content. Magnetoelectric coefficient was determined for all compositions. The maximum value 

of magnetoelectric coefficient was found to be 1.467 mV.cm-1.Oe-1 for x = 0.20. 

Keywords:  Multiferroic; Electric properties; Magnetic properties; Magnetoelectric coefficient. 

 INTRODUCTION 

Conductivity is a vital issue in the research of material science and polymer science. Electrical 

conductivityreveals the essential electrical characteristics of electroceramics and hence clarification of electrical 

conductivity mechanism is of primary importance. Materials that exhibit ferromagnetic/antiferromagetic and 

ferroelectric orders simultaneously are known as multiferroics [1]. BiFeO3 (BFO) is one of the most extensively 

studied multiferroic compound which exhibits electric as well as magnetic properties at room temperature. 

Conductivity plays a crucial role in BFO. BFO can easily be incorporated into functional microelectronic devices 

and it is also an environment friendly material. But the applications of BFO have been restricted because of its 

large leakage current, difficulty in fabricating single phase and high difference in ferroic transition temperatures 

(TC = 370°C and TN = 830°C [2]) etc.  

Researchers all over the world are working to improve the properties of BFO by the incorporation of other 

materials. To improve magnetic as well as electric properties, recent work has been focused on the solid solutions 

of BFO with other perovskite materials. Among perovskite materials, BT is the most common and exhibits high 

dielectric properties. Although there is an improvement of magnetic properties and disappearance of secondary 

phases due to the formation of solid solution between BFO and BT, there are still some serious problems (e. g. 

poor electrical insulation, large coercive fields, high leakage current etc.) those hinder the practical applications 

of these materials. As a result the magnetoelectric property is not improved significantly.The conductivity in BT-

BFO solid solution has been studied over last few decades [3-5]. Moreover, the magnetic properties of the above 

mentioned ceramics have been reported by several authors 

[6, 7]. But the effect of Ba0.95Sr0.05TiO3 (BST) on electrical and magnetic properties of xBa0.95Sr0.05TiO3-(1‒

x)BiFe0.90Gd0.10O3 [xBST-(1‒x)BFGO] ceramics has not been investigated so far. In the present work, perovskite

xBST-(1‒x)BFGO (x = 0.00, 0.10, and 0.20) ceramics are prepared by the conventional solid-state reaction 

technique and their electric properties, magnetic properties and magnetoelectric coefficient have been reported. 

 EXPERIMENTAL 

xBa0.95Sr0.05TiO3-(1‒x)BiFe0.90Gd0.10O3 (x = 0.00, 0.10, and 0.20) ceramics were prepared by the conventional 

solid-state reaction method. Dried raw materials of BaCO3(99.9%), SrCO3(99.9%), TiO2(99.9%), Bi2O3(99.9%), 

Fe2O3(99.9%) and Gd2O3(99.95%) were mixed according to the stoichiometric formula and ball-milled in distilled 

water for 24 h to increase the degree of mixing. Mixed powders were calcined at 850 °C for 

1 h. To obtain a homogeneous mixture the calcined powders were ground thoroughly and ball-milled again. Then 
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the mixture was mixed with 10% polyvinyl alcohol (PVA) as a binder for granulation. From these powders disk-

and toroid-shaped samples were prepared using a uniaxial press at 45 MPa pressure. Finally, the green pellets 

were sintered at 950 °C.  

Crystal structure of the samples were characterized by using an X-ray diffractometer (Model D8 Advanced 

Bruker Gobel Mirror) with a Cu anode (Cu-Kα radiation source with λ = 1.541Å) at room temperature. The 

electrical and magnetic properties were carried out at room temperature in the frequency range 20 HZ to 120 MHz 

by using a Wayne Kerr 6500B Impedance Analyzer. For electrical measurement the samples were painted by 

conducting silver paste on both sides to ensure good electrical contacts. The dielectric constant (ε´) was calculated 

by using the formula: ε´ = Cd/ε0A, where, C is the capacitance of the pellet, d is the thickness, A is the cross-

sectional area of the electrode and ε0 is the permittivity in free space. The AC conductivity, σAC, of the samples 

was calculated using the relation: σAC = ωε´ε0tanδ, where, ω is the angular frequency and tanδ is the dielectric 

loss. The real part (μi´) and imaginary part (μi´´) of the complex initial permeability were measured as a function 

of frequency using the relations: μi´= LS/L0 and μi´´= μi´tanδ, where, LS is the self inductance of the sample core 

and L0 is the inductance of the winding of the coil without the sample and tanδ is the magnetic loss. L0 is derived 

from the geometrical relations, L0 = μ0N2S/πd̅, where, μ0 is the permeability in vacuum, N is the number of turns 

of the coil (N = 5), S is the cross-sectional area and d̅ = (d1+d2)/2 is the mean diameter of the toroidal sample, 

where, d1 and d2 are the inner and outer diameter of the toroidal sample, respectively. The magnetoelectric 

properties of the prepared samples were carried out by dynamic method using a magnetoelectric (ME) coefficient 

measurement system following the relation, αME = V/d.HAC, where, V is the ME voltage developed across the 

sample, d is the effective thickness of the sample and HAC is the amplitude of applied AC field. 

 

 RESULTS AND DISCUSSION 

X-Ray Diffraction Analysis 

Fig. 1 shows the X-ray diffraction (XRD) pattern of xBST-(1‒x)BFGO ceramics at room temperature. All the 

compositions exhibit pure perovskite structure. The peaks have been indexed following rhombohedrally distorted 

perosvkite structure. No peak of Ba0.95Sr0.05TiO3 is observed confirming its substitution in the host material 

BiFe0.90Gd0.10O3. The lattice parameters ‘a’ and ‘c’ are calculated following the formula of hexagonal equivalent 

[8] and using the intense peaks (012) and (110). The lattice parameters a’ and ‘c’ are listed in Table 1. It is observed 

that the value of lattice parameter ‘a’ is increasing with the increase in BST content. The results are well consistent 

with previous reports of BT-BFO system [9].  

 

 

  

 

 

 

 

FIGURE 1. X-ray diffraction pattern of various xBST-(1‒x)BFGO ceramics. 

Tolerance factor 

 Mismatch in ionic radius and also in valence states between the A and B–site atoms causes distortions in the 

perovskite structure. Goldschmidit [10] introduced a parameter called tolerance factor (t) to describe the stability 

of perovskite structure. The tolerance factor ‘t’ is defined as [10], 
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Where, RA, RB and RO are the ionic radius of A-site atom, B-site atom and oxygen respectively. For 

xBa0.95Sr0.05TiO3-(1‒x)BiFe0.90Gd0.10O3 compound the above equation can be written as : 
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Where, RBa
2+, RSr

2+, RBi
3+, RTi

4+, RFe
3+

, RGd
3+

 and RO
2- are the ionic radius of Ba2+, Sr2+, Bi3+, Ti4+, Fe3+, Gd3+ 

and O2- respectively. The calculated value of ‘t’ for xBST-(1‒x)BFGO ceramics is shown in Table 1. The value 

of ‘t’ varies from 0.847 to 0.864. It is noticed that ‘t’ increases with increasing BST content, which indicates the 

perovskite structure of xBST-(1‒x)BFGO ceramics becomes more stable as BST content increases. 

 

AC Conductivity 

The variation of AC conductivity (σAC) as a function of frequency at room temperature is shown in Fig. 2(a). 

It is seen that the spectrum exhibit two different regions. In low frequency region (region I) which corresponds to 

DC conductivity (σDC), the conductivity is almost frequency independent because the resistive grain boundaries 

are more active at low frequencies according to the Maxell-Wagner double layer model for dielectrics [11]. On 

the other hand, in the high frequency region (region II),  which is known as hopping region, AC conductivity 

increases rapidly because at higher frequencies the conductive grains become more active thereby increasing 

hopping of charge carriers and contribute to rise conductivity.  This frequency dependence of conductivity can be 

described by Jonscher’s power law [12]: σAC(ω) = σDC + Aωn, where, σDC is the frequency independent DC 

conductivity, A is the temperature dependent pre-exponential factor and ‘n’ is the frequency exponent. The 

exponent ‘n’ represents the degree of interaction between mobile ions and the lattice around them.  

The conductivity of the ceramics can also be explained on the basis of polaron hopping mechanism. In large 

polaron model, σAC decreases with the increase of frequency while in small polaron hopping mechanism,  

 

 
 

 

 

 

 

 

 

FIGURE 2. (a) Frequency dependence of σAC and (b) plot of log (σAC) versus log(f) of various xBST-(1‒x)BFGO ceramics. 

the σAC increases with the increase of frequency [13]. Fig. 2(b) shows the variation of log (σAC) as a function of 

log (f) and it is seen that σAC increases with increasing frequency. This confirms that the conduction phenomenon 

in this material is due to small polaron hopping. Similar results are also reported by other researchers [14, 15]. 

Nature of non linear curve is also observed above certain frequency which indicates mixed polaron (small and 

large) conduction as reported by Kadam et al. [15]. The value of frequency exponent ‘n’ is determined from the 

slope of log (σAC) vs log (f) curves and the values of ‘n’ for the present solid solution are presented in Table 1. 

One may notice that the values of ‘n’ are less than unity (0.61<‘n’<0.83) and increase with the increase in BST 

content. Das et al. [16] and Sahni et al. [17] have reported the similar results for Ba2+ and Gd+3 doped BFO and 

Mn-doped BT-BFO ceramics respectively. 

 

Complex impedance spectroscopy 

Polycrystalline ceramics consist of grains and grain boundaries. Complex impedance spectroscopy is a 

powerful tool that separates the contributions of grain and grain boundary to the electrical properties of dielectric 

materials following the brick-layer model [18]. For this, the sample is represented by an equivalent  
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TABLE 1. Lattice parameters, tolerance factor (t), frequency exponent (n) and grain resistance (Rg) for various xBST - 

(1─x)BFGO ceramics. 

 

circuit as shown Fig. 3(a). The equivalent circuit consists of three RC circuits (Rg & Cg; Rgb & Cgb; and Rs & Ls) 

connected in series. These RC elements correspond to grains, grain boundaries and electrode-specimen interface 

in order of decreasing frequency. Each RC element of the equivalent circuit gives rise to a semicircle. A single 

semicircle in the real part (Z´) of total impedance vs imaginary part (Z´´) plot indicates grain effects and the second 

semicircle indicates the presence of grain boundary effects. If a third semicircle is present, it indicates  

 

 
 

 

 

 

 

  

FIGURE 3. (a) Equivalent circuit and (b) complex impedance spectra (Z´ vs Z´´ curve) of various xBST-(1─x)BFGO 

ceramics. 

the electrode effects. Fig. 3(b) shows the complex impedance spectra (Z´ vs Z´´ plot known as Nyquist diagram) 

for different compositions taken over a wide range of frequency range (20 Hz-120 MHz) at room. All composites 

exhibit a single semicircular arc starting from the origin, indicating the materials have grain effect and the grain 

boundary does not contribute to the conductivity mechanism in this system. On the other hand, the electrode used 

in the present research provides a good electrical contact and the resistance for interface can be negligible. The 

values of resistance for the grains (Rg) are determined from the intercepts on the Z´ axis of Z´ vs Z´´ plots (Fig. 

3(b)) and the values are listed in Table 1. It has been observed that the values of Rg increases with BST content 

because of the better dielectric properties of BST. 

 

Complex initial permeability 

The variation of real part of complex initial permeability (μi´) with frequency is shown in Fig. 4(a). The  

 

 

 

 

 

 

 

 

 

 
 

FIGURE 4.Variation of (a) μi´ and (b) tanδ with frequency of xBST-(1‒x)BFGO ceramics. 

Compositions 

x 

Lattice parameters 

a (Å)                  c (Å) 

Tolerance factor    

 t 

Frequency Exponent                 

‘n’           

Grain resistance            

Rg (MΩ) 

0.00 5.55 13.70 0.847 0.61 26 

0.10 5.58 13.60 0.855 0.82 30 

0.20 5.59 13.57 0.864 0.83 60 
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value of μi´ is found to decrease with frequency because the domain wall motion cannot follow the AC field at 

higher frequencies. On the other hand, at higher frequencies, impurities between grains and intragranular pores 

act as pinning points and obstruct the motion of spin and domain walls thereby decreasing their contribution to 

the permeability [19]. It is also observed that the value of μi´ increases with the addition of BST. Pure BFO has 

spiral spin structure and due to this structure it has antiferromagnetic ordering. The substitution of larger ions 

Ba2+(1.35 Å) and Sr+2(1.18Å ) on A-site and Ti4+(0.68Å ) and Gd3+ (0.94Å) on B-site of BFO make a change in 

Fe–O–Fe bond angle and also create a distortion in the spiral spin structure of BFO. This helps to release the 

macroscopic magnetization and consequently leading to enhance magnetic order [20]. 

Fig. 4(b) shows the variation of magnetic loss (tanδ) with frequency. It is observed that tanδ is decreasing with 

frequency and has very low value at high frequency. It is also noticed that tanδ is decreasing with BST content 

because of the reducing imperfections (defects, voids etc) with the addition of BST. 

Magnetoelectric Coefficient 

 

 

 

 

 

 

 

 

 

 
FIGURE.5. Variation of αME with magnetic field. 

The variation of Magnetoelectric coefficient (αME) with applied DC magnetic field for various compositions 

of xBST-(1‒x)BFGO ceramics  is shown in Fig. 5. The value of αME is found increasing with magnetic field and 

then remains constant at higher field which indicates that the magnetostriction reaches at a saturation state after a 

certain magnetic field and produces a constant electric field in ferroelectric domain. Similar type behavior is also 

observed in BiFeO3-BaTiO3 [21] solid solution. It is clearly seen that the value of αME is significantly enhanced 

compared to that of the undoped BFGO. Highest value of ME coefficient is found to be  

1.467 mV.cm-1.Oe-1 for x=0.20. 

CONCLUSIONS 

Multiferroic xBST-(1‒x)BFGO (x = 0.00, 0.10 and 0.20) ceramics have been fabricated by the conventional 

solid- state reaction method. Crystal structure, electric properties, magnetic properties and magnetoelectric 

coefficient of the cramics have been investigated. All compositions exhibit pure perovskite structure with 

rhombohedral unit cell. The σAC increases with increasing frequency due to electron hopping at the higher 

frequency. The value of frequency exponent ‘n’ is found to increase with BST content. Rg is found to increase 

with BST content and equivalent circuit is used to explain the phenomena. It is also observed that the value of μi´ 

increases with increasing BST content. The value of αME increases with increasing BST content and highest value 

of αME is found for x = 0.20. The studied multiferroic ceramic is a lead free compound and it is expected to be 

environment friendly. 
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Abstract. Gesture control is a method of Human Machine Interfacing (HMI) using motion of the human body parts. This 

paper presents the construction of a model industrial robotic arm and controlling it with light dependent gesture 

recognition. In a fixed lighted environment, the hand will cast a shadow of a fixed darkness which will move along with 

the moving hand. This phenomenon is used in our gesture control system which is comprised of low cost Light-

Dependent Resistor (LDR) sensors and a Microcontroller which are used to track the consecutive positions of the shadow 

of the hand and guess the pattern indicated by the operator. Identifying different patterns indicated by the operator the 

Microcontroller commands the robotic arm to execute certain operations. The robotic arm has three types of movement 

which are rotation about a vertical axis, lifting up and down and opening and closing of the grip. 

INTRODUCTION 

In the present world machines have become an essential part of human life. A huge challenge of using these 

machines is communicating with these machines efficiently. The methods of communicating with machines are 

known as Human Machine Interface (HMI) [1]. There are various methods of HMI for passing commands to 

machine, which are mechanical switches, electronic remote, voice control [2], mind control [3], gesture control etc. 

The term “natural user interface” is becoming commonly used to describe interface systems like voice control, mind 

control and gesture control, reflecting the general lack of any intermediate devices between the user and the system. 

Gesture control is the ability to recognize and interpret movements of the human body in order to interact with and 

control a computer system without direct physical contact [4]. An efficient gesture control is the easiest to handle 

because this requires minimum effort and even disabled people can use this method. 

Gesture control system can be done by image processing [5,6] ultrasonic sensor [7,8] and other various methods. 

Here we attempted a different approach to detect gesture indication by detecting the variation of light intensity over 

a sensor while a hand moves over it. Light intensity varia00tion is measured by LDR sensors’ voltage fluctuations. 

These LDR sensors come at a cheap price and are quiet available. That’s why using these sensors make the 

construction of these gesture control system very low cost. 

CONSTRUCTION AND MECHANISM 

Final actuation of the system is the different movements of a robotic arm. To complete this action the system 

depends on some input and output signal conditioning and mechanical actuation procedure. Thus the whole 

construction has two major parts, electrical circuitry and mechanical structure. The electric circuitry deals with 

sensors and all other equipment and mechanical structure includes motor and physical construction.   

096



Arrangement of sensors 

The gesture of the hand is detected in a few patterns over the sensors at various positions. Our construction 

demonstrates the simplest form of this method. We used four sensors for detecting those patterns. Positions of the 

sensors are shown in figure 1. 

 

(a) (b) 

 

FIGURE 1. Positions and connections of the LDR sensors (a) circuit connection (b) on the control panel 

 Mechanical Structure and motor arrangement 

The mechanical structure of the robotic arm has three motors located at three different places to give the arm 

three different motions. The schematic diagram of mechanical structure of the robotic arm is shown in figure 2. 

 

FIGURE 2. Arm Structures and Motor Positions. 

 

Where motor m-1 gives rotational motion, motor m-2 gives up-down motion and motor m-3 opens and closes the  

grip of the arm by a driving a rack and pinion through a belt drive. There are two push buttons to give signal to 

micro controller indicating the arm has reached the top and bottom position. A counter weight is placed in the 

opposite of the grip to reduce the required torque during up and down movement. The effective length of the 

columns is reduced by adding bar in the lowest portion of the column. This reduces columns’ buckling effect. 



 Command execution according to gesture pattern 

Our system deals with six different patterns to execute six commands.  

 

 

(a)              (b)           (c) 

FIGURE 3. (a) Turning of arm (b) Up-down movement (c) Opening and closing of grip 

 

As shown in figure 3 when the operator moves his hand in a clockwise and anti-clockwise circular motion on x-y 

plane motor M-1 will cause the arm to move clockwise and anti-clockwise direction respectively. The motor will 

continue to transmit mechanical power until the operator stops gesture pattern indication. When the operator moves 

his hand along y-axis in negative and positive direction motor M-2 will cause the arm to move up and down 

respectively. When operator moves his hand in a translatory motion along x-axis in negative and positive direction 

motor M-3 will cause the grip to open and close respectively. 

METHOD OF OPERATION OF THE SENSORS 

When light is incident on the LDR sensor its resistance decreases. At a fixed lighting environment the darkness 

of the shadow varies with the distance of the hand from the sensor. The relationship between output voltage of the 

sensor (V) and distance of hand (d) is as follows: 

 
d

1
v   (1) 

This phenomenon is used to locate the position of the hand. When there is nothing upside the sensor the output 

voltage is low and operator moves hand upside the sensor the voltage increases due to change in resistance. Thus for 

a certain reference value the position of hand can be detected. 

RESULTS AND DISCUSSIONS 

The experiment is performed in outdoor (day light) and indoor lighting conditions to determine the suitable 

environment for the better performance of the system. The output voltage is the main parameter that serves to detect 

presence of hand of the operator. As the output voltage varies with the varying distance of the hand, it is important 

to learn the variation of voltage with varying distance of hand in different lighting conditions. 

The following results were found while doing the experiment, which represent output voltage of the sensor with 

different distance of the hand from the sensor: 

    TABLE 1. Output voltage for different distance at different lighting condition 

Distance of 
hand 

(inch) 

Output voltage of 
sensor(V) at 
Daylight (outdoor) 

Output voltage 
of sensor(V) at 
fixed light 

(indoor) 

No Hand 0.45 1.7 

5 0.5 3.1 

4 0.65 3.95 

3 0.75 4.2 

2 0.9 4.7 

1 1.15 4.95 
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FIGURE 4. Output voltage vs. Hand distance graph for different lighting conditions 

 

As we can see from above experimental results, the distribution of the voltage in daylight is less (0.5V-1.15V) 

than that of indoor fixed lighting condition (3.1V-4.95V). Also the difference of free sensor output to least hand 

distance output is low for daylight condition. This makes the indoor operation more suitable for the system, because 

the large distribution reduces operational difficulties of the operator. The reference voltage can be selected easily 

with a good expected accuracy. On the other hand for the day light condition it is very difficult to deal with quite 

small voltage range. This means the operator needs to move his hand very precisely and accurately to operate within 

the range of reference voltage. 

When light source is not perpendicular to the control panel and light incidents at an angle from the source to the 

sensors, it causes the operating performance of the system to reduce. The following results were experienced for 

varying the incident angle of light on the sensor. 

 TABLE 2. Output voltage for different incident angle for indoor lighting 

Distance of 
hand (inch) 

Output voltage of 

sensor(V) at 0°  

Output voltage of 

sensor(V) at 30°  

Output voltage 

of sensor(V) at 

60°  

No hand 1.7 1.7 1.7 

5 3.1 2.65 2.01 

4 3.95 3.25 2.34 

3 4.2 3.91 2.66 

2 4.7 4.41 3.08 

1 4.95 4.69 3.75 

 

FIGURE 5. Output Voltage vs. Hand distance graph for different light inclination 
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If the light incidents on the sensors in an inclined manner, the movement of hand will have very less effect on the 

sensors and the sensor output voltage will vary within a very small range. This will make it difficult for the system 

to decide whether any gesture pattern is indicated or not. And the system may fail to take gesture as input at the 

exact time. This can cause output actuation to take place a little earlier or later which is not desired. From the above 

results it is seen that the more the incident angle increases the more is the performance reduced. 

POSSIBILITIES AND LIMITATIONS 

Same construction can be obtained by using more number of LDRs. But that will require a higher capacity 

microcontroller, which will increase the manufacturing cost. But using four LDRs as the system we mentioned 

above also capable of performing same tasks with acceptable efficiency. However system with more sensors can be 

constructed for much more efficient and precise gesture control which can be controlled from a longer distance. 

Arranging the LDRs in a 3 dimensional arrangement can be set up to identify motion in any direction and thus can 

take any gesture command as small as a finger movement. But LDR can react on motion only if the LDR is placed 

in the opposite side of the light. So if LDR is used in a three dimensional arrangement it can receive data only from 

one surface. However this problem can be solved by using a LASER-LDR pair. For each LDR one LASER will be 

set up in opposite direction. This will make the LDR work even more precisely. Thus the system can be made more 

accurate by using laser LDR pairs. Then the system will not depend on ambient light and the system can be used in 

outdoor conditions as well. 

The same construction can be made by using ultrasonic sensor instead of LDRs. Ultrasonic sensors are not 

dependent of light. So they can also be used in outdoor applications unlike LDR sensor. This adds a major advantage 

to the system. However Ultrasonic sensors are more expensive than LDR, which will increase the manufacturing 

cost. Also these sensors receive signal from a conical region, making it difficult to use higher number of sensors in a 

single system and may require specially made sensors. 

CONCLUSION 

Gesture control system is beneficial for old and physically disabled people while communicating with machines. 

Nowadays gesture control is used in military purpose and also in so many home appliances. Though our system is 

shown for industrial purpose only it can also be used in domestic and outdoor environment with some improvements 

like using sensors in a 3D matrix, using LASER-LDR pairs etc. as described earlier. With the advancement of 

science the physical interaction of human with machines are lessening day by day. Our finding can be used to 

further eliminate the need for interacting media to communicate with machines in a low cost because of using cheap 

LDR sensors. This will help to reduce cost in manufacturing, maintaining and repairing such system. A specially 

made robotic arm with good mechanical design as shown in this paper can be used for industrial purpose and which 

can be useful in transporting industrial goods from one place to another. Controlling such robotic arm with gesture 

pattern as discussed earlier will make it easier and efficient to handle. 
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Abstract. Resistive effects in solar cells reduce the efficiency of the solar cell by dissipating power in the resistances. The 

most common parasitic resistances are series resistance and shunt resistance. The key impact of parasitic resistance is to 

reduce the fill factor. Both the magnitude and impact of series and shunt resistance depend on the geometry of the solar 

cell, at the operating point of the solar cell. This paper gives an idea about how the solar cell performance changes with the 

change in irradiance in reality and the result is shown by conducting a number of experiments. In this paper authors have 

developed a empirical equation for the irradiation effect on series resistance of solar cell by using experimental data and 

try to show that parasitic resistance of the solar cell be a function of irradiance that was not considered in any PV model. 

All effects are observed from 105 W/m2 to 602 W/m2 in this experiment.  

1. INTRODUCTION

Solar PV cells are electronic devices that use P-N junctions to directly convert sunlight into electrical power. A 

complex relationship between voltage and current is exhibited by the P-N junction in the solar cell.  

Solar cells capture slow-moving low energy electrons. These effects are saturated and cause a fixed energy loss 

under bright light condition. However, on an overcast day i.e. at lower insolation levels these mechanisms show an 

increasing percentage of the total power generated. Too much insolation causes saturation of cells, and the number of 

free electrons or their mobility decreases greatly. Characterization and performance evaluation of photovoltaic 

modules under a natural insolation play a very important role in photovoltaic research and is essential in realizing the 

scope of new technologies on the horizon [1]. The specifications given by the manufacturers of different types of 

silicon PV modules are usually for standard test conditions (STC i.e. 1000 W/m2 irradiance, 250C cell temperature 

and AM 1.5 global spectrum) [2]-[5]. 

      This paper is organized as follows: Section II presents characteristics of PV solar cell. Experimental setup and 

results are presented in Section III and Section IV respectively. In this section it is shown that series resistance 

gradually decreases with increasing irradiation. Conclusion of this work is given in Section V. Finally, References of 

this work are given. 

Nomenclature 

Isc Short circuit current   A Ideal factor 

Voc Open circuit voltage  Rs Series resistance

MPP Maximum power point  Rsh Shunt resistance 

FF      Fill factor  IPH Photo current 

Pmax Maximum power   TC Cell working temperature 

105



G           Solar irradiation     IS Cell saturation of dark current 

2. CHARACTERISTICS OF SOLAR CELL 

      The fundamental parameters related to solar cell characteristics are Short circuit current (ISC), Open circuit 

voltage (VOC), Maximum power point (MPP) and Fill factor [6]. A general mathematical description of I-V output 

characteristics for a PV cell has been studied for over the past four decades. Such an equivalent circuit-based model 

is mainly used for the MPPT technologies. The simplest equivalent circuit of the general model which consists of a 

photo current, a diode, a parallel resistor expressing a leakage current, and a series resistor describing an internal 

resistance to the current flow, is shown in Fig. 1. 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 1. PV Cell Equivalent Circuit Model 

 

The voltage-current characteristic equation of a solar cell is given as I = IPH – IS [exp ( q(V + IRs) / KTCA) −1] − 

(V +IRs)/Rsh, where IPH is a light-generated current or photocurrent, IS is the cell saturation of dark current, q (= 1.6 

×10−19C) is an electron charge, k (= 1.38 ×10−23J/K) is a Boltzmann’s constant, TC is the cell’s working temperature, 

A is an ideal factor, Rsh is a shunt resistance, and Rs is a series resistance. The photocurrent mainly depends on the 

solar insolation and cell’s working temperature, which is described as IPH = [ISC + KI (TC −TRef )]G, where ISC is the 

cell’s short-circuit current at a 25°C and 1000W/m2, KI is the cell’s short-circuit current temperature coefficient, TRef 

is the cell’s reference temperature, and G is the solar irradiation in W/m2. 

On the other hand, the cell’s saturation current varies with the cell temperature, which is described as IS= IRS (TC 

/TRef )3 exp[qEG (1/TRef - 1/TC )/ kA], where IRS is the cell’s reverse saturation current at a reference temperature and 

a solar radiation, EG is the bang-gap energy of the semiconductor used in the cell [7].  

3. EXPERIMENTAL SETUP 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 2. Schematic diagram of a solar cell/module measurement system 
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       In this study, the block diagram of the experimental set up is shown in Fig. 2. It consists of a rheostat, a 

Pyranometer to measure the solar radiation, two digital multi-meters and a solar panel that has the key specifications 

listed in table1. 

TABLE 1. Major specifications of the experimental module 

 

Shinew XH SERIES,Model:XH-36M-5 

Maximum power (Vmp) 5w 

Open circuitVoltage (Voc) 21.47V 

Short circuit current (Isc) 310m A 

Voltage at Pmax 17.40 V 

Current at Pmax 290 mA 

Module dimensions 342×160×25mm 

Module weight 0.8kg 

Cell type Mono crystalline 

No.of cells 36 in series 

Data measured in standard condition(STC):Irradiation 1000 

W/m2,AM1.5,cell temperature 250C,Tested according to:IEC 61215 and 

IEC 61730 

4. EXPERIMENTAL RESULT 

    The term Irradiance is defined as the measure of power density of sunlight received at a location on the earth and 

is measured in watt per metre square whereas irradiation is the measure of energy density of sunlight. The term 

Irradiance and Irradiation are related to solar components. As the solar irradiation keeps on changing throughout the 

day similarly I-V and P-V characteristics varies with the increasing solar irradiance both the open circuit voltage and 

the short circuit current increases and hence the maximum power point varies which shows in Fig. 3 and Fig. 4.  

 

 

FIGURE 3. Current- voltage characteristics at six various irradiance levels 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 4. Power versus voltage characteristics at six different irradiance levels 



In Fig. 3 shows the I-V characteristics  at six different irradiation levels. It is observed that the value ISC   which is 

minimum (0.03A) at irradiation, 105 W/m2 and it is maximum (0.19A) at irradiation, 602 W/m2. In Fig. 4 shows the 

P-V characteristics at six different irradiation levels. It is observed that the value Pmax which is minimum (0.226w) at 

irradiation, 105 W/m2 and it is maximum (2.6 w) at irradiation, 602 W/m2. 

   Series resistance in a solar cell has three causes: firstly, the movement of current through the emitter and base of 

the solar cell; secondly, the contact resistance between the metal contact and the silicon; and finally the resistance of 

the top and rear metal contacts. The main impact of series resistance is to reduce the fill factor, although excessively 

high values may also reduce the short-circuit current. Practically Series resistance is highly affected by irradiation but 

no model consider this effect. In Fig.5, the effect of irradiation on series resistance is shown. The raise of the series 

resistance is rapid for small illumination levels. This resistance varies from 116.25 ohms to 14.35 ohms between 105 

W/m2 to 602 W/m2. 

It is possible to approximate the series and shunt resistances, RS and RSH, from the slopes of the I-V curve at VOC and 

ISC, respectively.  The resistance at Voc, however, is at best proportional to the series resistance but it is larger than 

the series resistance. RSH is represented by the slope at ISC.  Typically, the resistances at ISC and at VOC will be measured 

and noted, as shown in Fig. 4. 
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                                         FIGURE 5. Obtaining Resistances from the I-V Curve 

 

   From Fig. 3, we found the value of Rs and Rsh by using method that is described in Fig. 5. In table 2, it is shown 

that the value of series and shunt resistance is varying with solar irradiance variation. 

              TABLE 2. Datasheet of series and shunt resistance w.r.t solar irradiance 

Solar Irradiation(W/m2) 100.00 200.00 300.00 400.00 500.00 600.00 

Rs (Ω) 116.25 46.41 30.60 22.69 16.17 14.35 

Rsh (Ω) 1071.20 1070.79 1070.79 1070.57 1070.36 1070.13 

 

The authors have developed an empirical equation for the irradiation effect on series resistance of solar cell by 

using experimental data. 
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Where 

Rs (ref) =Value of series resistance at reference irradiation 1000 w/m2
, k1, k2 and k3 are constant [k1=1.5714, 

k2=27 and k3=0.001255], G=measured solar irradiance. 

The experimental series resistance value and equation series resistance value are shown in table 3. 

                   TABLE 3. Compare series resistance between experimental and developed equation value 

Solar Irradiation(W/m2) 100.00 200.00 300.00 400.00 500.00 600.00 

Rs (Ω) (Experimental value) 116.25 46.41 30.60 22.69 16.17 14.35 

Rs (Ω) (Equation Value) 114.47 49.62 31.21 22.48 17.33 13.92 

Deviation error (%) 1.53% 6.91% 1.99% 0.92% 7.17% 2.99% 



It is observed that Fig.6 follows this equation. The author could not able to measure the series resistance over 600 

W/m2 due to weather conditions of Bangladesh. But that value of series resistance is found by using the equation 

which is shown in Fig .6. It is observed that the   experimental value and equation value are approximately same for 

all irradiance levels. In Fig. 7, It is described that how efficiency varying with varying series resistance of the solar 

cell. It is observed that efficiency is rising up with decreasing series resistance. Efficiency varies from 7.7% to 13.6% 

between 128.15 ohms to 14.35 ohms. 

 

 

 

 

                

 

 

 

 

 

FIGURE 6. Series resistance as a function of solar Irradiance (compare between equation and measured value) 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 7. Efficiency as a function series resistance 

 

Low shunt resistance causes power losses in solar cells by providing an alternate current path for the light-

generated current. In Fig. 8, the effect of irradiation on shunt resistance is shown in below. The shunt resistance shows 

a marked dependence on the irradiance in this curve. It is observed from this curve, Rsh decreases with increasing 

irradiance. The change of shunt resistance, Rsh is not large. It is varied from 1071.2 ohms to 1070.13 between 105 

W/m2 to 602 W/m2. 

 

 

FIGURE 8. Shunt resistance as a function of solar irradiance 

Equation data  
Measured data  



5. CONCLUSION 

      Parasitic resistance is the important parameters for solar cell but it is not given in nameplate by the   manufacturers. 

The resistive behaviour tends to change the curve of the diode, resulting the above case as a decline in both the power 

and fill factor, regardless of ISC and VOC not change. In this paper, it is represented that how parasitic resistance affected 

by solar irradiation varying. It is observed that series resistance decreases largely with increasing irradiance and the 

change of shunt resistance is very small with increasing irradiance. Both are decreasing with increasing irradiance but 

it is improved efficiency for the change of series resistance and decreases efficiency for the change of shunt resistance. 

No PV model considers the effect of irradiation on parasitic resistance of solar cell/module. In future, it will be possible 

to develop a complete solar PV system model which considers the irradiation effect on parasitic resistance. 
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Abstract. An investigation was carried out to estimate the extraction of fat from cowhide fleshings. In leather processing, 

just after liming, swollen pelts (lime treated hide/skin) have to pass through an operation to improve the diffusion of 

chemicals into pelt from the flesh side known as fleshing. Fleshing is the indispensable mechanical operations in leather 

processing where substantial amounts of inevitable solid waste (termed as fleshings) is produced. Generally fleshings’ is 

kept indiscriminately inside or outside the industrial area as green, which has negative effect on the environment including 

human health. It contains a considerable amount of fat, which could be a great source for the production of byproduct: 

soap, glycerine, biogas, biodiesel etc. To extract fat, collected fleshing was delimed with boric acid and hydrochloric acid 

for 5-6 hrs. The delimed fleshings’ was then heated with water bath (water: fleshings =1:1). After clearly separated fat from 

the fleshings, finally fat was collected from the aqueous phase. Assays were carried out to optimize the extraction 

parameters: water bath temperature, extraction time and agitation. The optimized extraction conditions were temperature 

75°C, extraction time 3 h without agitation. It was calculated 6.2% fats were extractable from the fleshings and yearly 

638.6 MT fat could be extracted only from cowhide fleshings. 

INTRODUCTION 

Leather sector is one of the most export-oriented sectors of Bangladesh, which plays an important role in the 

national economy. According to the Export Promotion Bureau (EPB), in the fiscal year 2013-14 leather sector earned 

US$1.29 billion by exporting leather, leather products and footwear [1]. But due to generating vigorous amount of 

environmental pollutants, Department of Environment (DoE), Bangladesh has been categorized tannery as ‘red’ 

category industry. 

Tannery waste generation, disposal and management are causing serious problems to survive tannery especially in 

Bangladesh.Tannery produces a huge amount of environmental pollutants in the form of solid, liquid and gaseous 

besides it consumes substantial amounts of energy. The approaches of tannery waste management applied are not 

sufficient; considerable portions of such solid waste are used for landfills [2]. Cleaner and waste-free production is 

the prime requisite for the tanneries in terms of waste management. 
Tanning is an essential operation to shield the raw hide/skin against microbiological degradation as well as to 

stabilize collagen with defined tanning agents. Leather processing (tanning) is a complex procedure comprising of 

several technological steps which produce a significant amount of waste. A group of researchers reported that every 

10 kg of raw hide/skin processing converts only 2 kg of raw materials into leather and more than 6 kg is generated as 

solid wastes [3]. Of course, generation of solid waste is related to the characteristics of raw material and manufacturing 

process of hide/skin. There are 220 tanneries in Bangladesh; most of them are located at Hazaribagh, Dhaka. Daily 

100 tons solid waste is produced from the tannery in the form of trimmings of finished leather, shaving dust, hairs, 

trimmed animal flesh skin/hide which contaminate the soil and water [4]. Most of the tannery solid wastes are 

generated in beamhouse especially in fleshing operation.  
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In tannery, firstly raw hide/skin undergoes the operation so-called unhairing and liming (commonly known as 

liming). In conventional liming operation, sodium sulphide (Na2S) and lime (CaO) are used to remove keratinous 

substances (hair, wool, epidermis, etc.), interfibrillary proteins (albumins, globulins etc.) [5]. After liming, pelt (lime 

treated hide/skin) has to pass through an operation known as ‘Fleshing’. Fleshing is one of the most indispensable 

mechanical operations in leather processing where substantial amounts of inevitable solid waste (termed as fleshings) 

is produced. The fleshing operation involves cutting or removing of unwanted part from the flesh side of pelt to 

improve the diffusion of tanning agents and chemical uptake into pelt from the flesh side. It is not possible to omit the 

fleshing operation as skipping it causes chemical wastage as well as good quality leather could not be produced. It is 

reported that fleshings’ is the 50-60% of total solid wastes generated in the tanning industry [6]. 

 

 

 

 

 

 

 

 

 

 

 

 
 

FIGURE. 1. General dumping site view of fleshings near DND dam, Hazaribang. 

In Bangladesh, yearly 33.80 thousand tons wet salted cowhide and 24.80 thousand tons wet salted goatskin are 

taken for leather production in which 10.3×103 MT fleshings from wet salted cowhide and 9.8×103MT fleshings from 

wet salted goatskin are generated during fleshing operation [7]. The produced a huge amount of fleshings’ is kept 

indiscriminately inside or outside the industrial area as green (without treatment). Generally tanneries collect fleshings 

in wheelbarrow and dump nearby tannery area. In Fig. 1 shows the fleshings dumped at the western part of Hazaribagh 

near Dhaka-Narayanganj-Demra (DND) dam. As stated, fleshings’ contains proteinaceous substances that are 

hydrolysed to amino acids through proteolytic bacteria; amino acids are further hydrolysed by bacteria, which liberate 

gaseous ammonia (NH3), hydrogen (H2), carbon dioxide (CO2), volatile fatty acids (VFAs) etc., that are directly 

merged to the air [8]. The VFAs help to generate toxic hydrogen sulphide (H2S) gas from the fleshings as equation 

(1). Individuals of the tannery area are frequently inhaled the liberated gaseous substances and suffering in difficulties. 

Fleshings’ also has a negative effect on water and soil. 

SHH/SHS 2
2      (1) 

Fleshings’ contains subcutaneous tissue, fat and flesh. It is composed of various constituents among them fat 

content is 4-18% [9]; fat content varies according to the type of animal, feeding and climate.  

Many researchers have accounted to minimize the tannery wastes: reuse of liming liquor [10], enzymatic hair 

saving unhairing instead of hair burning liming [11, 12], recycling of spent chrome liquor [13, 14], chrome recovery 

from shaving dust [15], leather board from shaving dust [16], composite from buffing dust [17] etc. Fleshings’ does 

not bargain important usage to extract fat to produce any byproduct although it contains a considerable amount of fat 

[18].  

An attempt was made to extract fat from the fleshings of cowhide which could be used as raw material in byproduct 

production. The approach could also contribute a significant reduction in the environmental impact of inevitable solid 

waste and decrease the costs associated with disposal.  
 



MATERIALS AND METHODS 

Sampling 

Cowhide fleshings’ was collected from SAF Leather Industries Ltd., Jessore, Bangladesh just after fleshing 

operation in polyethylene bag and brought back to the laboratory immediately for experimentation. 

Materials 

Chemicals were used for the experiments, which are generally used in the tannery. Boric acid (commercial grade) 

hydrochloric acid (commercial grade) was used to obtain different action. Reagents (ethanol and potassium hydroxide) 

were used to determine total fat and acid value which was purchased from Merck Limited (India). 

Characterization Of Fleshings 

pH, moisture and total fat content of the collected fleshings were quantified in the laboratory. Moisture content (%) 

and total fat (%) was determined using standard methods as described in [19]. 

pH of the fleshings was measured with pH (UPH-314, UNILAB, USA) meter. Before measuring pH, the meter 

was calibrated. 

To determine moisture content of the fleshings, about 5 g fleshings were heated at 103±2°C in drying oven until 

constant weight was obtained. The weight of dried fleshings was subtracted from weight of wet fleshings to obtain 

moisture content. 

To determine the total fat content of the fleshings firstly the fat was extracted from it using a Soxhlet extractor. The 

weight of the conditioned distillation flask was measured. After extraction of fat from fleshings, mixture of fat and 

ethanol was transferred into distillation flask. The ethanol was evaporated from the distillation flask by heating at 

drying oven until constant weight was obtained.  The dry weight of total fat was calculated by following equation (2). 

100
fleshings of Dry wt.

ed)(conditionflask blank  of Wt.-fat extracted flask with of Wt.
  (%)fat  Total   (2) 

Deliming Of Fleshings 

The collected fleshings’ was washed with water to remove unbound/free lime. Fleshing was chopped into small 

size to facilitate the next operations. The fleshings’ was delimed with 2% (w/w) boric acid for about 5-6 hours to 

remove chemically bound lime. The pH of delimed fleshings was adjusted to 6-7 by treating with dilute hydrochloric 

acid and further washed with water. 

Fat Extraction From Fleshings 

The delimed fleshings were subjected to heating at water bath in a beaker with water (water: fleshings = 1:1) for 

several hours. After clearly separated fat from fleshings, the mixture was then transferred to the separating funnel and 

finally fat was separated from the aqueous phase. The residual water in fat was then distilled off. The extracted fat is 

shown in Fig. 2. 

 

 

 

 

 

 

FIGURE. 2. Extracted cowhide fat. 



Optimization Of Extraction Process 

Assays were carried out to optimize the extraction parameters like water bath temperature, extraction time and 

agitation, so that higher amount along with better quality fat could be attained for large scale extraction. The 

experiments were performed for optimization is shown in Table 1. The optimized conditions were established by 

investigating the percentage of fat and acid value of the extracted fat from the fleshings. To optimize the parameters 

100 g delimed fleshings was taken in each experiment. 

  TABLE 1. Factors of fat extraction from fleshings and its experimental levels. 

Temperature (°C) Time (hour) Agitation 

55 1 Yes 

65 2 No 

75 3  

85 4  

95 5  

Analysis For Process Optimization 

The amount of extracting fat (%) was determined as discussed in section 2.3. The weight of the conditioned 

evaporating dish was first measured using an analytical balance. After extraction of fat from fleshings, mixture of fat 

and water was transferred into the evaporating dish and heated at drying oven until constant weight was obtained. The 

percentage of extracting fat (dry weight) was calculated by following equation (3). 

100
fleshingsin fat  Total

ed)(conditiondish  evp.blank  of Wt.-fat extracteddish with  evp. of Wt.
  (%)fat  Extracted   (3) 

The acid value of extracted fat was determined by following ISO EN 3682 standard method. A standard acid-base 

titration with a standard solution of 1.0 M potassium hydroxide solution was performed to measure the acid value. 

RESULTS AND DISCUSSION 

Characteristics Of Fleshings 

In Table 2 shows the characteristics of the collected fleshings. It seems that pH (>12) was highly alkaline because 

of introduction of lime and sodium sulphide in liming operation. Therefore, it was necessary to neutralize fleshing by 

means deliming to eliminate sodium sulphide and lime. Fleshing was contained 9.1% fat, which designates that it 

would be used as raw material for other industries as a source of fat. Simple technique could be employed to extract 

fat from the fleshings. 

                   Table 2. Characteristics of untreated fleshings. 

Parameter Value 

pH 12.2 ± 0.1 

Total fat (%) 9.1 ± 0.2 

Moisture content (%) 66.3 ± 0.4 

Optimization Of Extraction Process 

The results obtained from assays to determine the effect of agitation to extract fat from fleshings is represented in 

Fig. 3. Negative result was perceived with agitation. Agitation increased the percentage of extracted fat, but contrarily 



increased the acid value, i.e. contributed contamination of free fatty acid which was undesirable. With agitation leads 

to degrade fat, thus significantly acid value was increased. The best extraction of fat was attained without agitation.  

Experiments were carried out to determine the optimum time for extraction of fat. Fig. 4 discloses the effect of 

extraction time, which indicates that with the increase of time the percentage of extracted fat was increased 

significantly to a certain level beyond this small increase, was encountered and acid value of extracted fat was 

increased expressively. As beyond certain extraction time actual little amount of fat was extracted oppositely the 

extracted fats get degraded consequently acid value was increased. According to the analysis outcomes, 3 hours was 

selected as the optimal extraction time. 

 

     

 

 

 

 

 

 

 

 

 

               FIGURE. 3. Effect of agitation.                 FIGURE 4. Effect of extraction time.    FIGURE. 5. Effect of temperature.  

The water bath temperature had a significant effect on extraction of fat, which is represented in Fig. 5. It is observed 

that the acid value of extracting fat was increased noticeably in elevated temperature, which indicates degradation of 

fat is more at higher temperature. At the same time with increasing temperature, percentage of extracting fat was 

increased extensively to a certain level; beyond this level slight increase in percentage of extracting fat was observed. 

Based on the experimental data, temperature 75°C was considered as optimal extraction time. 

Since the observations, it could be concluded that the best extraction conditions were found: temperature 75°C and 

extraction time 3 hours without agitation. 

Estimation Of Extracted Fat 

It was calculated that 6.2% (dry weight) fats were extractable at the optimized conditions. It was estimated that 

yearly 638.6 MT fat could be extracted only from cowhide fleshings. Extraction of fats from the fleshings could be a 

potential source for byproduct production.  

Simple technologies could allow extracting fat as input for other processing industries in the form of raw material, 

which will consent producing useful end products. Researches on this issue could contribute a significant reduction 

the environmental impact of the inevitable solid wastes besides decreases the costs associated with disposal of the 

wastes. 

CONCLUSION 

An attempt was carried out to extract fat from fleshings for using in byproduct production. The characteristics of 

collecting fleshings disclose that obviously fleshing is a source of fatty substance. It was estimated yearly 638.6 MT 

fat could be extracted only from cowhide fleshings. The huge amount of extracted fat from the fleshings could be a 

great source for the production of byproduct such as soap, glycerin, biogas, biodiesel etc. The attempt could be enable 

the production of valuable products from the inevitable waste from tannery consecutively reduction of environmental 

pollution. 
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Abstract. This paper is aimed to discuss modeling, construction and development of navigation algorithm of a two 

wheeled self balancing mobile robot in an enclosure. In this paper, we have discussed the design of two of the main 

controller algorithms, namely PID algorithms, on the robot model. Simulation is performed in the SIMULINK 

environment. The controller is developed primarily for self-balancing of the robot and also it’s positioning. As for the 

navigation in an enclosure, template matching algorithm is proposed for precise measurement of the robot position. The 

navigation system needs to be calibrated before navigation process starts. Almost all of the earlier template matching 

algorithms that can be found in the open literature can only trace the robot. But the proposed algorithm here can also 

locate the position of other objects in an enclosure, like furniture, tables etc. This will enable the robot to know the exact 

location of every stationary object in the enclosure. Moreover, some additional features, such as Speech Recognition and 

Object Detection, are added. For Object Detection, the single board Computer Raspberry Pi is used. The system is 

programmed to analyze images captured via the camera, which are then processed through background subtraction, 

followed by active noise reduction. 

INTRODUCTION 

Two wheeled Self Balancing Robots are one of the most widely discussed robots in the modern world and 

academia. Some reviews and previous works are at [1],[2],[3]. In this paper, the movement, the positioning system 

and navigation of the robot have been discussed. For navigation, a unique internal positioning system (IPS) has been 

developed. Previously, various IPS were developed like Wireless Indoor Positioning System [6] Ultrasonic Indoor 

Positioning System [7, 8]. But the common problem with those methods is that, those systems only could detect the 

robot in an enclosure. To locate other objects, wireless receivers with micro processors must be embedded on them. 

That will make the process more time-consuming. Also, the robot has to process huge amount of data from three 

Ultrasonic transmitters to get location, namely using the “Trilateration” technique. This process makes whole system 

slower. In this project, “Object tracking” method is proposed as a simple but effective solution for positioning. 

Because Object tracking method will allow not only to locate other objects in the enclosure but also it will take less 

time because the robot microprocessor will not need to do extra work. Another approach that makes this system 
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unique is that, another PID controller [4] [5] is developed. There are various types of Methods for Object tracking. 

Such as Point tracking [9, 10], Kernel Tracking [11] and Silhouette Tracking [12, 13].In this project Point Tracking 

method is used. Because the Camera will be on much higher level than the robot, so Point Tracking will cause 

negligible error. Moreover, if Kernel or Silhouette tracking were used they will consume more time for processing 

signals which will make the system inefficient. In case of object detection methods there are also various methods 

[14]. Like Color Detection, Edge detection or Canny Edge Detector [15] etc. But these methods have some 

problems. Like Color Detection is too much simple and less accurate to specify the robot only. But Edge detection 

and Canny edge detectors are more time consuming. That is why the combination of the above three methods, 

Template Matching [16] is used in this project. For Vocal and visual information that can be used as communication 

media to allow machines to interact with people has attracted considerable attention in the development of 

intelligent human-machine interaction devices [17]. Speech processing has been one of the most exciting areas of 

the signal processing which has made it possible for machine to follow human voice commands and understand 

human languages. Automatic speech recognition (ASR) techniques have been widely used in numerous practical 

applications in recent years [18]. With the improvement of modern technology in case of smart phone devices and 

its device applications, the ASR function is attracting much attention to the people who has the fascination of 

communicating with the machine. The hidden Markov model (HMM) [19], artificial neural network (ANN) [20], 

and support vector machine (SVM) [21] are frequently used computational models for performing speech 

recognition tasks.  

 

SELF BALANCING 

Mathematical Modeling  

The Basic Transfer Function that is used for this system is taken from Control tutorials of Prof. Bill Messner and 

Prof. Dawn Tilbury which are available at [23]. The Transfer Function is given below, 
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Where 𝜙 = yaw angle, 𝑀 = Mass of Lower Base, m = Mass of Upper Part, 𝐼 = Moment of Inertia 𝑏 = Damping 

Coefficient and 𝑞 = [(𝑀 + 𝑚)(𝐼 + 𝑚𝑙2) − (𝑚𝑙)2]. Here f(s) is the Laplace Transformation of the Force Required, 

F(𝑡). This force, is directly connected to the Torque of the Motor, 𝜏. 

 

F = 2𝜏𝑟                                                                                               (2) 

 

Again, we can show that torque 𝜏, is dependant on The Input Voltage of the Motor. 

 

𝐼 = 𝑚𝑟2                                                                                                                                        (3) 

 

𝜏 = 𝐼𝛼                                                                                                  (4) 

From [22], we know the relation between Input Voltage and Angular Displacement of the Motor, 
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Here, the value of 𝐾𝑡𝑅𝑎 and 𝐾𝑏 can be obtained from the Relationship between the Torque, 𝜏 and angular 

velocity 𝜔 [22], 

         𝑇𝑚 =  −
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We know that,  



 

 

 

 
FIGURE 1. (a) Free Body Diagram of The Positioning System , (b) Free Body Diagram of The Self Balancing. 

 

𝛼(𝑠) = 𝑠2𝜃(𝑠)                                                                                     (7) 

So, the equation (5) will become,  
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Now, from equation (1),(2) ,(4) and (8) the final Equation will become , 

 

𝜙(𝑠) = 𝐴𝐸(𝑠)                                                                                        (9) 
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This is the Required relation between input voltage and yaw angle, 𝜙. 

 

Controller Design 

 

By definition, the Formula for PID controller is 

 

𝐸 = 𝐾𝑝𝑒(𝑡) + 𝐾𝑗∫ 𝑒(𝑡) +
𝑑

𝑑𝑡
𝑒(𝑡)                                                                  (11) 

 

Where,  

 

𝑒(𝑡) = 𝑆𝑝 − 𝜙(𝑡)                                                                                 (12) 
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FIGURE 2. SIMULINK Model of (a) Self Balancing Robot and (b) Navigation System 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

The Free body Diagrams of the project is shown in Fig. 1. 

Simulation 

A SIMULINK Model has been developed for the Self Balancing of the Robot (Fig. 2(a)). By trial and error the 

PID gains, Kp, Kd and Ki  are determined . They are 113,1.38 and 0.13 respectively. Fig 3 shows the simulation 

results. 

NAVIGATION SYSTEM 

Algorithm 

The Algorithm Used for Navigation System is given below, 

 

Mathematical Model 

For modeling the navigation system, we have to start again from equation (12). Using Newton’s Second Law, 

 

 

𝑚𝑎 = 𝑓 − 𝑏𝑣                                                                                         (13) 

 

Where, b is the Damping Coefficient, which is assumed to be 0.1 and v is the linear velocity. m and a are mass of 

the robot and linear acceleration respectively. Now, 

 

 

1. Load the template and convert it to grayscale image. 

2. Measure the Height and width of the template. 

3. Start Capturing Images. 

4. Convert Every Image into a Grayscale Image. 

5. Match Template Using Squared Difference Method. 

6. Search for the Minimum value in the resultant Probability Matrix. 

7. If the Minimum Value is equal to Desired Calibrated Minimum Value, then the location of the minimum in 

the resultant matrix is the location of the top left corner of the template matrix. 

8. Determine the Bottom Right Corner of the Resultant Template Matched Area. Then Derive the Center of 

the template averaging the points. 

9. Else there is no robot in the room. 

10. Go to Step 3. 
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FIGURE 3.  (a) Simulation and (b) Practical Results 
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𝐸 = 𝐾𝑝𝑒(𝑡) + 𝐾𝑖∫ 𝑒(𝑡) + 𝐾𝑑
𝑑
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𝑒(𝑡)                                                                (15) 

 

Where, 

𝑒(𝑡) = 𝑆𝑝 − 𝑥                                                                                       (16) 

 

The SIMULINK Block Diagram for the Navigation system is shown in Fig. 2(b) with PID controller block.  

Simulation and Practical Results 

Using SIMULINK PID controller block, the Correct PID parameters are determined using PID tuning. The gains 

are Kp = 2696, Ki=259 and Kd = -1321. The Simulation result using controller is shown in Fig. 4(b). We can observe 

from Fig. 4(a) that the position goes to infinite without the controller. Which won’t happen if we use the controller. 

In Fig. 4 the Positioning of the Robot is shown. From the Image processing, the Location is shown to be x=693, 

y=1354. Which Corresponds to x = 18 and y = 44. The Real Position was x = 20, y=44 cm. 

 

 

 

 

 

 

 

 

 

 

                                                                                             

 

 

OBJECT DETECTION  

Algorithm 
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FIGURE 4.  Navigation System Simulation Results (a) Without Controller and (b) With Controller 

  

(a)                                                                          (b)                                                                         (c)  

FIGURE 5.  (a) Template (b) Detected Object (c) Prototype 

1. Capture Image.  

2. Subtract Background using Template Matching.  

3. Sharpen Noisy Images 

4. Convert to Binary Images. 
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SPEECH RECOGNITION 

Algorithm 

 

 

 

 

 

 

 

 

 

 

   

 

 

CONCLUSION 

The Prototype of the Robot is shown in Fig. 5(c). We have developed a mathematical model of the robot. Here, 

the input is Voltage supplied to the motors and the output is the yaw angle of the robot. Existing works on inverted 

pendulum always have force as input not voltage of the actuator. Also mathematical model has been developed for 

the navigation system. Controllers for both of the systems had been developed and the practical experiments’ results 

match quite perfectly with the simulation results. The Use of Object tracking technique as Navigation system makes 

the robot move more accurately and smoothly. Here the Speed of the Image processing for Object tracking is 

increased using OpenCV platform. Again, the use of the “Raspberry Pi” makes the robot work fast for object 

detecting and sound processing. For processing the sound signal, “Kalman filtering” technique has been used. Still 

there are some areas of development and future work of the Robot. As the System is a Nonlinear System, we need to 

1. Take Voice Input 

2. Filter the Signal Using Kalman Filtering. Original Voice Signal and High pass filtered signal is shown in Fig. 7 

3. Translate the filtered signal to text Command. 

4. Search Object according to the text 

5. If No Object Name is stored in the memory surf through Internet to find the Object 

6. Do Job according to the Voice Command 

7. Go to Step 1.   

 

     
(a)                                                    (b)                                             (c)                                                   (d) 

FIGURE 6. (a) Prototype (b) Current Frame (c) Subtracted Background (d) Shape and Centroid Detection 

5. Detect Shapes of the Object using Contour Detection Algorithm. 

6. Determine Centroid of the Object by drawing Rectangles where ever Contours are Matched. 

7. Go To Step 1. The Whole Process is shown in Fig. 6 
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FIGURE 7.  (a) Original Voice Command (b) Filtered Voice Command. 



develop a non linear controller for best result. For navigation we need to devise algorithms for multi room enclosure. 

With all of these constraints the robot gave us best result. 
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Abstract. The influence of surface roughness in determining the quality of finished products in any industrial application has 

an enormous impact on gaining competitive edge and establishing superiority. Thus, recognizing and understanding the 

factors influencing the resulted surface roughness are the crucial issues helping to achieve the desired goal in any competitive 

industrial environment. Fact is that machining process parameters are major factors affecting the outcome. This research is 

focused on determining the optimum machining parameters (cutting speed, feed rate, depth of cut) which result in 

minimizing the surface roughness in turning glass fiber reinforced polymer (GFRP) matrix composite using coated carbide 

insert. To understand the effects of machining parameters on surface roughness and to determine relationship between them; 

Particle Swarm Optimization (PSO) has been employed. A multiple regression equation is used as objective function to 

determine the optimum values of inputs (cutting speed, feed, and depth of cut) using PSO formula and it yields an optimum 

value of surface roughness of 0.6252 µm. Artificial Neural Network (ANN) has also been implemented to predict various 

level of surface roughness for different machining parameters. To predict the surface roughness (Ra), standard multilayer 

feed-forward back-propagation hierarchical neural network has been applied and the findings provide an overall value of 

coefficient of determination of 0.88881. These investigations of turning operation provide optimal process parameters for a 

certain level of surface roughness resulting in gaining competitive edge in any industrial application. 

INTRODUCTION 

Through the history of our race-the human race, it is observed as well as understood that we are an ever burgeoning 

and blooming species evolving at every instance in the field of science, engineering and technology. A major key aspect 

of this era of modern engineering and technology brought by this evolution is the ability of recognizing the appropriate 

use of any material in various and discrete field of engineering and technology. In such cases getting the desired 

material for those particular engineering purpose is done by utilizing the proper use of composite material. The 

capability of composites for specific purposes has been one of their more advantages and also one of the greater 

challenges to adopting them as alternative to conventional materials [1-2]. 

When it comes to machining of glass fibre reinforced polymer matrix composite material (GFRP), it differs from the 

conventional material due to the anisotropic structure of this material. Furthermore, due to the reinforcement of fiber in 

polymer matrix the machining of composite materials exhibits some problem which is not the case for other 
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conventional materials such as metals [3]. The users of  FRP are facing so many difficulties when machining it, because 

technical back ground acquired for conventional materials cannot be applied for such new materials, whose ability to 

machining is different from that of conventional materials, thus it is desirable to experimentally investigate the 

behaviour of FRPs during the machining process[4]. Thus ensuring the desired level of quality in turning GFRP is much 

more difficult than the conventional materials. Surface Roughness and dimensional accuracy are the major factors 

needed to predict the machining performances of any machining operation [5]. Thus recognizing and understanding the 

required machining parameters for optimum surface roughness is crucial in determining the quality of the machining 

operation. Davimetal [6] studied the influence of cutting parameters on surface roughness in turning glass-fiber 

reinforced plastics using statistical analysis. Machining of composite materials depends on the type of fiber inserted in 

the composites, particularly by the mechanical properties. For optimization of the machining parameters, several 

quantitative methods have been developed to achieve the desired objectives. For the process of single objective 

optimization, several different techniques have been proposed such as geometric and stochastic programming [7], 

regression analysis [8], and Taguchi method and analysis of variance (ANOVA) technique [9].  

In recent times Artificial intelligence based modelling approaches are becoming popular and thus advisable for real 

time applications out of which Artificial Neural Network (ANN) was found to be reliable, viable, and attractive [10]. 

An ANN based model was developed by O¨zel and Karpat to predict surface roughness and tool flank wear during 

finish dry hard turning of AISI H13 steel [11].  Leo and Varadarajan developed a model using ANN approach with fluid 

application parameters to simulate surface milling of hardened AISI4340 steel with minimal fluid application [12]. On 

the other hand, PSO technique was introduced by Kennedy and Eberhart [13] to solve continuous optimization 

problems Li et al. [14]. The optimization of process parameters for constant cutting force was discussed based-on 

virtual machining by Zhao et al. [15]. The framework of virtual machining based cutting parameters optimization was 

established by applying PSO methodology. Then two controlled experiments were conducted and the results of 

experiment showed that machining process with constant cutting force can be achieved via cutting parameters 

optimization based on virtual machining.  

In this present research, PSO has been implemented to analyse and understand the effects of various process 

parameters on surface roughness in turning GFRP composite material. Factors considered in this experiment are cutting 

speed, feed rate and depth of cut. ANN has also been implemented to predict the data of machining process parameters. 

This investigation of turning operation provides optimal process parameters for any desired value of surface roughness 

which results in gaining a competitive edge over others in any industrial application.  

 

EXPERIMENTAL STUDY 

According to the objective of this research work stated earlier, a set of experimental data is to be generated by 

executing a first-hand experiment on effects of machining parameters in turning GFRP Composite. The experimental 

data is utilized to build a mathematical model using PSO formula. The data is also used to predict more conditions of 

possible machining process parameters by using ANN. Table 1 is provided stating the experimental conditions. 
 

 

                        TABLE 1. Experimental Conditions 

 

 

 

 

 

 

 

 

 

Process Parameters RPM, N Feed Rate, So (mm/rev) Depth of Cut, t (mm) 

 320 

500 

630 

800 

0.10 

0.14 

0.17 

0.20 

0.5 

1.0 

1.5 

2.0 

Cutting tool     Coated Carbide Insert 

Environment     Dry 



 

A FORMAL STATEMENT OF ANN 

Artificial Neural Networks (ANN) are a genre of statistically adaptive mathematical model inspired by biological 

neural network which are used for the purpose of approximation and estimation of functions of various individual fields 

that depend on a considerable number of inputs which are generally unknown. To design artificial neural networks, 

basic configuration and elements which are required have been presented in the Fig. 1. The formal neuron ‘i’ has an 

input function ‘x’ that corresponds to the incoming activity (synaptic input) of the biological neuron, the effective 

magnitude of information transmission between neurons (determined by synapses) is represented by weight w, the main 

computation performed by a biological neuron is described by the activation function zi= f(x, wi) and the overall 

activity transmitted is corresponded to the next neuron in the processing stream by the output function yi= f (zi). The 

term transfer function is the summation of activation function zi= f(x, wi) and the output function yi= f (zi) 

 

 

 

 

 

 
 

FIGURE 1. A single ANN neuron with its elements 
 

Model of ANN 

An Artificial Neural Network (ANN) model is developed for the purpose of determining surface roughness (Ra) for 

this research. For this model input parameters are considered as RPM, Feed (So) and Depth of Cut (d) and the only 

output parameter is surface roughness (Ra). To design the network for this research, each of the three input cutting 

parameters has three neurons in the input layer and the only output has a single neuron in the output layer. Tangent of 

sigmoid transfer function 'tan sig' has been employed to design an optimal network architecture. The ANN 

configuration is represented as 3-20-1. The hidden layer consists of twenty neurons and output layer consisting of one 

output neuron.  

To predict the surface roughness (Ra), standard multilayer feed-forward back-propagation hierarchical neural 

network has been considered for this research. The accuracy of prediction of the ANN model depends on how well the 

data are fitted. From Fig. 2(a), the overall R2 value is 0.88881. It can be observed from Fig. 2(b) that the best validation 

       

 

 

 

 

 

 

 

 

 

 
 

 

FIGURE 2. (a) Neural Network Training Regression (plot regression), Epoch 16, Validation Stop and 

             (b) Neural Network Training Performance (plot perform), Epoch 16, Validation Stop 

 

(b) (a) 



performance gain at epoch. The Test and Validation curve is near to the best line. After performing the ANN the 

predicted value is stored and compared with actual value in Fig. 3 

 

 

 

 

 

 

 

 
 

FIGURE 3. Comparison between actual and predicted value of surface roughness 
 

PARTICLE SWARM OPTIMIZATION (PSO) 

Particle swarm optimization (PSO) is a stochastic optimization technique based on population which is developed 

by Dr. Eberhart and Dr. Kennedy in 1995. As a modern artificial intelligence technique, PSO has many similarities with 

evolutionary computation techniques such as Genetic Algorithms (GA). However, PSO has no evolution operators 

unlike GA such as crossover and mutation. A population of random solutions are compiled to initiate the system of 

problem space and generations are continuously updated for the purpose of searching the optima. Then each particle of 

problem space is updated by following two "best" values in every iteration. The first one is the best solution (fitness) 

that has been achieved so far (The fitness value is also stored.) which is called pbest. Another "best" value tracked in the 

population by the particle swarm optimizer is the best value obtained so far by any particle in the problem space. This 

best value is a global best and called gbest. After finding the two best values, the particle updates its velocity and 

positions with following Eqn. (1) and (2), 

  

1 2()( ) ()( )i i i i g iv v c rand p x c Rand p x      (1) 

i i ix x v   (2) 

 

PSO Model Analysis 

The algorithm PSO Model Analysis is written in MATLAB. The algorithm is conducted in the following regression 

equation to find the optimum parameter. In this equation, the dependent variable is surface roughness and the 

independent variable is RPM, feed rate, depth of cut and their interactions. 

 

1 2 3 1 2
Y  0.0008005476256077  x   13.6660720244177 x   0.558837696743011 x    0.00263547253858943 x x                             

           1 3 2 30.000369293511218919 x  x   2.0783789954338 x  x  0.0830911444271629                                    (3) 

The PSO algorithm contains following parameters: 

 Number of swarm particle: 50  

 Number of maximum iteration:50  

 Particle size: 6  & Learning factor c1 = c2 = 0.7  

    To determine the desired optimum output of surface roughness (Ra); a set of data (input) are fed in to the PSO 

formula. A set of random data are generated from this data to find the required value for inputs to achieve the optimum 

output. Now the required inputs for independent variables (x1, x2, x3, x1x2, x1x3, x2x3) are obtained by assigning the 

random values (data) into independent variable and continuing the iteration process till the calculation reaches at 

saturation. At the optimum surface roughness, each particle reach a certain saturation point. Now from this analysis; x1, 



x2, x3, x1x2, x1x3, x2x3 (Cutting speed, Feed rate, DOC, Cutting speed*Feed rate, Cutting speed*DOC, DOC*Feed rate) 

has number of iteration of respectively 5,5,6,7,4,4 to reach at saturation meaning that optimum value of output is 

achieved. 

RESULT AND DISCUSSION 

In this research, two types of artificial intelligent models are used to investigate and understand the effect of 

different machining parameters in optimizing and predicting the surface roughness in turning GFRP composite. A feed-

forward back-propagation algorithm is used to conduct this prediction. The ANN is set on 1000 epochs and the program 

is stopped at 16 epochs. The comparison demonstrates a good agreement between the actual and the predicted value of 

surface roughness. PSO is applied to optimize the machining parameters in turning the GFRP composite. A regression 

equation is constructed using the input parameter. The PSO model optimizes this regression equation and finds out the 

optimum surface roughness which is 0.6252 µm, where the Cutting speed is 100.53 m/min, feed 0.1 mm/rev and DOC 

is 0.5 mm. The interaction of the input parameter also influence the output parameter. The interaction between the 

parameter are Cutting speed & Feed rate; Cutting speed & DOC; Feed rate & DOC and the value is 160, 160, 0.4 

respectively for obtaining this desired output. Fig. 4 shows that the fitness data has a number of iteration of 6 to reach at 

saturation meaning that optimum value of output is achieved. PSO model helps to find out the crucial parameter that 

effects the surface roughness and ANN model helps to anticipate the outcome of the surface roughness.  

 

 

 

 

 

 
 

 

 

 

 

 
 

FIGURE 4. Fitness graph 

    

   CONCLUDING REMARKS 

A primary objectives in machining operation is to produce product with low cost while maintaining high quality. In 

such a case, machining economics can be a significant consideration. It involves with the optimum selection of 

machining parameters. These parameters directly affect the cost, productivity and quality of products. A better 

prediction model can help as to choose the optimum machining parameters before performing machining operation. 

 The data generated from the experiment shows that surface roughness increase with the increase in feed as well 

as depth of cut. The data also shows that with the increase of cutting speed there is a decrease in surface 

roughness. 

 An Artificial Neural Network (ANN) model is developed to predict surface roughness (Ra) for this research. 

The accuracy of prediction of the ANN model depends on accuracy of data training. The training value of R^2 

in this model is 0.95487 and overall R^2 value is 0.88881which indicates that it predicts with good level of 

accuracy.  

 The multiple regression equation helps understanding the relationship between the machining parameters and 

the surface roughness. Particle Swarm Optimization (PSO) has been employed to optimize process parameters 

yielding an optimum value of surface roughness of 0.6252 µm, where the Cutting speed is 100.53, feed rate 0.1 

and Depth of cut is 0.5. This analysis does show what level of quality is achievable in turning GFRP 

composites.   
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Abstract. This paper focuses on the reduction of the risk of water vehicle like launch, ferry, ship and boat from sinking 

which is a burning problem of Bangladesh now-a-days. Every year death toll is rising by leaps and bounds due to this 

unexpected phenomenon. The sinking mostly occurs due to overloading and lack of consciousness. That’s why, an 

automated system is introduced here to make the travelers warned about the overloading situation through raising alarm 

before the vehicle starts to move on. The tolerance limit of the vehicle is determined based on the theory of buoyancy and 

floatation. Moreover, while moving on the water, the vehicle may get victim of sinking due to rough weather, low visibility 

or machineries breakdown. So water level indicator is used to determine the safe level of water. When water level rises up 

to the safe limit or just before crossing the safe limit, another alarm will warn the passengers which will sound quite 

different from the first alarm as stated before. And at once the on board GPS sensor will record the current position of the 

vehicle and transmit the location to the nearest rescue authority via GSM module in the form of text message which will 

help them to take necessary steps for the rescue of the passengers as soon as possible. Effective implementation of this 

method can reduce the accident as well as this research can also be a helpful tool to organize further researches in this field 

for the sake of humanity. 

INTRODUCTION 

Bangladesh is a riverine country and waterways are very important means of communication in this region. Every 

year around 87.80 million passengers are carried through this route (Bangladesh Inland Water Transport Authority). 

This important mode of transport is ridden with tragic disasters every year, incurring a heavy toll of human lives as 

like as shown in Fig. 1(a). According to official statistics of Department of Shipping, 3,869 people have died and 279 

gone missing in 458 launch disasters since 1976. Certainly the independent surveys will give much higher figures on 

this [1]. It has been found that collision is the main cause of accidents having maximum share of 55%. The second 

contributor of the accidents is overloading. Overloading has 26% share of total number of accidents since 1975. Most 

of the accidents due to overloading indicate that vessels were found to be overloaded as many as 5 times of their 

capacity as shown in Fig. 1(b) [1,2]. 
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(a)                                                                                (b) 

FIGURE 1. (a). Scores are killed each year from ferry disasters, (b) Overcrowding increases the top weight making the vessel 

unstable and accident prone. 

 

Response and recovery is the utmost requirement of any emergency. Unfortunately this concept is totally neglected 

in IWT sector. The relevant authority (BIWTA) has very limited capacity and outdated instruments for carrying out 

rescue operations. In the study it has been found that, rescue operations are always at dilemma. In so many cases, 

rescue mechanism of BIWTA could not reach the spot within two to three days after the occurrence [1].               

Though the maximum possible safe load that a vehicle can carry is written in the front side of some vehicle, people 

care a little about this. Also it is not that much easier to count the number of passengers entering to or leaving the 

vehicle. That’s why, our primary target is to reduce the overloading by implementing an alarming system to warn the 

passengers and others and instructing them to unload. Moreover, water level indicator has been used at different 

portions of the vehicle to detect the safe level of water. When water level rises up to the safe limit or just before 

crossing the safe limit, another alarm will warn the passengers which will sound quite different from the first alarm as 

stated before. At once the on board GPS (Global Positioning System) sensor will record the current position of the 

ship and transmit the location to the nearest rescue center via GSM (Global System for Mobile communication) 

module in the form of text message. The outcome is that, getting message, the authority in the nearest distance can 

take effective steps as soon as possible. As a result, a heavy toll of life can be saved along with the detection of the 

vehicle. 

BACKGROUND CONCERNING OUR DESIGN  

Modern ships have an automatic system control which includes control, alarm and monitoring system that have 

access to all process control station and can monitor them. M. S. Zaghloul developed ship control system using 

Supervisory Control and Data Acquisition (SCADA) which includes alarm system controlling data recorder, GPS, 

radar and many other things [3,4]. S.M. K. Reza et al. designed microcontroller based automatic system for water 

level sensing and controlling in a wired and wireless environment [5]. Neena et al. designed an automated water level 

indicator using liquid level sensor to detect the level of water or any liquid and  buzzer for beeping when water level 

is full [6] . Ayob Johari et al. developed water level monitoring system with an integration of GSM module to alert 

the person-in-charge through Short Message Service (SMS) [7]. Khondker Shajadul Hasan et al. proposed cost 

effective GPS-GPRS based object tracking system to view present and the past positions recorded of a target object 

on Google Map through the internet [8].  

But there is no application of these type of automation in the passenger carrying water vehicle like launch, ferry. 

So in this paper we have combined these type of technologies but in other ways considering the feasibility, low cost 

and efficiency and implemented these for other purposes which are quite different from the above stated purposes. In 

this paper, we have worked for a small prototype. Here the load capacity limit of a water vehicle is determined by the 

theory of buoyancy and floatation that is usually used in the design of ship, launch all over the world [9]. There are 

wide range of applications of weight measurement which have been executed by load sensors. But here force sensitive 

resistors have been used for detecting load for a small prototype. Water level indicator is constructed taking the cost 

and feasibility into account. Here the GPS system with GSM module is implemented using adafruit fona module which 

is used numerously now–a-days. 



THEORY  

Conditions of Stability of Floating Body  

When a floating body is given a small displacement it will rotate about a point, so the point at which the body 

rotates is called as the Metacenter (M) as shown in Fig.2. The intersection of the lines passing through the original 

center of buoyancy (B) and center of gravity (G) of the body and the vertical line through the new center of buoyancy. 

The distance between center of gravity of a floating body and Metacenter is called as Metacentric height (GM) as 

shown in Fig 2. It is necessary for the stability of a floating body, if metacenter is above center of gravity body will 

be in stable equilibrium as shown in Fig. 2(a) because the restoring couple produced will shift the body to its original 

position. Otherwise it will be in unstable equilibrium as shown in Fig. 2(b). Metacentric height is very important to 

determine the safe loading of a vehicle [10,11,12]. 

 

 
(a)                                                                   (b) 

FIGURE 2. (a) Stable Equilibrium M is above G, (b) Unstable Equilibrium M is below G. 

 

    Buoyant force  WFB weight of volume of liquid displaced by the body. 

    Hence, Metacenter must be above the center of gravity.   

Determination of Metacentric Height as well as Safe Load and Safe Water Level  

 

 

FIGURE 3. Analytical method for meta-centric height 



 

Figure 3 (a) shows the position of a floating body in equilibrium. The floating body is given a small angular 

displacement ( ) in the clockwise direction. This is shown in Fig. 3(b). A small strip of thickness dx  at a distance 

x  from O  towards the left of the axis is considered. Plane of body at water line is shown in Fig. 3(c). 
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 Here   is the density of water,  is the volume of submerged body in the water and GM  is the required meta-

centric height. 

There is another method for the determination of meta-centric height which is described below: 

 

 

FIGURE 4. Experimental method of determination of meta-centric height 

 

In this method, center of gravity of the floating vessel must be known. Here 1w  is a known weight placed over 

the center of vessel as shown in Fig. 4(a). The weight 1w  is moved across the vessel towards right through a distance 

x  as shown in Fig. 4(b).Hence the new center of gravity of the vessel will shift to 1G  .The moment due to change of 

G is 
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By using the above governing equations (1) and (2), we can find the meta-centric height. Then the meta-center and 

the center of gravity of the vehicle are calculated with respect to different loads and thus considering their relative 

positions, the tolerance limit and the safe level of water is determined for safety [9,10,11,12]. 

EXPERIMENTAL METHOD 

Equipment List   

Equipment used in this experiment are listed below: 

 

 Infrared (IR) sensors: For activating Force Sensitive Resistor to measure weight. And another pair to detect 

tilt. 

 Force Sensitive Resistor (FSR): For measuring weight within small range. 

 Arduino UNO: Microcontroller board which collects sensor data, calculate total weight, shows warning via 

Liquid Crystal Display and alarm system consisting of LED and Piezo Buzzer.  

 Liquid Crystal Display (LCD): For showing necessary information. 

 Light Emitting Diode (LED): It is used as a part of the alarm system which will show visible red light to 

show warning. 

 Piezo Buzzer: It is also used as a part of the alarm system which will sound an alarm if there is tilting detected. 

 HC-SR04 Ultrasonic: Ultrasonic sonar sensor to detect height of the water level from the vehicle. 

 Adafruit Fona 808 Cellular Plus GPS Shield for Arduino: A hardware module capable of sending Short 

Message Service (SMS) and pinpoint the location of the vehicle via GPS. 

 

Weight Measurement System 

There are a pair of IR sensors. RX and TX are situated in the entry point facing opposite direction pointing to each 

other keeping their line of action identical. The action of these IR pair is to detect person and make the Force Sensitive 

Resistor active to take the value of weight. When the Force Sensitive Resistor detects a reading more than some 

threshold value then it records the reading and add it to the total existing load of the water vehicle. There are another 

pair of RX Tx Ir at the exit point to detect the departure of person. When the exit IRs are triggered another Force 

Sensitive Resistor becomes active and it records the weight of the exiting person and subtracts from the total existing 

load weight of the water vehicle. The calculated total weight, entry point weight and exit point weights will be 

displayed in a Liquid Crystal Display.  

Alarm and Warning System 

If the total dead load weight of the water vehicle becomes greater than the safe weight limit then the piezo buzzer 

will produce a warning tone. And a red LED will start blinking. The control algorithm of weight measurement and 

alarming is shown below in Fig.5. 

 

 



 

FIGURE 5. Flow chart of control algorithm of weight measurement and alarming 

 



Description of Circuit Configuration and Circuit Diagram 

Figure 6 shows the circuit arrangement for measuring weight, weight updates in LCD and alarm system. The IR 

receivers are connected with the Analog to Digital Converter Pin of arduino A0 and A1 since analog values of sensors 

are needed. Two 10k Ω resistances are used as a pull up resistance in this case. Same condition goes to Force Sensitive 

Resistor as well, and again a 10K Ω resistance is used as a pull up resistance and it is connected to A2 of arduino. 

Two IR LED is connected with the +5VDC with safety resistance of value 220Ohm. A Piezo Buzzer is connected to 

the digital pin D8 of the microcontroller since only alarm on or off are needed. A Liquid Crystal Display of 2 rows 

and 16 columns is added to view the weight information on it. The LCD RS, EN, DB4, DB5, DB6, DB7 pins are 

connected to the D2, D3, D4, D5, D6, D7 of the arduino respectively 

 

.   

 

FIGURE 6. Circuit Diagram for weight measurement, weight updates in LCD and alarm system 

Water Level Indication for Detecting Tilt 

There are two HC-SR04 Ultrasonic sensors along with two IR sensors. The condition for detecting tilt is the 

distance reading from one sensor will be greater than the other one. Another pair of IRs have been used to strengthen 

the probability of tilt. Figure 7 represents the control algorithm of water level indication and alarming. 

 



 

FIGURE 7. Flow chart of control algorithm of water level indication and alarming 

Description of Circuit Configuration and Circuit Diagram 

Two Ultrasonic Sonar (HC-SR04) is connected with the digital i/o pin D9, D10, D11, D12. There are two IR LED 

connected with the +5VDC with safety resistance of 220Ω. Two analog IR Receiver are connected with the ADC pin 

of arduino A3 and A4 with 10k pull up resistor for each one. Circuit arrangement is shown in Fig.8. 

 

 

FIGURE 8. Circuit Diagram for Water Level Indicator 



 

Location Tracker and SOS [Save Our Souls] Message Sending System 

Whenever the symptom of tilt of the vehicle is detected for about a certain period of time, then the on board GPS 

sensor will record the current position of the ship and transmit the location to the nearest rescue center via GSM 

module in the form of text message performed by adafruit –fona module as shown in Fig.9. 

 

 

FIGURE 9. Adafruit- Fona Module 

 

RESULTS & DISCUSSION 

A small boat shaped prototype was built as shown in Fig.10 and it was tested in water. Safe loading was calculated 

300gm for this prototype. When the prototype starts getting loaded, the force sensitive resistor (FSR) becomes active. 

Also the current weight and total weight are shown on liquid crystal display (LCD) along with the danger level as 

shown in Fig.11 (a) and (b). And it is observed that if the total weight exceeds the safe limit (i.e. 300gm), the piezo 

alarm starts instantly and continues until it reaches the safe tolerance limit. 

 

 

Figure 10. Prototype of the experiment 



 

  
(a)                                                                           (b) 

Figure 11. Weight update in LCD (a )safe level, (b)medium danger level. 

 

It can be noted that FSR can only measure between small ranges of weight. And if the size of the load exceeds the 

area of the FSR then the deviation appears in measured values. In practical, industrial load sensors can be used.  

Also the water level indicator can sense the water level and can detect tilt .It can distinguish the safe and dangerous 

level of water. Whenever the water level goes beyond safe level, it starts raising alarm. As the IR sensors are not water 

resistive, a medium is used between IR sensors and water to determine the water level. It is to mention that the 

detection of tilt depends on the thickness of the medium. The reading of IR varies with the thickness of the material 

forming the medium (e.g. Glass, plastic etc.). It is observed that the thinner is the medium, the larger is the difference 

of the measured IR value between air and water and the greater is the accuracy in the detection of tilt.    

Due to small prototype, here single entry and exit point has been taken into consideration. But in case of the 

practical water vehicle, the weight measuring process can be performed efficiently and quickly by the insertion of 

multiple entry and exit point.  If multiple exit and entry point are used, then there will be a master arduino connected 

to the according slave arduinos in those entry/exit points. Data transfer between the slave arduinos and master one can 

either be executed by Serial Peripheral Interface (SPI) or by Inter-Integrated Circuit (I2C) Bus.  

As the water level reaches unsafe level, at once a message is sent to mobile by GSM-GPS system within 15 seconds 

automatically. There will be a database containing the contact numbers along with the approximate GPS location, so 

when there is an alarm, MCU will cross check the current position of the water vehicle with the database and send 

distress signal according to the location. 

Hence it can be noted that all the purposes of this research stated above have been fulfilled successfully. 

CONCLUSION 

In a riverine country like Bangladesh, this technology is very much effective to pave the way of communication 

through waterways. During any vehicle accident in waterway, almost all the time most of the victims can’t be rescued 

and are subjected to unnatural death. Even sometimes the vehicle can’t be identified as the rescue authority gets the 

news of sinking after 2-3 hours of the accident. That’s why, the technology proposed in this paper will be fruitful to a 

great extent. It is to mention that extra features may also be added i.e. sonars can be used in several portions of the 

water vehicle to detect the presence of another vehicle within a certain region with a view to avoiding collision. After 

all, it can be concluded that this technology is quite feasible enough to implement in this country. 
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Abstract. An Unmanned Aerial Vehicle was designed, analyzed and fabricated to meet design requirements and 

perform the entire mission for an international aircraft design competition. The goal was to have a balanced design 

possessing, good demonstrated flight handling qualities, practical and affordable manufacturing requirements while 

providing a high vehicle performance. The UAV had to complete total three missions named ferry flight (1st 

mission), maximum load mission (2nd mission) and emergency medical mission (3rd mission). The requirement of 

ferry flight mission was to fly as many as laps as possible within 4 minutes. The maximum load mission consists of 

flying 3 laps while carrying two wooden blocks which simulate cargo. The requirement of emergency medical 

mission was complete 3 laps as soon as possible while carrying two attendances and two patients. A careful analysis 

revealed lowest rated aircraft cost (RAC) as the primary design objective. So, the challenge was to build an aircraft 

with minimum RAC that can fly fast, fly with maximum payload, and fly fast with all the possible configurations. 

The aircraft design was reached by first generating numerous design concepts capable of completing the mission 

requirements. In conceptual design phase, Figure of Merit (FOM) analysis was carried out to select initial aircraft 

configuration, propulsion, empennage and landing gear. After completion of the conceptual design, preliminary 

design was carried out. The preliminary design iterations had a low wing loading, high lift coefficient, and a high 

thrust to weight ratio. To make the aircraft capable of Rough Field Taxi; springs were added in the landing gears for 

absorbing shock. An airfoil shaped fuselage was designed to allowed sufficient space for payload and generate less 

drag to make the aircraft fly fast. The final design was a high wing monoplane with conventional tail, single tractor 

propulsion system and a tail dragger landing gear. Payload was stored in undercarriage box for maximum load 

mission and emergency medical mission. The aircraft structure, weights 5.6 lb., constructed by balsa wood, depron 

and covering film was the only feasible match for the given requirements set by the competition organizers. The 

defined final aircraft was capable of: Completing 3 laps within 4 minutes at the first mission; flying 3 laps with 4 

internal payloads at the second mission; flying 3 laps with all possible payload configurations at the third mission. 

INTRODUCTION 

The UAV is an acronym for Unmanned Aerial Vehicle. According to Federal Aviation Administration 

(FAA) [1], UAV is defined as a device used or intended to be used for flight in the air that has no on-board pilot. 

This device excludes missiles, weapons, or exploding warheads, but includes all classes of airplanes, 

helicopters, airships, and power-lift aircraft without an on-board pilot. UAVs are currently used for a number of 

missions, including reconnaissance and attack search and rescue operations, inspecting power lines and 

pipelines, delivering medical supplies. This UAV is designed to be deployed when medical emergency service is 

needed. Unconstrained by local traffic and roads, it, in theory, could arrive at the scene faster than an 

ambulance. It can deliver medical supplies to local remote or otherwise inaccessible regions because it’s 

designed to land on rough fields where runway is absent. It can also be used for disaster relief by delivering aid, 

including water and medical supplies in the time of local natural disaster to affected areas. 
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CONCEPTUAL DESIGN 

 
       To begin determining aircraft configuration, a variety of aircraft concepts were generated. A Figure of 

Merit (FOM) analysis was used to select competitive configurations to satisfy the given aircraft and given 

mission requirements [2]. To represent importance of various factors different configurations were given Weight 

of Factor. Then different configurations were scored for a specific factor. Total score was calculated by eqn. 

(1).and a configuration with highest total score was selected [3]. 

 

Total Score = ∑Weight of Factor * Score of Factor                                            

    

   The final configuration selected was an aerofoil shaped fuselage with a high wing, conventional tail and 

tri-cycle landing gear. For the purpose of propulsion single tractor DC motor was chosen. 

 

 

PRELIMINARY DESIGN 

 
After completing a conceptual sketch, now it was time to define, iterate critical design variable for each 

discipline and optimize them to maximize total flight score. Aerodynamics, propulsion, stability and control and 

structure were evaluated for each evaluated for each of the individual design Iterations.Every Iteration and final 

Optimization was driven to maximize overall score.   

 

Design and analysis methodology 

The Preliminary design was done iteratively and was optimized for all the missions to assume highest 

possible score .Individual design parameters were used as an input and the performance result in each iteration 

was monitored to explore any further improvements in those parameters. If improvement were monitored at any 

point the next iteration was started from that point. 

 
 

FIGURE 1. A closed loop optimization process flow chart 

 

 

(1) 



Design and sizing trades 

Raymer's [4] method was utilized to determine thrust to Weight ratio (T/W) as a function of wing 

loading for critical design cases. In the analytic equations of the function the aspect ratio, Oswald efficiency, 

parasite drag and co efficient of lift was taken as 5, 0.90, 0.02, 1.8 respectively. The equation was than graphed 

by MATLAB® [5] and the design point was selected. 

 

 

FIGURE 2. Thrust to Weight ratio (T/W) Vs. Wing loading curve 

 

 

Wing and empennage airfoil selection 

 
Some important factors like-maximum lift coefficient, drag polar, stall characteristics, pitching moment 

coefficient, manufacturability were considered during wing aerofoil selection [6]. Four aerofoils were selected 

[7] for detailed analysis and XFLR5 [8] was used to analyse those aerofoils. 

 

TABLE 1. Wing aerofoil selection 

 

Finally the table showed E423 was the best aerofoil for the wing which will be able to generate desired 

amount of lift with good aerodynamic performance. To have reduced weight and avoid complexity flat plates 

were used as empennage aerofoil. 

 

Parameters Weight E423 MH80 NACA23012 SD7062 

Clmax 5 5 3 4 4 

(L/D) 5 5 3 3 4 

Stall 3 4 3 2 2 

Manufacturability 3 4 4 4 4 

-(dCm/dα) 2 5 3 3 2 

Total  84 57 59 62 



STABILITY CHARACTERISTICS  

To meet performance goals, the UAV was designed to have excellent static and dynamic stability 

characteristics allowing it to remain stable even when payloads shift in flight. To ensure required stability, the 

aircraft aerodynamics were analysed according to the following standard design principles suggested by Etkin 

[9]. 

 

 Centre of gravity was placed ahead of the aerodynamic centre with a static margin of 10%. 

 Payload compartment was near the centre of gravity to reduce centre of gravity travel. 

 Propeller centreline was collinear with the centre of gravity preventing pitch moment. 

 

Static margin was calculated using Etkin [9].For mission-1 it was 8% and for mission-2&3 10% of Mean 

Aerodynamic Chord (MAC). 

 

DETAIL DESIGN 

 
The prime consideration during detail design was to design a simple, light but strong structure which can be 

manufactured fast and within a reasonable cost. Dimensional parameters were calculated using Raymer’s [4] 

method which had a fuselage of 23in.×10in.×10in. and other important parameters are presented by the 

following table: 

 

TABLE 2. Dimensional parameters of the aircraft 

 

Parameters Wing Horizontal 

Stabilizer 

Vertical 

Stabilizer 

Aileron Rudder Elevator 

Span 4.70 ft. 18.68 in. 7.73 in. 23 in. 6.6 in. 18.68 in. 

Chord / % of 

chord 

0.94 ft. 5.3 in. 5.3 in. 20% 30% 30% 

Area 4.42 ft.2 99.715 in.2 39.88 in.2 - - - 

Max. 

Deflection 

- - - ±250 ±250 ±250 

Aerofoil E423 Flat plates Flat plates - - - 

Aspect Ratio 5 3.5 1.5 10.2 6.2 17.6 
 

Structural characteristics 

Structural arrangement of wing mainly focused on sustaining a 3.42g load during mission, which is 

equivalent to 3.25g for mission 2 and 3.Spars were designed [10] to sustain the bending and twisting moment 

during maximum load condition. V-n diagram for three different missions is provided. 

 

 

 

 



 
                              FIGURE 3.V-n diagram for mission-1                                  FIGURE 4.V-n diagram for mission -2 & 3 

Detail drawing 

   SolidWorks 2013 [11] was used as CAD tool. The detail drawings of the designed aircraft are presented 

below. 

 

 

 
 

FIGURE 5. CAD drawing of the designed aircraft 



Centre of Gravity estimation 

As per FAA regulation [12] datum was considered ten cm. ahead of the motor mount. Centre of Gravity 

position for mission 1, 2 & 3 was estimated at 16.9598(in.), 17.3373(in.) & 16.9535(in.) from the datum using 

the same. 

 

FABRICATION PROCESS 

Total two prototypes were built during this process. First one was built of solid foam and several tests were 

done on it. But it was not strong enough to carry desired payload. To make the structure strong and light enough 

laser cut balsa was used for the production of final prototype’s major components. 

 

FLIGHT TEST & PERFORMANCE PARAMETERS 

All three missions were completed by the final prototype. Flight test results were measured using 

conventional way like- weight by digital weight machine, distance by measuring tape, time by stopwatch and 

velocity by speed gun. 

 

 
TABLE 3. Flight performance parameters 

 

 

 

 

 
                    FIGURE 6. Flight test 

 

 

 

 

CONCLUSION AND RECOMMENDATIONS 

For the evaluation of flight performance all the missions were performed with final prototypes, simulating 

all the requirements. And the performance of flight was satisfactory.  

    

   In case of further development and improvement in performance author’s recommendations are listed 

below.   

    

 System engineering was followed for the design of this particular UAV. A single design solution is 

impractical for an aircraft. So some other approach like conceptual design can be followed to find out 

a better design solution.  

 Throughout the design process weight plays an important role which affects the design parameters 

the most. So for effective and cost efficient design a light weight material for UAV like carbon fibre, 

composite material can be used for the fabrication process.  

Mission Parameter Expectation Test Result 

1 

Max speed 36 ft./s 40 ft./s 

Stall speed 18ft./s 19 ft./s 

Turn time 4s 9s 

No. of Laps 3 2 

Lap time 216s 300s 

RAC Weight 3 3.6 

2 

Take-off weight 5lb 5.6lb 

Max speed 43ft./s 40ft/s 

Stall speed 25ft/s 20ft/s 

Loading time 4min 2min 

Take-off distance 35ft 37ft 

RAC weight 3lb 3.6lb 

3 

Take-off weight 5lb 5.6lb 

Take-off distance 35ft 31ft 

3 Laps time 195s 203s 



 Different wind models like-cross wind, head wind, gust etc. affect the performance and stability of 

UAV, so study on wing modelling must be taken into consideration for further development in design 

process. 

 More attention in designing tail of an aircraft can result in reduced weight and drag and increase 

aerodynamic efficiency of the overall aircraft. 
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Abstract. The present work reports the evaluation of temperature distribution inside an Low Income Group (LIG) house 

located in the city of Raipur, Chhattisgarh, using a Agros2D which is multi-platform C++ application capable of higher-

order finite element formulation with h, p and hp adaptivity for the solution of differential equations based on the Hermes 

library. Variation of room air temperature along the length (x) of the house is calculated at different altitudes viz. 0.5m, 

1m, 1.5m, 2m, 2.5m, and 3m. 2D model is generated for all the respective altitudes which show the temperature distribution 

inside the building. 

INTRODUCTION   

Low Income Group (LIG) houses are constructed by Chhattisgarh Housing board and major part of the middle 

class family resides in these houses. Raipur region (21.14ºN, 81.38ºE) climate is hot and dry in summer with 

temperature variation of 48º C maximum and 23ºC minimum.  Thermal comfort is an important parameter for design 

of any building and it has been observed that LIG houses do not fulfill the comfort requirement under extreme weather 

conditions. Indoor air temperature is also an important parameter to determine thermal comfort.  

The aim of this study is to investigate indoor air temperature to determine thermal performance of LIG house. This 

opens an interesting area of investigation wherein the temperature distribution inside the building can be computed to 

identify and classify different thermal zones and suggest solutions in the form of design modifications to moderate the 

thermal conditions naturally and cost effectively. As artificial moderation is costly and not environment friendly, 

identification of parameters of building design that could affect the moderation of thermal environment thereby 

enhancing thermal comfort is always a welcome opportunity.  

The thermal design of buildings depends on many parameters indoor conditions required, the outdoor climatic 

conditions, building construction materials and insulation. Thermal performance of six different roof structure used in 

building construction in Saudi Arabia has been investigated by Al-Sanea [3], and it is reported that the effect of solar 

radiation on building envelope component is two times higher than that of effect of conduction and convection heat 

transfer on building envelope. Various analyses to predict the thermal performance of a whole building has been 

reported by many researchers. Chel et al. [5] investigated thermal performance of a mud-house located at Solar Energy 

Park of IIT Delhi, New Delhi (India). Based on energy balance equations a thermal model of the house consisting of 

six interconnected rooms was developed. Florides et al [9] used the TRNSYS computer program for the modeling and 

simulation of the energy flow inside the modern houses of Cyprus and presented energy consumption analysis. Mendes 

et al. [6] developed mathematical model for thermal performance analysis of building using MATLAB /SIMULINK. 

Due to environmental concern eco-friendly and innovative buildings are being introduced by many researchers. 

Pollard et al [8] investigated the effect of solar radiation on room air temperature of building to minimize the use of 

electrical energy by utilizing effectively solar radiation. 
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SIMULATION METHODOLOGY 

In this paper, a powerful open source software Agros2D has used to predict room air temperature distribution of 

LIG house. Agros2D is a multi-platform C++ application capable of higher-order finite element formulation with h, 

p and hp adaptivity for the solution of differential equations using Hermes library. Analysis has been carried out for 

a particular day of 21st June 2015 at noon 12.00 pm. Schematic plan of LIG house situated at Raipur region is shown 

in Fig. 1 and the thermal performance analysis has been carried out on this geometry. In order to determine temperature 

distributions in the room at different altitude, different boundary conditions have been considered. Although the 

building is a three dimensional structure, however, the analysis is simplified by reducing this complexity into 2 

dimensions by distributing the roof solar radiation on the surrounding vertical walls. The distribution on these vertical 

walls is assumed to be a linear mathematical function with largest contribution at the roof altitude and least 

contribution near the ground. This implicates that the PLAN of the house has been simulated at different altitudes and 

the results have been compiled to get a 3 dimensional solution using a 2 dimensional algorithm. Agros2D simulates 

this in a convenient manner. 

Designed details and properties of material have given in Table 1. These properties are used in mathematical model 

and simulation model for calculating room air temperature of LIG house. 

 

TABLE 1. Material properties and their values considered in mathematical model. 

Material Property Value 

Outer Wall Thermal Conductivity 2.224 W/mK 

Inner Wall Thermal Conductivity 2.602 W/mK 

Roof Thermal Conductivity 3.212 W/mK 

Door Thermal Conductivity 0.174 W/mK 

Glass Thermal Conductivity 0.814  W/mK 

Air Thermal Conductivity 0.024  W/mK 

Inside  Wall Convective heat transfer coefficient 8.3 W/m2K 

Outside Wall Convective heat transfer coefficient 22.7 W/m2K 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 1. The layout of LIG house in C.G. prepared by housing board. (All dimensions are in mm) 

Living Room 2. Bed Room 3. Kitchen 4. Bathroom 5. Toilet 



 

MATHEMATICAL MODEL 

Assumptions involved for developing mathematical model are 

1. Solar radiation is constant for one hour duration. 

2. Thermal properties of material are constant. It does not vary with temperature. 

3. Convection heat transfer coefficient is assumed to be constant. 

4. There is no heat loss/gain through ground. 

5. Heat transfer is one directional along the wall and roof. 

6. Inside and outside convective heat transfer coefficient is constant. 

7. Doors and windows are closed. 

 

Applying the energy conservation for each room and mathematical equation can be written as: 

 
 

                         (1) 

 
Qgain= heat gain through wall, window, door, roof and internal sources. 

                  

                                                                                                                                                                     (2)                                             

 
Qloss= heat loss due to ventilation and ground 

                             (3) 

 

Heat balance equation for rooms can be written as: 

 

 

 
 
 
                              

(4)  

 
The overall heat transfer coefficient (U) of wall can be calculated from 

 

  

                                                                                                                                                    (5) 

 

 

Total solar radiation incidence on wall/ roof can be calculated by given equation: 

 

                 
( cos )t DN d rI I I I  

   (6) 

 

Where, IDN = Direct solar radiation is  
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Id = Diffuse solar radiation from the sky 
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Ir = Solar radiation reflected from ground onto surface 

                                        
2( )             (W/m )r DN D g WGI I I F  

                      (9) 

 

 θ = Angle of incidence. The angle of incidence for wall is   

  

                                                                 
1cos (cos .cos )wall  

          (10) 

 Angle of incidence for roof is  

                                  
90  roof   

                      (11) 

 

Where A is the apparent solar irradiation, B is atmospheric extinction coefficient, C can be taken as 0.135 for mid-

summer and as 0.058 for winter, FWS  is view factor or configuration factor, ρg  reflectivity of horizontal surface and 

FWG is the angle factor. 

RESULTS AND DISCUSSION 

The effect of solar radiation on room temperature has been estimated for the LIG house. The ambient temperature 

data has been collected from the metrological department and the simulations of effect of solar radiation on the LIG 

house plan has been carried out using Agros 2D. 

Lengthwise distribution of temperature at different altitudes is shown in Fig. 2. The figure reports the room air 

temperature distribution at different altitudes of 0.5m, 1m, 1.5m, 2m, 2.5m, and 3m respectively. To quantify the effect 

of solar radiation, contour plots of the temperature distribution inside the living room is plotted in Figure 3(a-f) for 

different altitudes. It can be observed that with the increase in altitude of living room, the temperature increases. Also, 

for each particular altitude, the temperature of the room near the door is very low as compared to other parts of the 

room due to lower thermal conductivity of the wood. The results show that with in the room the temperature is not 

constant due to the variable solar radiation values at different outside walls existing at different orientations. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 2. Temperature distribution inside the living room at different altitudes. 

CONCLUSIONS 

In the present work, thermal performance analysis has been done for LIG house of Chhattisgarh at different 

altitudes of building. With the results obtained from the simulation it is observed that temperature distribution inside 

the building is depend on the altitude of the building, solar radiation and material properties. The computations were 

carried out in order to find the accurate results in the shortest time possible. The results help to identify and classify 



different thermal zones that are transient throughout the day and lays proper foundation for identification and 

modification of design parameters for enhancing thermal comfort. 

 

 
 

(a)                                                                            (b) 

 

    
 

                                     (c)                                                                         (d) 

    
 

                                    (e)                                                                             (f) 

FIGURE 3.  Room air temperature distribution of LIG house at altitudes (a) 0.5 m   (b) 1m (c) 1.5m   (d) 2m (e) 2.5 m (f) 3 m.  

 



NOMENCLATURE 

Ma         Air mass (kg) 

Ca          Specific heat of air (J/KgK) 

Tr          Room temperature (K) 

Tsol       Sol-air temperature (K) 

A           Area (m2) 

U          Overall heat transfer coefficient (W/m2K) 

Τ           Transmissivity 

I            Solar Radiation (W/m2) 

V           Volume (m3) 

ρ           Density (kg/m3) 

N          Air change rate (h-1) 

L          Thickness of material layer (m) 

K          Thermal conductivity (W/mK) 

hi         Inside heat transfer coefficient 

ho         Outside heat transfer coefficient 

α           Wall solar azimuth angle   

β           Altitude angle 

To             Earth temperature (25ºC) 
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Abstract.Heavy metals present in tannery sludge can get mobilized in the environment in various forms and can be a 

cause for concern for the natural ecosystem and human health. The speciation of metals in sludge provides valuable 

information regarding their toxicity in the environment and determines their suitability for land application or disposal in 

landfills. Concentrations of seven heavy metals (Cr, Pb, Cd, Ni, Zn, As and Cu) in tannery sludge were determined to 

evaluate their toxicity levels. Metal contents ranged over the following intervals: As: 1.52-2.07 mg/kg; Pb: 57.5-67 

mg/kg; Cr: 15339-26501 mg/kg; Cu: 261.3- 579.5 mg/kg; Zn: 210.2-329.1 mg/kg and Ni: 137.5-141.3 mg/kg (dry weight 

basis).The concentrations of all heavy metals in the sludge samples were lower compared to EPA guidelines except 

chromium which was found to be several orders of magnitude higher than the guideline value. Toxicity Characteristics 

Leaching Procedure (TCLP) test indicated that the leaching potential of chromium was higher compared to the other 

heavy metals and exceeded the EPA land disposal restriction limits. To quantitatively assess the environmental burden of 

the chromium associated with tannery sludge, the IMPACT 2002+ methodology was adopted under the SimaPro software 

environment. Considering the USEPA limit for chromium as the baseline scenario, it was found that chromium in the 

tannery sludge had 6.41 times higher impact than the baseline in the categories of aquatic ecotoxicity, terrestrial 

ecotoxicity and non-carcinogens. Chromium has the highest contribution to toxicity in the category of aquatic ecotoxicity 

while copper is the major contributor to the category of terrestrial ecotoxicity in the tannery sludge. 

INTRODUCTION 

Leather industry plays a significance role in the economy of Bangladesh. Bangladesh earned $1.29 billion from 

exports of leather, leather goods and footwear in the 2013-14 fiscal which accounts for 4.2 percent of the country’s 

total exports[1]. There are reportedly around 220 tanneries in Bangladesh but, in fact 113 tanneries are in effective 

operation which are mostly situated at Hazaribagh area [2]. Although the tanning industry is environmentally 

important as a principal user of meat industry waste, the industry is perceived as a consumer of resources and a 

producer of pollutants.  Annually about 85000 tons of raw material are processed in Bangladesh [2]. Processing one 

metric ton of raw hide generates 200 kg of final leather product, 250 kg of non-tanned solid waste, 200 kg of tanned 

waste, and 45-50 m3 of wastewater containing  2500-12500 mg/l suspended solid[3]. In wastewater treatment 

process, different chemicals are added and most of the chemicals get settled out during the process. Finally they end 

up in the sludge. Tannery sludge is an unwanted residual solid generated in the tannery wastewater treatment plant 

and its management is a critical environmental issue. In Bangladesh, there is no set method for tannery sludge 

disposal, and the sludge are disposed in landfill sites haphazardly or openly, leading to soil, surface water and 

groundwater contamination, and can pose a threat to natural resources, the environment and residents living within 

the immediate vicinity of the sludge disposal locations [4]. Very common heavy metals like As, Cr, Co, Ni, Cu, Zn, 
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Fe, Cd may be prevalent in the tannery sludge due to use of basic chromium salt, different syntans,  dyes, pigments, 

retanning agents etc. in the tanning process. These heavy metals are very harmful because of their non-

biodegradable nature, long biological half-lives and their potential to accumulate in different body parts [5][6][7]. 

Metal-containing sludge application in agricultural land is risky, because these metals may be taken up by the crop 

roots and incorporated into the plant tissue. Ultimately, these toxic metals can get entrance into the human body and 

lead to bio-accumulation and bio-magnification. So excessive accumulation of heavy metals in agricultural soils 

through wastewater irrigation and sludge disposal may not only result in soil contamination, but also affect food 

quality and safety [8]. Health effects of these metals include kidney malfunction, the possibility of DNA damage or 

cancer development, damage to the central nervous system, reproductive failure and possibly even infertility. 

[5][9][10][11]. Heavy metal concentration in tannery sludge and their mobilization potential are therefore of great 

interest.Here we determine the various heavy metal contents in sludge generated from the Effluent Treatment Plant 

of a leather manufacturing industry in Bangladesh. The heavy metal leaching potentialfrom the sludge and its 

toxicity effect on the environmentare also assessed. 

 

MATERIALS AND METHOD 

Sludge samples were collected from Apex Tannery Ltd, unit-2, Gazipur, Bangladesh in January, 2015. One month, 6 

month and 12 month aged sludge were collected from the sludge drying beds and dump sites to assess the temporal 

variation of sludge constituents. The samples were stored and conveyed using polythene bags. After collection, 

some portion of sludge samples were dried in a vacuum oven at 105°C until constant weight, lightly ground for 

homogenization and prepared for the analysis of selected heavy metals, moisture content and organic content. For 

heavy metal analysis, 5 gm. of dried sample was digested with acid (HNO3: HCl =1:3 volume ratio) to prepare a 

500 ml solution. Finally, concentration of seven heavy metals (As, Pb, Cd, Cr, Ni, Cu, and Zn) was determined in 

the environmental engineering laboratory, BUET by using Atomic Absorption Spectrophotometer (AAS). Toxicity 

characteristics leaching procedure (TCLP) test for sludge samples were performed according to USEPA 1311 

method to determine the immediate toxicity level of heavy metals [12]. The environmental impact assessment was 

conducted based on impact 2002+ methodology using SimaPro, a commonly used Life Cycle Analysis (LCA) 

software. This software is integrated with various databases and impact assessment methods [13]. 

 

RESULT AND DISCUSSION 

Physical characteristics of sludge 

The pH of sludge samples ranged between 7.4-7.8 and therefore, the sludge can be regarded as neutral. The moisture 

content of the sludge samples ranged between 60% - 76%. The organic contents of one month, six month and twelve 

month aged sludge were 33.53%, 27.11% and 24.75% respectively. This indicated that with the increasing the age of 

sludge the organic content reduced gradually due to degradation of organic substances. 

Heavy metal content in sludge 

The selected heavy metal concentrations for each sample found in the sludge in this study are shown in Table 1 

where sample 1, sample 2 and sample 3 represent one-month, six-month and twelve-month aged sludge respectively. 

Metal contents ranged over the following intervals: As: 1.52-2.07 mg/kg; Pb: 57.5-67 mg/kg; Cd: < 0.01 mg/kg; Cr: 

15339-26501 mg/kg; Cu: 261.3- 579.5 mg/kg; Zn: 210.2-329.1 mg/kg and Ni: 137.5-141.3 mg/kg (dry weight 

basis). Mean concentration of the metals were: As: 1,769 mg/kg; Pb: 63.77 mg/kg; Cd: BDL; Cr: 19229 mg/kg; Cu: 

385.73 mg/kg; Zn: 250.6 mg/kg; Ni: 139.5mg/kg, allowing to arrange the metals from higher to lower mean content 

in this sludge as: Cr > Cu > Zn> Ni >Pb> As > Cd. 

The total heavy metals content found in the sludge were compared to several international regulatory limits of 

heavy metal content for sludge utilization.The present study found that the average concentration of arsenic, 

cadmium, lead, nickel and zinc except chromium and copper were well below the India, China and USA Land 

Disposal Restriction Limits. When compared with recommended limits, Cr showed more than 75 times higher than 

SEPAC (State Environmental Protection Administration of China) limit and about 7 times higher than USEPA limit 



(Table1) [14]. Usually tannery sludge contains high levels of chromium as most of hides and skins are tanned with 

basic chromium salt and more than 60% of the chromium is wasted and ultimately transferred to sludge through 

wastewater treatment processes [15]. Due to high chromium content the sludge will not be suitable for soil 

amendment applications in agricultural land or home vegetation. The average concentration of copper in the sample 

was 385.73 mg/kg which exceeded the India (270 mg/kg) and China (100 mg/kg) land disposal restriction limit but 

was below the USEPA (4300 mg/kg) limit. 

 

TABLE 1. Concentration of heavy metals in tannery sludge and different legislations for sludge utilization 

 

Parameter Heavy metals in the sample ( mg/kg ) 

 As Cr Pb Cd Ni Cu Zn 

Sample 1 1.7 15339 57.3 BDL 139.7 579.5 210.2 

Sample 2 2.1 26501 67.0 BDL 137.5 261.3 212.5 

Sample 3 1.5 15847 67.0 BDL 141.3 316.4 329.1 

Average 1.8 19229 63.8 - 139.5 385.7 250.6 

Standard Deviation 0.3 6303 5.6 - 1.91 170.1 68.0 

Permissible limit in Indiaa - - 250-500 3-6 - 135-270 300-600 

SEPAC limit in Chinab - 250 350 0.6 26600 100 300 

USEPA limitc 75 3000 840 85 420 4300 7500 

NA: Not Available, a Source: Awashthi (2000), b Source: SEPA (1995), c Source: USEPA Clean Water Act, Title 40, section 

503.13, BDL: Below Detection Limit. (Detection limit for Cd is 0.01 mg/l) 

Toxicity Characteristics Leaching Procedure (TCLP) Test 

The Toxicity Characteristics Leaching Procedure (TCLP) test is designed to identify wastes that are likely to 

leach hazardous concentrations of particular toxic constituents into the groundwater. During the TCLP test, 

constituents are extracted from the waste to simulate leaching actions that occur in landfills. If the concentration of 

the toxic constituents exceeds the regulatory limit, the waste is classified as hazardous.  

 

TABLE 2.Results of concentrations of As, Cr, Pb, Ni, Cu and Zn in Standard TCLP leaching test of leachates from raw sludge 

 

Parameter Leached as mg/l 

 As Cr Pb Ni Cu Zn 

Sample 1 0.013 2.75 0.082 0.32 0.055 0.044 

Sample 2 0.015 0.453 0.033 0.088 BDL 0.01 

Sample 3 0.019 0.407 0.018 0.147 BDL 0.002 

Average 0.016 1.203 0.044 0.185 0.055 0.019 

Standard Deviation 0.003 1.340 0.033 0.121 -  0.022 

Note: BDL: Below Detection Limit(Detection limit for Cu is 0.01 mg/l) 

 

The result of mean concentrations of As, Cr, Pb, Ni, Cu and Zn in TCLP test is given in Table 2. When the 

TCLP result is compared with the EPA Land Disposal Restrictions Limits (LDR) [16] (Figure 1), the mean 

concentration of As, Pb, Ni, Cu and Zn were found to be under the prescribed limit but the mean concentration of 

chromium exceeded the EPA standard. This indicates that there is a potential risk of ground water contamination by 

chromium. 



 

 

FIGURE 1. Results of average concentrations of As, Cr, Pb, Ni, Cu and Zn in Standard TCLP leaching test of leachates from 

raw sludge and their EPA Standards 

 
  

 

    

FIGURE 2.The environmental impact (aquatic ecotoxicity and terrestrial ecotoxicity) and damage assessment (ecosystem 

quality and human health) of chromium obtained from total extraction. Pie charts indicate the relative contribution of heavy 

metals over impact categories aquatic ecotoxicity and terrestrial ecotoxicity.  
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Impact assessment 

Impact assessment is a technical quantitative, and/or qualitative process to characterize and assess the effects of the 

environmental burdens. The impact assessment of tannery sludge containing chromium was conducted based on 

impact 2002+ methodology [17]. This method links all types of results via several midpoint categories like 

carcinogens, non-carcinogens, aquatic ecotoxicity, terrestrial ecotoxicity, aquatic acidification, aquatic 

eutrophication, terrestrial acidification/nitrification, land occupation, global warming, non-renewable energy 

consumption and mineral extraction to four damage categories (human health, ecosystem quality, climate change 

and resources). Linking to midpoint is associated with certain conversion factors for each pollutant and conversion 

to damage categories is also associated with damage factors. SimaPro was used to analyze the impact of heavy metal 

measured from total extraction. It has been found that only chromium goes beyond the USEPA standard limit 

(Table1) which has impact in terms of aquatic and terrestrial ecotoxicity (contributing to the damage category of 

ecosystem quality) and non-carcinogens (contributing to the damage category of human health). The extent of 

impact with respect to the USEPA standard for all impacts and damage categories is shown in Figure 2. Assessment 

has been done based on the leachate of heavy metals per kg of tannery sludge released into the agricultural area. It 

can be seen that the impact of heavy metals in the sludge is estimated to be about 6-7 times higher than that 

corresponding to the permissible standards stated in USEPA over all the damage categories. This is mainly due to 

the toxic effect of heavy metals on the ecosystem (both aquatic and terrestrial) and human health.InFigure 2, Kg 

equivalent of a reference substance expresses the amount of a reference substance that equals the impact of the 

considered pollutant (e.g. TEG-Triethylene glycol) in the midpoint categories. PDF·m2·y (Potentially Disappeared 

Fraction of species disappeared on 1 m2 of earth surface during one year) is the unit to measure the impacts on 

ecosystems. DALY (Disability-Adjusted Life Years) characterizes the disease severity, accounting for both 

mortality (years of life lost due to premature death) and morbidity (the time of life with lower quality due to an 

illness, e.g., at hospital)[18].  

The relative contribution of heavy metals over these damage categories has also been assessed. It has been estimated 

that chromium has higher order of toxicity (84%) in the aquatic ecotoxicity category followed by copper (15%) for 

tannery sludge. On the other hand copper contributes the maximum (57%) to terrestrial ecotoxicity followed by Zinc 

(32%) and Nickel (10%).  This assessment has only been done based on the total heavy metal content of the sludge 

samples.  

CONCLUSION 

Tannery sludge management in Bangladesh is a challenging task for the industries, which are producing wastewater 

treatment residues. The traditional means of disposal of sludge has been either by open dumping (sometimes near 

the rivers) or by land filling which are all uncontrolled processes. This may lead to serious soil and ground water 

pollution through leaching of heavy metals. Results presented in this study show that Chromium is the principal 

heavy metal contaminant in tannery sludge that has potential to be released in the environment leading to soil and 

groundwater pollution. High chromium concentrations in the sludge from tanneries may also render the sludge 

unsafe for agricultural and home vegetation applications. TCLP tests confirmed that the sludge can be classified as 

hazardous as per EPA standards. The impact assessment using SimaPro showed that the release of toxic sludge in 

the environment has high potential for environmental degradation. In order to reduce the environmental burden of 

tannery sludge or promote its beneficial uses as compost or soil conditioner, chromium recovery is essential in the 

effluent treatment process. 
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Abstract. Tannery industries in the recent times have become a major source of fetid fleshy wastage. The tanning process, 

which includes fleshing, splitting and liming-reliming leaves fleshy wastage and shaving wastage. Production of biogas 

from tannery wastage not only reduces the use of fossil fuel but also ensures faster and safer degradability of harmful 

wastage. Biogas production by anaerobic digestion process applying mesophilic condition leads to microbial conversion 

of organic matter to methane. For biogas production, filtering flasks of 1.5-4 liter capacity were used as preheater and 

digester. A carbon to nitrogen ratio of 23:1 is optimal for methane gas production. To keep the continuous process within 

the optimal range, nitrogen gas was flushed at 6 to 8 psi pressure in the preheater. After that the raw material was kept at 

47°C to 57°C in the furnace for 3-5 hours to make the process mesophilic. For biogas production a mixture was prepared 

containing fleshy tannery wastage, thioglycollate broth as anaerobic culture media, and water solution of carbohydrate and 

protein. Mesophilic digestion process takes 18 to 24 days to produce biogas. Here three different methods have been applied 

and 14.14% of methane gas obtained using the 3rd method. Further research can be done to identify the value added options 

of solid digested waste as fertilizer after biogas production from anaerobic digestion of tannery wastage. Using biogas, 

both electricity and heat can be produced with the help of gas powered generator and it can also be used in cooking and 

power plants when gas turbine reaches its peak speed. 

INTRODUCTION 

    Tannery wastage in the recent past has become a major source of environmental imbalance. Different health 

problems such as skin diseases like itch, rash, cough, fever, diarrhea, headache, asthma, dizziness etc are increasing 

due to unplanned tannery waste disposal. In the tanning process many chemicals such as chromium oxide, ammonium 

sulfate, formic acid, sulfuric acid, sodium chloride etc are used which causes solid and liquid wastes [1]. İn the 

processing of raw hide and skin the sulphuric acid and salt are used and then they are treated with the solutions of 

chromium salts. In the tannery, chromium waste, HCl, sulphuric acid, sodium arsenate, arsenic sulphite etc are used 

for different tanning process such as soaking, liming, deliming, tanning etc [2]. Tannery wastage mainly contains fetid 

raw flesh which is a major concern for environment because it takes a lot of time to degrade. On the other hand, the 

consumption of energy is rapidly increasing and the related environmental pollution and climate change are 

approaching critical stage requiring sustainable solution. The human population worldwide uses 220 EJ energy per 

year, 78% of this being supplied by fossil energy carriers. 
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    The European Union has remarked a joint effort to reduce the emission of greenhouse gases by 20%. It also advised 

that 20% of the energy produced should be supplied from sustainable energy by 2020 [3]. Biogas is environmental 

friendly. Biogas is mainly a gas mixture of CH4 and CO2 which is produced by micro-organisms under anaerobic 

conditions. The digested wastage after biogas production from the digestion process contains nutrients and can be 

used as soil conditioner [4]. Anaerobic digestion is the most widely used method of organic waste disposal due to its 

high performance in volume reduction and stabilization and the production of biogas that makes the process profitable 

[5]. It is divided into four steps: hydrolysis, acidogenesis, acetogenesis and methanogenesis. In each stage, different 

group of micro-organisms works. Three major group of micro-organisms are primary fermenting bacteria, anaerobic 

oxidizing bacteria and methanoginic archea [4-6]. Conditions and variables influencing anaerobic digestion are total 

solid content, temperature, retention time, pH, carbon to nitrogen ratio, mixing property. 

    Anaerobic digestion process can be classified as mesophilic and thermophilic process. In mesophilic process, 

temperature is kept within 30°C-40°C and in thermophillic process temperature is kept above 55°C. Wastage mixture 

was preheated at 47°C-55°C so that decompose may occur at a faster rate. Digester was kept at 35°C for 18-24 days. 

The relationship between the amount of carbon and nitrogen present in organic materials is represented by the C: N 

ratio. Optimum C: N ratios in anaerobic digesters are in between 20 to 30. A high ratio is an indication of a rapid 

consumption of nitrogen by the methanogenesis and results in a lower gas production [8]. 

 

METHODOLOGY 

 
    Methodology used in that research consists of three basic parts: preheater, digester and gas chromatography. At 

first, tannery wastage was cut into small pieces and then Sodium Bicarbonate was mixed with the pieces. Necessary 

amount of distill water and milk were added with the samples. Then nitrogen gas was flushed at 6-10 psi pressure. It 

was kept in the furnace at 50°C for about an hour for faster decomposition. The content of biogas varies with the 

material being decomposed and the environmental conditions involved [9]. Potentially all organic waste materials 

contains adequate quantities of the nutrients essential for the growth and metabolism of the anaerobic bacteria in 

biogas production. However, the chemical composition and biological availability of the nutrients contained in this 

materials varied with species, factors affecting growth and age of the animal or plant [9]. Various waste have been 

utilized for biogas production and they include amongst others; animal waste [10-12], industrial waste [13], food 

producing waste [14], plant residues [15, 16] etc. After proper decomposition, produced gas was released through the 

opening of the valve and broth was applied to ensure proper bacterial growth. Considering the fact of the necessity of 

high carbohydrate, lipid and protein for proper culturing media, thioglycollate broth was used. Nitrogen was flushed 

at 2-4 psi pressure after ensuring all the valves were closed. Then the digestion stage starts and the whole setup was 

kept for another 20-24 days. 1st and 2nd sample didn’t show any comprehensive result. In the 3rd sample, we tried to 

control pH in the optimal range and final result showed that increased amount of methane at the gas chamber. It is 

obvious that biogas as well as methane gas yield is increased as the temperature increased from 20°C-30°C [17]. The 

final part of design was gas collection and measurement of gas percentages using gas chromatogram. Tedlar bag was 

used to collect gas. Bag size varied from 1 liter to 1.5 liter. Silica gel bed used during gas collection to ensure that no 

moisture can enter into the gas chromatogram. In that part of gas chromatography, inert gases such as He, Ne, N2 

were used as carrier gases. Our obtained result and standard result were compared to identify the percentage of 

produced gas. 

SAMPLE PREPARATION & EXPERIMENTAL SETUP 

Sample Preparation 
 
    Preparation of samples for the 1st and 2nd setup were almost same. The solution contained distilled water, milk and 

broth. About 280 gram of tannery wastage was cut into small pieces. Equal amount of water was mixed with it. 200 

ml milk was mixed with the broth and this solution was mixed with main wastage solution. Nitrogen was flushed in 

the leak proof chamber at 8 psi. The sample was kept inside the furnace for about 2 hours at 47°C. It was the preheating 

stage which helps proper decomposition of samples. Gas pressure inside increased too high and thus CO2 dominated 

gas were blown out from the chamber through the valve. Again nitrogen was flushed at about 4-5 psi pressure. 

Generally it takes 18 days to produce biogas. This is the digesting part of the samples. Mesophilic condition was 



maintained during those 18 days. It was done to ensure proper growth of microorganisms. In the 2nd sample, 

preheating wasn’t applied to check the wastage property in atmospheric temperature and pressure and the change in 

biogas production percentage. The 3rd sample contained 105 gram tannery raw fleshy wastage, 105 gram distilled 

water and 105 gram of milk. About 10 gram of broth was mixed with the sample solution. Then it was kept in the 

furnace at 45°C for 1 hour. Internal pressure raises to about 28 psi and pressure was released. Some basic compounds 

were mixed into the chamber because excess CO2 made the chamber acidic. Keeping the pH in the optimal range was 

the main objective of it. 

Experimental Setup 
 
     A 2 liter filtering flask was used for the 1st sample (FIGURE1 (a)). The flask had two openings. One in the upper 

side and the other is at the right side. The upper part was sealed using rubber gasket. Araldite was used to seal the 

flask with the gasket. Valves with special fitting was attached at the opening of the side portion. Valve size was 

universal to assure easy gas transfer system. After flushing nitrogen, soapy water was used to check if there was any 

leakage. Gas was leaking from the spacing between the chamber and the cork. Fetid smell was emitting from the 

chamber. The major problem we faced was gas leakage and then we used positive-negative gum instead of araldite. 

Positive-negative gum has the advantages of being sealed within one or two hour whereas araldite takes 6 or 7 hours. 

This time, nitrogen was flushed and there was no additional smell. Using soapy water, we didn’t find any bubbles. 

Thus we got our first leak proof setup. Our 2nd setup was very similar to the 1st one. This time we used normal flask 

of 4 liter instead of filtering flask (FIGURE 1(b)). Generally filtering flask are more resistant to heat. Here flask’s 

thickness was less than the filtering flask. Both setup were used for mesophilic anaerobic digestion but in the first 

sample preheating was done at 45°C. 

    In the 2nd setup, after flushing nitrogen, gas flask was kept at atmospheric temperature. We tried to check how the 

temperature property changes with production of gas. Our main purpose was to maintain the anaerobic media in an 

optimal condition. For proper culturing and bacteria growth, it is very important to maintain optimal condition [18]. 

The flask had one openings in the upper surface. Fittings were prepared and sealed with the upper portion of the rubber 

cork. Universal port size was engaged everywhere. That made our work easier to find appropriate joints. Cork was 

sealed with the flask using positive-negative gum. Keeping pH in the optimal range, was a challenge. To keep the 

solution within the optimal range of pH, NaHCO3 was used. Addition of NaHCO3, made the solution pH within the 

optimal range. But with the production of CO2 and increasing pressure, pH and pressure were hard to control. CH4 

doesn’t produce at a great quantity even though the internal gas pressure was near about 30 psi. 

 

 

                 

                                    

                              (a)                                                        (b)                                                            (c)    

                                                    
FIGURE 1. Experimental Setups for biogas production 

 

 



    According to the Doerr er al biogas production process works best at neutral pH values or slightly above neutral 

value (7-8.5). For that reason, releasing CO2 was very important which makes the chamber acidic. After the preheating 

stage the last sample was poured in the flux with   increased amount of NaHCO3 and gas was released twice from the 

production chamber (FIGURE 1(c)). That was done for two purpose. First one is to decrease gas pressure inside the 

chamber and the 2nd one is to remove CO2. 

 

 

RESULT & DISCUSSION 

 
    TABLE 1 shows the percentage of gas produced in the experiment. Three different process were applied and thus 

it can clearly be observed that production of biogas production varied a lot depending on the culturing condition. The 

first sample was kept in air tight chamber with chemicals for 22 days. The result shows 52.1 % of CO2, and less than 

1% of CH4. The pressure was measured 28 psi. To develop the procedure, the second sample was flushed with N2 

without any preheating stage. It was kept for 20 days in the digester to digest properly. These results 49.76% of CO2. 

But the CH4 content was still less than 1%. Increased CO2 made the gas chamber more acidic and optimal pH range 

wasn’t existed in the chamber. Inside the gas flux chamber, pressure was about 20 psi. The optimal pH condition 

wasn’t maintained properly. 

 

 

  
 

FIGURE 2: Results obtained after gas chromatography for sample 3. It is a dry basis analysis where gas detection tubes 

(GASTEC, Japan) have been used for H2S and NH3 detection 



 

   In the 3rd setup (FIGURE 1(c)), all the procedures were same. But NaHCO3 was used after preheating and after 26 

days, we found about 14.14% of methane with increased amount of CO2. H2S level was above 160 ppm and it was 

more than the measuring capacity of used gas chromatograph (GC-14B, Shimadzu, Japan). In order to produce high 

amount of biogas there is a need for microorganism to access the substrate. Because the substrate act as a food for the 

microorganism, the lack of it will reduce biogas production [20]. That is why increased amount of carbohydrate, lipid 

and protein were used in the container. Controlling temperature and pH are very important for the growth of 

microorganism. FIGURE 2 shows the gas chromatography results obtained after producing biogas for sample 3. Model 

of used gas chromatography was GC-14B, Shimadzu, Japan. Gas detection tubes (GASTEC, JAPAN) have been used 

for H2S and NH3 detection. At standard condition, known volume percentage (8.37) of CH4 covered 1159342 unit 

square area. CH4 of sample 3 covered 1822644 unit square area that gives 13.15% CH4 in 92.95% volume. This is 

further converted to dry basis 100% analysis which gives 14.14 % of CH4. 

 

 
TABLE 1: Percentage of gas produced (dry basis mole percentage) 

 

Analysis CH4 CO2 O2 N2 H2 NH3 H2S 

Sample-1 

(mole%) 

0.0032 52.10 3.78 34.09 4.60 - - 

Sample-2     

(mole%) 

0.0011 49.76 4.18 46.06 - - More 

than       

160 PPM 

Sample-3 

(mole%) 

14.14 58.68 1.99 23.81       1.38 - More 

than 160 

PPM 

 

 

    Pressure gauge was not used directly with the setup. It was connected with the valve of the fitting as shown in the 

figure in the experimental setup section. Because of the fitting, each time some gases were leaking from the main 

chamber. Thus we got some reduced percentage of biogas. Silica bed was prepared using a bottle and rubber cork with 

two holes. 2 pipes with fitting were applied in those holes. Inside the bottle, silica was applied. Gas from the chamber 

passed through this bed and becomes moisture less. Then moisture free gas was collected in tedlar bag and was set for 

gas chromatography operation. 

 

CONCLUSION 

     Special types of water solution containing carbohydrate, lipid, protein and other chemicals were used. Appropriate 

broth wasn’t available and we selected broth according to the needs for culture media from the available resources. 

Controlling pH in the optimal range was a major issue as production of CO2 made the solution acidic. Higher 

percentage of CH4 produces at relatively lower pressure. That’s why, there was a vast improvement of CH4 production 

in the 3rd sample. Controlling pH in a more organized way should produce higher percentage of CH4. Mesophilic 

anaerobic digestion process is used where temperature range is about 30°C -40°C.  

    Leakage problem is one of the major obstacles for biogas production. Here 8 experimental setups were made. 5 of 

which were beset with leakage problems. Special types of positive-negative gum were used here. There should be new 

ideas to make air tight chamber which can withstand high temperature for both mesophilic and thermophilic anaerobic 

digestion process. Protein rich compounds can produce 50-54% biogas. Tannery wastage consists of protein, lipid, 

carbohydrate etc. By adding compounds to increase its protein percentage may produce higher percentage of methane 

gas. But optimal pH range and temperature should be maintained for proper microorganism growth. 



    Further researches can be done to identify the value added options of solid waste as fertilizer after biogas production 

from anaerobic digestion of tannery wastages. That would reduce a lot of cost and that would allow the full use of 

tannery wastage. Using biogas, both electricity and heat can be produced and it can also be used in cooking. 
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Abstract. Magnetic Anomaly Detection (MAD) system uses the principle that ferromagnetic objects disturb the magnetic lines of 
force of the earth. These lines of force are able to pass through both water and air in similar manners. A MAD system, usually 
mounted on an aerial vehicle, is thus often employed to confirm the detection and accomplish localization of large ferromagnetic 
objects submerged in a sea-water environment. However, the total magnetic signal encountered by a MAD system includes contri-
butions from a myriad of low to Extremely Low Frequency (ELF) sources. The goal of the MAD system is to detect small anomaly 
signals in the midst of these low-frequency interfering signals. Both the Range of Detection (Rd) and the Probability of Detection 
(Pd) are limited by the ratio of anomaly signal strength to the interfering magnetic noise.In this paper, we report a generic 
mathematical model to estimate the signal-to-noise ratio or SNR. Since time-variant electro-magnetic signals are affected by 
conduction losses due to sea-water conductivity and the presence of air-water interface, we employ the general formulation of 
dipole induced electromagnetic field propagation in stratified media [1]. As a first step we employ a vol-umetric distribution of 
isolated elementary magnetic dipoles, each having its own dipole strength and orientation, to estimate the magnetic noise 
observed by a MAD system. Numerical results are presented for a few realizations out of an ensemble of possible realizations of 
elementary dipole source distributions.

INTRODUCTION

An aerial platform equipped with a MAD system is primarily used to detect, localize, and possibly track large fer-
romagnetic object submerged in a vast body of water. The performance of the system, as measured by Pd and False
Alarm Rate (FAR), is governed by the complexity of underlying electromagnetic processes. A MAD sensor responds
to temporally- and spatially-varying earth’s magnetic field, magnetic noise generated by the aerial platform, ocean-
induced magnetic noise, geomagnetic noise, magnetic noise caused by local geological features, and magnetic signals
generated by ferromagnetic objects of interest [2, 3, 4, 5]. The desired magnetic signature is produced by the target
object’s ferromagnetism, motion-induced eddy currents, and corrosion-related sources [6].

Predicting the effectiveness of an aerial vehicle-based MAD system to detect the target of interest is a challeng-
ing task. To evaluate the MAD sensor’s performance, presence of noisy DC-like and ELF magnetic signals in the
search environment must be taken into consideration. Knowledge of extraneous noise-like signals in a typical search
environment is usually obtained from field measurements, which in general depend on the time of the day and are
accompanied by seasonal variations. Collection of these signals also is a time consuming and expensive process. The
purpose of this paper, is therefore, to simulate dominant components of magnetic noise signals in a given ocean envi-
ronment. Specifically, we present a mathematical frame-work for modeling magnetic noise in an ocean environment.
Simple illustrations of the application of the frame-work to estimate magnetic noise and their adverse effects on target
induced signal are also presented.
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MATHEMATICAL FORMULATION

The main objective of this work is to calculate SNR for successful detection by MAD system. Below detailed mathe-
matical procedure for calculating signal and noise power will be presented.

Magnetic Fields due to Dipoles Embedded in Stratified Media
Closed form equations of EM fields due to magnetic and electric dipoles are known through [7]. In this paper calcula-
tion for magnetic fields will be presented only. For a magnetic dipole, magnetic flux density in a uniform medium is
given as,

B̃mdip (r, ω) =
µ

4π

[
k2 (r̂ × m̃) × r̂

r
+ {3r̂ (r̂ · m̃) − m̃}

{
1
r3 −

ik
r2

}]
eikr (1)

Here, time dependence e−iωt was assumed. B̃ and m̃ denotes phasor representation of magnetic field density and
magnetic moment vector respectively. It is noted that throughout the paper bold letters denote vector field and tilde at
the top of letters denote phasor quantity. r is the position vector of the observation point and r̂ denotes unit vector along
that direction. µ is the relative permeability and ε is the permittivity of the medium. k = ω

√
µε is the wave number

which denotes phase change per meter for a wave. In case of a stratified anisotropic media, a method is presented
for calculating EM fields by Tang in Ref. [1]. The geometric configuration of that method for three different regions
are described in Fig. 1a. Here for sea-water environment region (0) is sea-water, region (1) is air and region (−1) is
sea-bed region. The dipole source is located in region (0) at the origin. Here the source can be horizontal electric
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FIGURE 1. d0−d−1 represents width of region (0) which was kept fixed at 200m. Point P is the observation point and
considered stable at 10m above the interface. Global coordinate is at air-water interface. Different dipoles are placed at
(xl, yl, zl) where l identifies dipole number. Each dipole is considered to be in the origin of respective local coordinates
to match the equations for single dipole of Fig. 1a. For each dipole d0 = |zl|, hence d−1 = d0 − 200m. θl represents
orientation of lth dipole and each dipole is assumed to have an initial phase constant of ψl.

dipole, horizontal magnetic dipole, vertical magnetic dipole, or vertical electric dipole. The magnetic field intensity is
expressed in TE and TM mode formulation as

H̃ = H̃T M + H̃T E (2)

In region ( j) the general solutions for waves outgoing in the r̂ direction and traveling in the ẑ direction are listed
below. TM components are:

HT M
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HT M
j (φ)

HT M
j (z)

 =


∫ +∞

−∞
dλ

(
−iωε′ j

λ2r α+
j (λ, z) H(1)

n (rλ) S T M′
n (φ)

)∫ +∞

−∞
dλ

( iωε′ j

λ
α+

j (λ, z)H(1)′
n (rλ) S T M

n (φ)
)

0

 (3)



Whereas TE components are:


HT E

j (r)
HT E

j (φ)
HT E

j (z)

 =


∫ +∞

−∞
dλ

(
−γ j

(m)

λ
β−j (λ, z)H(1)′

n (rλ) S T E
n (φ)

)
∫ +∞

−∞
dλ

(
−γ j

(m)

λ2r β−j (λ, z)H(1)
n (rλ) S T E′

n (φ)
)

∫ +∞

−∞
dλ

(
β+

j (λ, z)H(1)
n (rλ) S T E

n (φ)
)

 (4)

Here k j
2 = ω2µ jε j

′, γ j
(e) =

√
λ2 − k2

j , γ j
(m) =

√
λ2 − k2

j , α j
± (λ, z) = ±A j (λ) eγ j

(e)z + B j (λ) e−γ j
(e)z and β±j (λ, z) =

±C j (λ) eγ j
(m)z + D j (λ) e−γ j

(m)z. From Equations 3 and 4, the first, second and third elements of the column matrices are
the r̂, φ̂ and ẑ components of the field respectively. H(1)

n is the Hankel function of the first kind and order n. S T M
n (φ) and

S T E
n (φ) stand for sinusoidal functions of φ depending on the dipole source. Primes on any term denotes differentiation

with respect to the arguments. Here, H(1)′
n (rλ) = nH(1)

n (rλ)/
(rλ) − H(1)

n+1 (rλ) is the derivative of Hankel function of the
first kind. A, B, C, D are functions of λ , and they are obtained by the application of boundary conditions which are
used for our case given by Tang in Ref. [1]. For the elementary dipoles under consideration, field values derived by
Kong in Ref. [8] are used.

Signal Power Calculation
The value of magnetic field, Bsignal at region ( j = 1) i.e. air region can be obtained using Equations 3 and 4 where
a single dipole source was placed in region ( j = 0) i.e. in sea-water. Target source is assumed to be a large vertical
magnetic dipole having k → 0. Source power, Psignal can be written as,

Psignal ∝
∣∣∣B̃signal

∣∣∣2 (5)

Noise Power Calculation
For noise modelling, concept of multiple dipole sources come into consideration. To illustrate the hypothetical concept
of multiple sources a geometrical representation is presented in Fig. 1b. Here observation point P (x, y, z), different
dipoles position (xl, yl, zl), their respective orientation θl and initial phases ψl will be considered random in nature.
The net field B̃ (r, φ, z) is known for a geometric configuration given in Fig. 1a with the help of Equations 3 and 4 for
cylindrical coordinate system. For convenience all the values are converted into Cartesian coordinate system. In Fig. 1b
each dipole can be viewed in a local frame of reference. So a transformation matrix governing the translation and
rotation can be used in this regard to map the global coordinates to local frame of references so that identical equations
can be used to determine the field values. Therefore time-varying noise signal can be obtained using Equation 6.

Bnoise (x, y, z, t) = Re

 N∑
l=1

µ jH̃ j
(
x′l, y′l, z

′
l
)

e−i(ωlt+ψl)

 (6)

Here N is the total number of dipoles and Re {} represents real value of the argument. The position of observation
point with reference to local coordinate system is obtained for individual dipoles using the following transformation: x′l

y′l
z′l

 =
[
Rz′ (θl)

]−1

 x − xl
y − yl
z − zl


Where Rz′ (θl) =

 cos θl − sin θl 0
sin θl cos θl 0

0 0 1

 is the rotation matrix with respect to z′ axis. It is noted that prime coor-

dinates refer to positions with respect to local frame of reference. Finally noise power is obtained using Equation 7.

Pnoise ∝
∣∣∣Bnoise,RMS

∣∣∣2 =

N∑
l=1

(
B jl
√

2

)2

(7)

Here B jl = µ jH j
(
x′l, y′l, z

′
l
)

is the amplitude of magnetic flux density at region j due to lth dipole.



Signal-to-Noise Ratio (SNR) Calculation
Signal-to-noise ratio is defined as the ratio of the power of a signal (meaningful information) and the power of back-
ground noise (unwanted signal). In dB scale SNR is calculated as:

S NRdB = 10log10

(
Psignal

Pnoise

)
= 20log10

(
Bsignal

Bnoise,RMS

)
(8)

Where Psignal and Pnoise will be calculated using Equations 5 and 7 respectively.

RESULTS AND DISCUSSIONS

For a static magnetic dipole (k → 0) its magnetization is static in nature i.e. it doesn’t have any propagation of wave
like feature. Again magnetic permeability of sea-water and air are same. Therefore considered static magnetic dipole
field will not be altered at air-water interface as their magnetic properties are same. Closed form Equation 1 is valid
for uniform medium. Since air and sea-water have identical magnetic property, field value from Equation 1 and from
Tang Equations 3 and 4 should exactly match. It is found that for a dipole placed 50m below the interface and field
value observed 10m above the interface for a dipole of strength 1000Am2 is 0.9259nT which is same from both set
of equations. In this paper above mentioned dipole is considered as target signal. To consider the effect of distributed
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(a) Noise Magnetic Field: x−component (Bx).
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(c) Noise Magnetic Field: z−component (Bz).
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FIGURE 2. Here Fig. 2a to Fig. 2c provide three-axis components of time-varying noise magnetic field observed at
10m above the air-water interface. Two types of magnetic dipole (horizontal & vertical) are considered. In this paper
total number of dipoles are 100. Time varying signals are observed within a time frame of [0, 60s]. The parameter for
dipoles are: m = rand[0.1, 0.2]Am2, f = rand[0.1, 3]Hz, θ = rand[0, 3600] and ψ = rand[0, 2π]. Dipoles are assumed
to be placed within 3−4m below air-water interface randomly. The parameters for air medium (region 0) are: σ = 0f,
µ = 1µ0, ε = 1ε0 and for sea-water medium (region (1)) are: σ = 5f, µ = 1µ0, ε = 78ε0. Fig. 2d plots absolute value
of three axis components termed as Btotal. Red circled line denotes RMS value of the obtained flux density.

wave, ocean current etc. sea-water nature can be modeled as sources of low frequency electromagnetic induced noise.
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FIGURE 3. Time-varying noise contribution from different layers.

Here two types of dipoles are considered as sources of noise namely horizontal magnetic dipole along x−direction
and vertical magnetic dipole [1]. A mathematical model for noise calculation was developed and time varying noise
signal in Fig. 2 is observed for 100 dipoles. The dipoles are placed within 3 − 4m below the interface where placings
are performed following random gaussian distribution. Again dipole moments m, dipole frequencies f , orientations θ
and initial phases ψ are also considered random in nature. In Fig. 2a to Fig. 2c time-varying noise along three axes
are plotted to correspond with detection technique of Three-Axis Magnetometer [9]. From Fig. 2d it is clear that
for 100 dipoles placed randomly within 3 − 4m below the interface noise contribution lies within 0.02nT to 0.12nT
approximately with a RMS value of 0.05797nT and SNR of 24.07dB. If dipole positions are varied keeping other
parameters constant, a change in noise value is obtained and that value will diminish significantly if dipoles are far
below the interface. For example, in Fig. 3a RMS value of noise is approximately at 0.08927nT which is greater than
the noise obtained at Fig. 2d and SNR is reduced to 20.31dB. Again for dipoles within 9 − 12m noise value decreases
to around 0.01861nT and hence SNR improves to 33.94dB. Therefore noise contribution gradually diminishes with
the increase in layer depth from the interface and exactly opposite case for SNR. It is noted that red markers in total
field plots denote RMS value line.

MAD systems detect signal which is composed of target signal and noise signal. At Fig. 4 results are shown for
a target source of 1000Am2 placed at 50m below the interface and 100 dipoles as noise sources placed within 3 − 4m
layer below the interface. In Fig. 4a to Fig. 4c time-varying target signal corrupted by noise along three axes are
plotted to correspond with detection technique of Three-Axis Magnetometer [9]. From Fig. 4d it is clear that RMS
value (shown with red marker) of noisy target signal is around 0.9277nT . From dipoles, RMS noise contribution is
around 0.05797nT which gives SNR of 24.07dB. Target source may be at any depth in the ocean. The average depth of
the ocean is about 14, 000 f t(= 4267.2m). In this paper, sea environment is considered to be 200m deep. As the target
moves further from the interface SNR decreases which impedes the detection of MAD system. It is known that, for
a successful detection noise contribution should be atleast 2 to 3dB below the the target signal strength. The authors
proposes that in case of deep ocean environment MAD system range can be increased to around 500m if the target
strength is sufficient enough (e.g. 4000Am2).

CONCLUSION

Variation of magnetic field sensed by MAD systems may occur due to temporal and spatial variation in earth magnetic
field, magnetic noise generated by aerial platform, ocean-induced magnetic noise, geomagnetic noise etc. In this paper
a noble mathematical approach was presented to calculate noise contribution due to ocean induced electromagnetic
field considering arbitrary randomly distributed magnetic dipoles having random strengths, orientations, frequencies
and initial phases. A method to calculate signal-to-noise ratio was also be presented. It is noted that all of the simulation
results and their interpretations are proposed considering shallow sea environment.
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FIGURE 4. Time varying signal obtained by MAD system where noise signal of Fig. 2 is superimposed with target
or desired signal. Here source is considered as vertical magnetic dipole of strength m = 1000Am2 and of very low
frequency such that k → 0. Source position is 50m below the air-water interface.

REFERENCES

1. C.-M. Tang, Antennas and Propagation, IEEE Transactions on 27, 665–670Sep (1979).
2. T. B. Sanford, Journal of Geophysical Research 76, 3476–3492 (1971).
3. W. Podney, Journal of Geophysical Research 80, 2977–2990 (1975).
4. C. Manoj, A. Kuvshinov, S. Maus, and H. Lhr, Earth, Planets and Space 58, 429–437 (2006).
5. J. J. Holmes, Synthesis Lectures on Computational Electromagnetics 1, 1–78 (2006).
6. J. J. Holmes, Synthesis Lectures on Computational Electromagnetics 3, 1–68 (2008).
7. S. J. Orfanidis, Electromagnetic Waves and Antennas (Rutgers University, 2008), 718–723.
8. J. A. Kong, Geophysics 37, 985–996 (1972).
9. A. Sheinker, L. Frumkis, B. Ginzburg, N. Salomonski, and B.-Z. Kaplan, Magnetics, IEEE Transactions on

45, 160–167 (2009).



Recovery of Zinc and Manganese with Sulfuric Acid- 

Glucose System from Spent Zn-C Batteries: A 

Hydrometallurgical Approach  

Muhammad Raisul Abedin1,2, Shamsul Abedin1,2, Md. Hasib Al Mahbub1, Nandini Deb1 

and Mohidus Samad Khan1, a) 

1Department of Chemical engineering, Bangladesh of Engineering and Technology (BUET), Dhaka-1000, Bangladesh 
2 Equally first author: both authors contributed equally 

a) Corresponding author: mohid@buet.ac.bd

Tel.: +880-1552-352-461 

Abstract. The global consumption of Zn-C dry cell batteries is significant. The metal contents of Zn-C dry cells are not

environmentally hazardous. However, higher amount of Zinc (Zn) and Manganese (Mn) present in Zn-C dry cells shows an 

industrial interest in recycling and recovering Zn and Mn. The study proposes a hydrometallurgical process for recovering Zn and 

Mn from spent dry cell (Zn-C battery) batteries. Dry cells were manually dismantled to collect the battery paste. Neutral leaching 

was carried out to remove potassium and non-metal contents. The battery powder was leached in sulfuric acid medium with glucose 

as reducing agent. The experiments were conducted according to ‘24 full factorial design’. The purpose of the design was to identify 

the most effective and optimum condition for Zn and Mn recovery from spent Zn-C batteries. In this experiment battery powder 

concentration, glucose concentration, sulfuric acid concentration and temperature were considered as the key variables. In this 

study 86.54 % of Mn and 82.19% of Zn were recovered from the original battery powder. The best operating condition for this 

highest recovery was at 800 C with 100 gm/L of battery powder, 45 gm/L of glucose and 1.0 M sulfuric acid. The leached liquor 

was then precipitated as hydroxide salts of Zn and Mn with 1 N NaOH  solution. 

INTRODUCTION 

Zn-C dry cells are used worldwide as a popular power source of electric appliances and the electromagnetic 

devices. They have gained popularity due to their low price and favorable electrical properties. In 2003, 30.5% of the 

total annual sales of batteries in Eastern and Western Europe were Zn-C batteries and 60.3% was alkaline batteries 

[1]. After their shelf life, these batteries containing metals are disposed to the environment; therefore, these large 

quantities of batteries become a serious threat to the environment. A number of studies have been conducted  for 

extracting and recycling of heavy metals from these spent batteries which can also be seen as a secondary source of 

raw materials [2, 3]. 

Several methods to economically extract valuable heavy metals present in the waste dry cells have been 

proposed.A number of hydrometallurgical and pyrometallurgical techniques have been developed by researchers over 

the years [4, 5]. Pyrometallurgical method is energy consuming since it requires selective volatilization at a very high 

temperature and releases toxic gaseous effluents [3]. Hydrometallurgical process may utilize alkaline or acidic 

leaching medium [3, 6, 7]. Reductive acidic leaching processes includes reducing agents such as H2O2 [3, 6, 7], SO2 [7], 

oxalate [9] or carbohydrates [10] for higher yield of Mn. Liquid-liquid extraction, electro-deposition and precipitation 

can also be utilized for selective separation of Zn and Mn [3].  

This paper focuses on leaching with sulfuric acid and glucose (dextrose) as reducing reagent through 

hydrometallurgical route. Experimental conditions were planned according to 24 full factorial design. The objective 

was to find an optimum leaching condition for highest simultaneous recovery of Zn and Mn and studying the effects 
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of the factors involved. This study will also be useful to model, design and critically analyze the industrial process of 

metal recovery from the spent dry cells.  

PRETREATMENT OF ZINC-CARBON DRY CELLS AND POWDER 

CHARACTERIZATION 

Spent D-type Zinc-Carbon dry cells were collected from Olympic Industries Limited Bangladesh. Manual 

dismantling of the batteries was carried out to accommodate separation of black battery paste from other components. 

Fine particles of the battery powder were obtained using a laboratory grinder. The powders were dried in a laboratory 

oven for 24 h at 110oC to ensure complete removal of moisture. The moisture content in the wet battery powder was 

found to be about 8% of the total weight of the battery paste. Dry battery powder was washed with deionized water 

keeping a solid/liquid ratio of 1:10 under constant stirring at 450 rpm for 3 hours using a hot plate equipped with a 

magnetic stirrer (Phoenix Instrument RSM-05-H). This neutral leaching process was carried out at a constant 

temperature of 80oC. The filtrate was analyzed with an Atomic Absorption Spectrophotometer (Shimadzu AA-6800). 

The analysis revealed that no Zinc and Manganese ions were removed from the powder in this step. The neutral 

leached powder was dried in a laboratory oven for 24 h at 110oC. All the experiments in this study were performed 

using these neutral leached powders. Semi-quantitative analyses of the dry powder and the neutral leached powder 

were carried out using a X-Ray Fluorescence Spectrometer (Shimadzu XRF-1800). Elemental compositions found 

from the analyses are given in Table 1.  

Table 1. Elemental Composition of Dry and Washed Battery Powders 

Element 
Weight Percentage (%) 

Dry Battery Powder Washed Battery Powder 

C 30.65 21.04 

Mn 39.14 54.41 

Zn 21.90 16.66 

Fe 3.97 4.02 

Si 1.40 1.49 

Al 1.13 1.42 

K 0.58 0.71 

Ca 0.20 0.08 

Cr 0.13 0.13 

P 0.11 0.12 

S 0.10 0.10 

Co 0.09 0.08 

Ni 0.60 0.05 



METHODS AND MATERIALS 

Acidic Leaching 

In acidic leaching step zinc oxide (ZnO) and manganese oxide (MnO) can fully be dissolved in sulfuric acid 

solution. Both the oxides form soluble sulfates according to the following reactions [8] 

 

ZnO + H2SO4→ ZnSO4 +H2O 

MnO + H2SO4→ MnSO4 +H2O 

 

However, Mn2O3 and Mn3O4 are partially soluble due to the formation of insoluble MnO2 [11]. 

 

Mn2O3 + H2SO4 → MnO2 + MnSO4 + H2O 

Mn3O4 + 2H2SO4 → MnO2 + 2MnSO4 + 2H2O 

 

In this study glucose (dextrose) is used as reducing agent to enhance the dissolution of MnO2 which results in 

higher recovery of Mn. The dissolution occurs according to the following reaction [10]:  

 

12MnO2+ C6H12O6 +12 H2SO4 →6CO2+18 H2O +12MnSO4 

Factorial Design 

The experiments were designed according to a 24 full factorial design. Factorial designs are widely adopted in 

experimental studies with different materials and experimental conditions for recovery of valuable metals [8, 9]. In 

this study four factors: battery powder concentration, glucose concentration, sulfuric acid concentration, and 

temperature, were chosen for the experiments and each factor had two levels (high and low). So, there were 16 different 

experimental conditions in this study to find the optimum experimental conditions for highest simultaneous recovery 

of Zinc and Manganese. This experimental model allows us to analyze the interactions among the factors and their 

effect on recovery.  

Experimental 

All the tests were performed in a 500 ml closed Erlenmeyer flask set on a hot plate equipped with a magnetic 

stirrer (Phoenix Instrument RSM-05-H). The experimental conditions are shown in Table 2.  

Two battery powder concentrations were used for the experimental study: 100 gm/L and 200 gm/L. The solution 

mixture was prepared by dissolving neutral leached battery powder and glucose (Merck) of varying concentrations of 

45 gm/L, 90 gm/L,135 gm/L and 270 gm/L in 50 ml sulfuric acid. The following sulfuric acid concentrations were 

used: 1.0 M, 1.5 M, 1.8 M and 2.0 M. The mixture was continuously stirred for 3 hours at 450 rpm with the hot plate 

magnetic stirrer at varying temperatures of 400C and 800C. The final solution was filtered with Whatman No.42 filter 

paper. The amount of Zn and Mn dissolved in the filtered solution was measured by Atomic Absorption 

Spectrophotometer (AAS) using AA-6800(Shimadzu). 

The filtered solution from the acidic leaching step was chemically precipitated by 1N NaOH solution. The solution 

was precipitated as Zn(OH)2 and Mn(OH)2  by increasing the pH slowly. Complete precipitation of Zinc and 

Manganese hydroxides occurred at pH value of 8 and 12 respectively.  
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Table 2. Experimental Condition for 24 Full Factorial Design 

Serial 

No.  

(N) 

Treatment 

A 

(Battery 

Powder) 

B 

(Glucose 

Concentration) 

C 

(Sulfuric Acid 

Concentration) 

D 

(Temperature) 

A 

(g L−1) 

B 

(g L−1) 

C 

(M) 

D 

(◦C) 

1 (1) − − − − 100 45 1 40 

2 a + − − − 200 90 1.8 40 

3 b − + − − 100 135 1 40 

4 ab + + − − 200 270 1.8 40 

5 c − − + − 100 45 1.5 40 

6 ac + − + − 200 90 2 40 

7 bc − + + − 100 135 1.5 40 

8 abc + + + − 200 270 2 40 

9 d − − − + 100 45 1 80 

10 ad + − − + 200 90 1.8 80 

11 bd − + − + 100 135 1 80 

12 abd + + − + 200 270 1.8 80 

13 cd − − + + 100 45 1.5 80 

14 acd + − + + 200 90 2 80 

15 bcd − + + + 100 135 1.5 80 

16 abcd + + + + 200 270 2 80 

 

RESULTS AND DISCUSSION 

 

    The results of all the experimental runs are shown in Table 3 and plotted in Figure 1. The results show that recovery 

of Zn was higher with lower concentrations of acid. Very high concentration of glucose showed a negative impact on 

simultaneous recovery of Zn and Mn. Glucose concentrations of 90 gm/L and 135 gm/L showed higher simultaneous 

recovery at 400C temperature. Lower temperature was found to be more effective for recovery of Zn. Battery 

concentration did not show significant impact on recovery of Zn and Mn. The results from Table 3 and Figure 1 show 

that maximum 86.54 % of Mn and 82.19% of Zn was recovered with 100 gm/L of battery powder, 45 gm/L of glucose 

and 1.0 M sulfuric acid at 80oC.  

 

Table 3. Recovery Percentages of Zn and Mn 

N Treatment Zinc Recovery (%) Manganese Recovery (%) 

1 (1) 41.10 65.38 

2 a 40.33 60.06 

3 b 77.15 59.08 

4 ab 32.88 32.49 

5 c 46.67 39.31 

6 ac 37.67 68.27 

7 bc 66.67 67.38 

8 abc 23.97 48.08 

9 d 82.19 86.54 

10 ad 38.04 57.97 

11 bd 3.62 67.31 

12 abd 13.39 35.74 

13 cd 6.67 56.15 

14 acd 3.62 64.08 

15 bcd 6.67 74.87 

16 abcd 3.62 63.06 

 



 

Figure 1. Recovery percentages of Zn and Mn using 24 full factorial design. 

 

CONCLUSION 

    To accommodate the need of the increasing population, usage of different types of batteries is increasing all over 

the world. Disposal of waste dry cells have become an important issue due to strict environmental regulations imposed 

by different countries and international organizations. In this study, we have proposed a hydrometallurgical process 

and a 24 full factorial design to extract Zinc and Manganese from spent dry cell batteries and explored the viability of 

glucose as a suitable reducing agent for this process. Highest simultaneous recovery of Zinc and Manganese was found 

to be 82.19% and 86.54% respectively; leaching conditions for the highest recovery were 1 M H2SO4, 45 gm/L 

glucose, 100 gm/L battery powder at 80oC under constant stirring. Using glucose as the reducing agent makes this 

process attractive because of its low cost and non-hazardous nature. The future research will address scaling up the 

recovery process to an industrial scale and to study its economic feasibility.  
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Abstract. Bioremediation of wastewater containing heavy metals is one of the major challenges in environmental 

biotechnology. Heavy metals are not degraded and as a result they remain in the ecosystem, and pose serious health hazards 

as it comes in contact with human due to anthropogenic activities. Biological treatment with various microorganisms has 

been practiced widely in recent past, however, accessing and maintaining the microorganisms have always been a 

challenge. Microorganisms like Baker’s yeast can be very promising biosorbents as they offer high surface to volume ratio, 

large availability, rapid kinetics of adsorption and desorption and low cost. The main aim of this study is to evaluate the 

applicability of the biosorption process using baker’s yeast. Here we present an experimental investigation of biosorption 

of Chromium (Cr) from water using commercial Baker’s Yeast. It was envisaged that yeast, dead or alive, would adsorb 

heavy metals, however, operating parameters could play vital roles in determining the removal efficiency. Parameters, such 

as incubation time, pH, amount of biosorbent and heavy metal concentration were varied to investigate the impacts of those 

parameters on removal efficiency. Rate of removal was found to be inversely proportional to the initial Cr (+6) 

concentrations but the removal rate per unit biomass was a weakly dependent on initial Cr(+6) concentrations. Biosorption 

process was found to be more efficient at lower pH and it exhibited lower removal with the increase in solution pH. The 

optimum incubation time was found to be between 6-8 hours and optimum pH for the metal ion solution was 2. The 

effluents produced in leather industries are the major source of chromium pollution in Bangladesh and this study has 

presented a very cost effective yet efficient heavy metal removal approach that can be adopted for such kind of wastewater. 

INTRODUCTION 

Water pollution is the contamination of water bodies. This form of environmental degradation occurs when 

pollutants are directly or indirectly discharged into water bodies without adequate treatment to remove harmful 

compounds. The specific contaminants leading to pollution in water include a wide spectrum of chemicals, pathogens, 

and physical changes such as elevated temperature and discoloration. Many of the chemical substances are toxic and 

include organic and inorganic substances. Organic water pollutants include detergents, disinfection by-products found 

in chemically disinfected drinking water, such as chloroform, food processing waste, which can include oxygen-

demanding substances, fats and grease, insecticides and herbicides, a huge range of organohalides and other chemical 

compounds, petroleum hydrocarbons [1], including fuels (gasoline, diesel fuel, jet fuels, and fuel oil) and lubricants 

(motor oil), and fuel combustion byproducts from storm water runoff. Inorganic water pollutants include acidity 

caused by industrial discharges (especially sulfur dioxide from power plants), ammonia from food processing waste, 

chemical waste as industrial by-products, fertilizers containing nutrients--nitrates and phosphates found in storm water 

runoff from agriculture, as well as commercial and residential use, heavy metals from motor vehicles (via urban storm 

water runoff) and acid mine drainage [1, 2]. With the rapid development of various industries, different waste materials 

are directly or indirectly discharged into the environment. This situation is severe in the developing countries, causing 

serious environmental pollution, and threatened biolife [3]. 

Among different types of heavy metals, Chromium and its compounds have been proved to be highly toxic, which 

are being mixed with natural water from a variety of industrial effluents. The major sources are: textile dyeing, leather 
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tanning, electroplating and metal finishing industries [4]. Conventional methods for removing dissolved heavy metal 

ions from waste waters include chemical precipitation, chemical oxidation and reduction, ion exchange, filtration, 

electrochemical treatment and evaporative recovery. Precipitation is the most common method for removing toxic 

heavy metals up to parts per million (ppm) levels from water. Electro-winning is widely used in the mining and 

metallurgical industrial operations for heap leaching and acid mine drainage. Electro-coagulation is an electrochemical 

approach, which uses an electrical current to remove metals from solution. Reverse osmosis and electro-dialysis 

involve the use of semi-permeable membranes for the recovery of metal ions from dilute wastewater. These techniques 

have significant disadvantages including incomplete metal removal, the need for expensive equipment and monitoring 

systems, high reagent or energy requirements or generation of toxic sludge or other waste products that require 

disposal [5].  

 

On the other hand, Biosorption, a property of certain types of inactive, dead microbial biomass to bind and 

concentrate heavy metals from even very dilute aqueous solutions, is one of the most promising technologies involved 

in the removal of toxic metals from industrial waste streams and natural waters [6, 7]. Heavy metals considered in the 

field of biosorption are usually classified as the following three categories: toxic metals (Hg, Cr, Pb, Cu, Ni, Cd, As 

etc.), precious metals (Pd, Pt, Ag, Au etc.) and radionuclides (U, Th, Ra, Am etc.), whose specific weight is usually 

more than 5.0 g/cm3 [3].  Biosorption can be considered a collective term for a number of passive, metabolism 

independent, accumulation processes and may include physical and/or chemical adsorption, ion exchange, 

coordination, complexation, chelation and microprecipitation [6]. The biosorption of heavy metal ions using 

microorganisms is affected by several factors. These factors include the specific surface properties of the organism 

(biosorbent) and the physicochemical parameters of the solution such as temperature, pH, initial metal ion 

concentration and biomass concentration [8]. Saccharomyces cerevisiae is an inexpensive, readily available source of 

biomass for heavy metal removal from waste water. Yeast cell wall consists mainly of polysaccharides, proteins and 

lipids. The functional groups that help in surface accumulation of heavy metal in yeast mainly are: carboxyl, amino, 

amide, hydroxyl, sulphydril and phosphate groups. Though this had been utilized before, the optimum condition for 

maximum removal efficiency is not known yet. This study investigates the removal performance by varying possible 

parameters to find an optimum condition for Chromium-Yeast biosorption system. 

CHROMIUM POLLUTION AND POTENTIAL BIOSORBENT  

Due to the increased use of different types of heavy metals and their harmful effects, the heavy metal pollution has 

become one of the most serious environmental problems these days. Two stable oxidation states of Chromium persist 

in the environment, Chromium (+3) and Chromium (+6), which have contrasting toxicities, mobility and 

bioavailability [9]. Chromium (+6) is known to be a highly toxic metal and one of the sources that drives to many 

cancers namely, cancer of lung, oesophagus, and liver [10]. Due to severe toxicity of Cr (+6), World Health 

Organization (WHO) and United States Environmental Protection Agency (USEPA) have set the guideline for 

drinking water with upper limit of 50 µg L-1 [11]. Tannery is one of the oldest and fastest growing industries in 

Bangladesh. Chromium salts used during tanning generates two types of chrome- hexavalent and trivalent chromium. 

However, the hexavalent form is 500 times more toxic than the trivalent [12]. The release of untreated tannery effluent 

affects the natural water bodies’ flora and fauna of the ecosystem and hence causes harmful effects on human health 

and environment [13].  

 

The removal of heavy metals can be achieved by different procedures, but each of these has their own drawbacks. 

Since most of these engineering technologies have failed in effluent treatment process in terms of extent of removal, 

as alternatives, slowly, biological tools are being substituted in pollution abatement programs [14]. The use of 

microbial cells as biosorbents for heavy metal offers a potentially inexpensive alternative compared to conventional 

methods of heavy metal decontamination from a variety of industrial aqueous process streams. The major advantages 

of biosorption over conventional treatments include- low cost, high efficiency of metal removal from dilute solutions 

minimization of chemical and/or biological sludge, no additional nutrient requirement, regeneration of biosorbent and 

possibility of metal recovery [6]. Many microbial species such as bacteria, fungi, yeast and algae are known to be 

capable of adsorbing heavy metal on their surface and/or accumulating within the structure [15]. Among various 

biosorbents, Saccharomyces cerevisiae has a viable proposition due to its availability from classical food and 

fermentation industries (e.g. breweries) [16]. Both living and dead yeast cells have been used as biosorbents in the 

removal of toxic metal species [17]. These cells have the potential to accumulate a broad range of heavy metal ions. 



They are thus considered to be economically attractive biosorbents for the treatment of a wide variety of metal-

containing industrial effluents. Biosorption using yeast has thus emerged as an efficient, simple, eco-friendly, and cost 

effective promising technology for the management of heavy metal pollution [18]. 

MATERIALS AND METHODS 

Metal solutions 

All the reagents used were of analytical reagent grade and solutions were prepared in distilled water. An aqueous 

stock solution of known concentration of Cr (+6) ions was prepared using Potassium dichromate (K2Cr2O7) salt. This 

was used as the source of Cr (+6) in synthetic wastewater. The pH of the solution was adjusted using 0.1 N H2SO4.  

Preparation of biomass 

Baker’s yeast was initially dried to remove moisture by heating in an oven at 100°C for 10 minutes. 

Biosorption studies 

Batch biosorption studies were carried out using a certain amount of yeast biomass and 100 ml of Cr (+6) solution 

in a conical flask with constant stirring using PHOENIX RSM – 05H magnetic stirrer operated at 150 rpm. A medium 

sized magnetic bead was used for the stirring purpose. The change in the following operating conditions- pH, contact 

time and metal concentration were investigated to observe the change in absorption rate. For each of the experiment 

the mixture was stirred at 150 rpm followed by filtration with Whatman filter paper. No. 40. Then the concentration 

of the filtrate containing residual Cr (+6) was determined spectrophotometrically.  

Cr (+6) ion determination 

The initial and final concentration of the Cr(+6) solution was determined using HACH DR/4000U 

spectrophotometer following the standard method [19]. The percentage of Cr removal due to bioadsorption was 

calculated as % Cr removal = [(Ci – Cf ) / Ci ]× 100 %, where Ci and Cf are initial and final concentration of Cr (+6) 

solution (mg/L), respectively [20]. 

RESULTS AND DISCUSSION 

Each Sample solution containing heavy metal ions were incubated under constant agitation at 150 rpm and the 

effects of incubation time, change in initial concentration and pH were observed. The results calculated were the 

amount of Cr (+6) removed by per gram of yeast and rate of uptake, which is percentage of Cr (+6) removed in each 

experimental run. 

 Rate of removal=
(𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝐶𝑟(+6)−𝐹𝑖𝑛𝑎𝑙 𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓  𝐶𝑟(+6))(𝑖𝑛 𝑚𝑔)

𝐴𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑦𝑒𝑎𝑠𝑡 𝑡𝑎𝑘𝑒𝑛 (𝑖𝑛 𝑔𝑟𝑎𝑚𝑠)
 (1) 

 

 Rate of uptake=
(𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝐶𝑟(+6)−𝐹𝑖𝑛𝑎𝑙 𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓  𝐶𝑟(+6))

𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝐶𝑟(+6)
× 100 % (2) 

 

Initial incubation experiments were performed at different agitation speeds, and it was found that 150 rpm was the 

highest speed that could be applied without breaking the yeast cells. 

Effect of Incubation Time 

The sample solutions were kept under agitation for 3, 6 and 16 hours at 150 rpm. It was observed that in case of 

chromium (+6) ions, the heavy metal removal efficiency increases with incubation time, however after a certain time, 

the removal rate does not increase as it did initially. As seen from Fig. 1(a), incremental rate of uptake after 6 hr is not 

as high as the earlier period. 



 

 
(a)       (b) 

FIGURE 1. (a) Rate of uptake of Cr+6 vs. incubation time; (b) Rate of removal of Cr+6 vs. incubation time 

Effect of Initial Concentration of Sample Solution 

 Sample solutions of Cr+6 of different known concentrations were prepared and incubated under agitation for 3 

hours at 150 rpm. Increased initial concentration results in increased amount of Cr+6 removal per gram of yeast 

(Fig.2(a)).  

 

 However, removal efficiency decreases with an increase in initial concentration showing an inverse relationship 

(Fig. 2(b)). Each gram of yeast has a certain adsorption capacity and thus, for a certain amount of yeast total amount 

of metal removal remains similar. Accordingly, the rate of uptake decreases with the increase in initial chromium 

concentration. Interestingly, despite being the amount of yeast same, higher initial concentration helped the yeast to 

adsorb slightly higher amount and the value slightly increases with the increase in the concentration of the initial 

solution as evident from Fig. 2(a). 

 
   (a)      (b) 

FIGURE 2. (a)  Rate of removal of Cr+6 vs. initial concentration of sample solution; (b) Rate of Uptake of Cr+6  vs. initial 

concentration 

Effect of pH of Sample Solution 

 It was anticipated that pH of the solution might have an effect on the removal rate and uptake rate. To investigate 

that, same sample solution in different pH (2, 3 and 6.4) was incubated for 3 hours and 6 hours under agitation at 150 

rpm. A decrease in pH resulted in an increase in amount of Cr+6 adsorbed by per gram of yeast. Based on obtained 

values, optimum pH was found to be around 2 for 6 hours incubation time. This indicates the requirement of pH control 

during wastewater treatment containing heavy metals. 



  
   (a) (b) 

 
FIGURE 3. (a) Rate of removal of Cr+6 vs. pH of sample solution; (b) Rate of Uptake of Cr+6 vs. pH of sample solution 

 

CONCLUSION 

Biosorption offers an economically feasible technology for efficient removal and recovery of metal(s) from 

aqueous solution. The process of biosorption has many attractive features including the selective removal of metals 

over a broad range of pH and temperature, its rapid kinetics of adsorption and desorption and low capital and operation 

cost. Biosorbents can easily be produced using inexpensive growth media or obtained as a by-product from industry. 

It is desirable to develop biosorbents with a wide range of metal affinities that can remove a variety of metal cations. 

These will be particularly useful for industrial effluents, which carry more than one type of metals. Biosorption 

processes are applicable to effluents containing low concentrations of heavy metals for an extended period. This aspect 

makes it even more attractive for treatment of dilute effluent that originates either from an industrial plant or from the 

primary wastewater treatment facility. Thus biomass-based technologies need not necessarily replace the conventional 

treatment routes but may complement them. In this study, S. cerevisiae has been used as a biosorbing agent for the 

removal of chromium ions. The effects of incubation time, initial concentration and pH were observed. The results 

calculated were the amount of Cr+6 removed by per gram of yeast and rate of uptake, which is percentage of Cr+6 

removed in each experimental run. Both removal rate and uptake rate increased with incubation time. Optimum 

agitation time for yeast removal was found to be around 6-8 hours. Removal rate increased but uptake rate decreased 

with increased initial concentration of Cr+6. Removal rate and uptake rate increased with decrease in pH. Based on 

obtained values, optimum pH was found to be around 2 for 6 hours agitation time. This study provides with a 

preliminary range of parameter values for efficient heavy metal removal. This can be further optimized with more 

stringent control and additional parameter optimization. This will be very useful for the industries with wastewater 

treatment facilities, financially and technically.  
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Abstract. Health risk regarding indiscriminate use of chemical preservatives in foods has become a matter of major concern 

in Bangladesh. Although many of the chemical preservatives are considered to be safe, but several have negative and 

potentially life threatening side effects. It is reported that formalin, a 37 to 40 per cent solution of formaldehyde, is widely 

used to increase the shelf-life of fishes. Direct consumption of formalin is harmful. However, the effect of consuming 

formalin dosed fish and the effect of formalin on fish nutrition value is less understood. No data exists about the diffusivity 

of formaldehyde in fish flesh. Besides, detecting formalin or formaldehyde in fishes and other food items is rather 

challenging since formaldehyde in food items can be interfered by the presence of other aldehyde, ketone or alcohol groups 

in foods. Formaldehyde can also be naturally produced in fish and other food items during the ageing and deterioration. 

This experimental research aims to measure the effect of formalin on key nutritional parameters: protein and lipid, of fish 

sample (Rohu fish; labeo rohita). The time dynamic behavior of residual HCHO concentration in fish sample is also 

analyzed. Natural occurring formaldehyde concentration profile is also obtained at different temperature.  To analyze time 

and temperature effect on the formaldehyde diffusion in fish flesh, experiments are conducted at different temperature 

(4°C, 8°C and 12°C) for up to 54 hours. This systematic approach and methodology can also be applied to analyze other 

chemically preserved food items and corresponding health hazards. 

INTRODUCTION 

Fish and fishery products have been recognized as one of the major nutrition sources due to their high protein and 

unsaturated fatty acid contents [1]. Fish contains fat, free amino acids and water, which are susceptible to spoilage by 

microorganisms and biochemical reactions during post-mortem process [2]. During storage, many fish species exhibit 

changes in textural properties, long before they are spoilt [3]. This may result in flesh softening and gaping and 

trimming losses, resulting in reduced fillet yield. In addition, products may have a poorer appearance, therefore, 

downgraded and/or returned to the producer, with accompanying loss of reputation and economical losses [4]. Fish 

and seafood are very perishable and can only be kept fresh in ice for 8 to 14 days depending on the species. In order 

to keep the freshness of fish and seafood, fishermen and fish vendors often tend to use formaldehyde solution as 

chemical preservative [5]. Besides, formaldehyde is one of the most effective and widely used compounds in fish 

culture for therapeutic and prophylactic treatment of fungal infection and external parasites of fish egg [9]. 

Formaldehyde is also known as methanal and its chemical formula is HCHO. At room temperature, formaldehyde is 

a colorless gas with a pungent, irritating odour. [6]. Formalin is a generic term which describes a solution of 37 to 40 

per cent formaldehyde gas dissolved in water [7]. Recently, International Agency for Research on Cancer (IARC) has 

classified formaldehyde as a Group 1 carcinogenic to humans [5]. Epidemiological studies have examined the cancer 

mortality among persons with occupational and residential exposure to formaldehyde [8]. As consumption of 

formaldehyde is hazardous to human body, it is important to investigate the content and effect of formaldehyde in fish 
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and seafood [5]. In Bangladesh using formalin as chemical preservative is illegal; however, it is reported that fish 

vendors often use formalin to increase shelf-life of fish in spite of knowing this practice illegal. Therefore, analyzing 

the effects of formalin on fish nutrition value is more relevant for Bangladeshi context. This research work aims at 

detecting and quantifying formaldehyde in fresh and formalin treated fish samples, and analysing the effects of 

formalin on major nutritional parameters of fish samples: protein and fat. Alongside, it also reports the time dynamic 

concentration behaviour of formaldehyde in the dosed samples. To analyze time and temperature effect on the 

formaldehyde diffusion in fish flesh, experiments were conducted at different temperatures (4°C, 8°C and 12°C) for 

up to 54 hours. Naturally occurring formaldehyde concentration profile was also obtained at different temperature. 

MATERIALS AND METHODS 

Materials 

Formalin free Rohu fish (Labeo rohita) was collected from different locations of Dhaka. 800ppm formaldehyde 

solution was prepared by diluting formalin (40% w/w formaldehyde). Nash reagent was used as an indicator which 

was prepared by adding 2ml of acetyl acetone and 3ml of acetic acid with 150g of ammonium acetate in an Erlenmeyer 

flask and the volume was adjusted to 500ml to prepare concentrated Nash reagent. Trichloroacetic acid (10 w/w %) 

was used to extract formalin from fish fillet. Sodium hydroxide, NaOH (1 N, 5N) sulfuric acid, H2SO4 (1N) was used 

to adjust the pH of the distillate to be in range of 6.0 to 6.5 [12]. 160 ml methanol, CH3OH and 160 ml chloroform, 

CHCl₃ were used during blending 50 g of fish sample for lipid extraction. Anhydrous Sodium Sulfate was used for 

removing water from bottom layer after blending process.  

For digestion concentrated sulfuric acid, H2SO4 was used. Digestion salt mixture was prepared by mixing 

potassium sulfate, K2SO4 and copper sulfate CuSO4 in a ratio of 31.25: 1. In order to liberate ammonia 40% sodium 

hydroxide, NaOH solution was added to digested solution. Indicator solution was prepared by mixing 0.033% methyl 

red and 0.1% bromocresol green in 95% ethanol. Distillation product ammonia was collected in a mixture of 

standardized H2SO4, indicator solution and distilled water. The mixture was titrated with standardized sodium 

hydroxide, NaOH [13]. 

Method for Crude Lipid Determination 

Formalin free fish was cut into pieces. Single piece of fish was dipped into 2 liters of 800 ppm formalin solutions 

for 15 minutes and kept below 40C for 1 hour. 160 ml Methanol and 80 ml Chloroform were added to 50 g sample 

fish. Water, chloroform and methanol ratio was maintained at 4:5:10 by adding water. The blended content was filtered 

through Buchner funnel and transferred to a separating funnel for settling into an upper aqueous and a lower 

chloroform layer. The chloroform layer was taken to a round bottom flask and heated at 1000C. After being consistent 

the weight of the flask was taken.  

Method for Protein Determination  

Formalin free fish sample was dipped into 2 litres 800 ppm formalin solutions for 15 minutes. 0.5g sample, 5 g 

digestion salt mixture and 10 ml of concentrated sulfuric acid were taken into a 500 ml Kjeldahl flask. The mixture 

was digested until it became a clear solution. After cooling, 250 ml of distilled water and 28g of 40% sodium hydroxide 

solution were added and connected to a distillation apparatus. The distillate was collected in an Erlenmeyer flask 

containing a mixture of 10 ml standardized sulfuric acid, 10 drops of indicator solution and 100 ml distilled water. 150 

ml distillate was collected and titrated with standardized sodium hydroxide to greenish-blue endpoint. A reagent blank 

was run using the same process [13].  

Residual Concentration and Degree of Diffusivity Determination of Formaldehyde in 

Formalin Treated Fish Samples 

Formalin free fish sample was dipped into 800ppm formalin solution or 15 minutes. Samples were stored at a 

temperature of 4°C, 8°C and 12°C. Fish sample was blended with equal weight of water. Trichloroacetic acid was 

added with blend and filtered. Distilled water was added with 5ml of filtrate. pH was adjusted in between 6 to 6.5. 



Volume of the extract was made up to 25ml by adding water. 5ml of this extract was taken and Nash was added. 

Solution was kept at 60°C water bath for 5min and then cooled to room temperature. Optical density (absorbance) was 

measured at 415nm by using UV mini-1240 spectrophotometer [12]. A calibration curve was prepared for the 

spectrophotometer to determine the residual concentration.  

RESULTS AND DISCUSSION 

Comparison of Nutritional Value between Normal and Formaldehyde Dosed Sample 

Lipid includes fat, oils and waxes. Lipid content varies more widely than protein, moisture and mineral contents. 

However, there is considerable seasonal variation in the fat content of fatty fish. Chemical evidence indicates that 

formaldehyde combines with unsaturated lipids at the double bond. The resulting complex contains a free carbonyl 

group which probably originates from the formaldehyde. The reaction occurs over a wide pH range, and takes place 

in the absence of oxygen or moisture.  

Formalin or formaldehyde acts as a cross-linker to protein which tends to ‘freeze’ the native state of tissues and 

cells. Crosslinking is the process of chemically joining two or more molecules by covalent bond. Cross-linked reagents 

are molecules that contain two or more reactive ends capable of chemically attaching to specific functional groups. 

Attachment between two groups on a single protein results in intra-molecular crosslinks that stabilize the protein as a 

tertiary or quaternary structure. Thus, protein content gets reduced by protein fixation by formaldehyde. Table 01 

enlists the effect of 800ppm formaldehyde on fish lipid and protein. 

From the experimental results, the change of fat content was found very little (Table 1, Figure 1a). It may have 

appeared as no reaction took place between formalin and lipid in presence of moisture and oxygen (general condition). 

Variation in fat content may result due to non-homogenize flesh sample. Also fat content may vary from one sample 

to another and due to their age, gender 

TABLE 1. Effect of 800ppm formaldehyde on lipid and protein content 

Nutritional Parameter Fresh Sample  800 ppm Dosed Sample 

Crude Lipid (%) 1.22 1.24 

Protein (%) 26.67 23.9 

 

 

 
 FIGURE 1. Effect of Formaldehyde on (a) Crude lipid (b) Protein 

The protein content got reduced by dosing of formalin (Table 1, Figure 1b). In normal fish sample protein content 

is around 26.67 per cent whereas due to dosage of 800ppm formalin it reduces to 23.9 per cent. Protein content gets 

reduced as formaldehyde acts as a fixative agent to form bridge of protein molecules and increases shelf life by 

prohibiting enzymatic breakdown. 

(a) (b) 



Concentration Profile of Residual HCHO for 800 ppm Dosed Fish Sample at Different 

Temperature 

Figure 2 was generated for residual formalin exists in 800ppm dosed fish flesh after specific time interval. 

Diffusion occurs due to concentration gradient. Usually diffusion of liquids increases with increment of temperature. 

Diffusion of HCHO in fish flesh is a complex phenomenon and evaluating direct relation with temperature is difficult 

to determine. Residual concentration of HCHO is also dependent on reaction rate of HCHO with protein considering 

that HCHO is not reacting with lipid due to presence of moisture and oxygen. The complex formation reaction is 

enhanced with increment of temperature. Therefore, the residual amounts deduced in various time intervals are 

function of these two occurring. From Figure 2, it is seen that residual HCHO decreases with increasing temperature. 

At higher temperature, diffusion proceeds at a higher rate, which causes low residual HCHO. All the curves giving a 

steady state value after a certain period which does not change further for longer retention time. 

  

FIGURE 2. Residual HCHO concentration profile in fish flesh with respect to time at different temperature 

 

Concentration Profile of Naturally Occurring HCHO for Fresh Fish Sample at Different 

Temperature 

Fish is a perishable substance. It is subjected to spoilage due to autolytic enzymatic reaction, oxidative reaction or 

microbial attack. During these spoilage processes formaldehyde can be produced. Experimental results showed that 

small amount of formaldehyde exist in fish naturally (Figure 3). Formaldehyde amount increases with time as the 

extent of spoilage increases. The rate of HCHO formation is higher at high temperature (Figure 3d). At high 

temperature microbial activity is increased and hence spoilage got increased. At low temperature, enzymatic break 

down and microbial activity got slower. 
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FIGURE 3. Concentration of HCHO with respect to time for fresh fish sample at (a) 4°C (b) 8°C (c) 12°C and (d) comparison of 

HCHO formation rate at different temperature 

 

CONCLUSION 

This study reports the time dynamic concentration of naturally producing formaldehyde in fresh fish samples, 

residual formaldehyde in formalin treated fish sample and the change in nutritional parameters due to formaldehyde 

(800 ppm) dosing. The concentration of naturally occurring formaldehyde increased slowly in fresh fish sample with 

respect to time. The concentrations of residual formaldehyde in fresh fish samples were found very low (< 4 ppm) 

comparing to samples treated with 800 ppm formaldehyde solution. Experimental results also showed that protein 

content reduced as a result of treatment with formalin. The protein content of fresh fish and formaldehyde (800ppm) 

treated fish were found 26.67 and 23.90%, respectively. On the other hand, the effect of formalin on the fat content is 

almost insignificant. The results indicate that only a fraction of the applied formaldehyde was adsorbed by fish protein. 

The residual HCHO amount can be greater than 2µg (maximum consumption limit per day declared by EPA), and 

regular consumption may have a harmful effect on human health. 
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Abstract. Multi-walled carbon nanotubes (MWNT) filled high density polyethylene (HDPE) composites were fabricated 

by conventional melt mixing method. The melt flow index of the used HDPE was 1.2g/10 min which can be said as 

polymer matrix with low melt flow index (LMFI). The percolation behaviour and positive temperature co-efficient (PTC) 

effect of HDPE (LMFI)/MWNT conductive polymer composites were examined. It was observed that HDPE 

(LMFI)/MWNT composites displayed percolated behaviour. The percolation threshold for HDPE (LMFI)/MWNT 

composites was found to be approximately 1.9 wt. % of MWNT. It was found that MWNT filled HDPE (LMFI) 

composites showed PTC effect that occurred around the melting temperature of composites due to expansion of polymer 

matrix. Moreover, HDPE (LMFI)/MWNT composites also displayed negative temperature coefficient (NTC) effect that 

occurred after the melting temperature of polymer matrix. 

INTRODUCTION 

Now-a-days conductive polymer composites (CPC) are extensively using in variety of applications, such as: 

electromagnetic interference shielding, sensing, electrostatic dissipation etc [1-6]. CPCs are made of polymer matrix 

and conductive fillers. Conventionally in conductive polymer composite, conductive fillers are dispersed in an 

insulating polymer matrix. The average distance between the conductive fillers is large when the filler fraction is 

very low and thus the conductivity throughout the composite is negligible. When the amount of filler is increased 

sufficiently then the mean distance between the conductive fillers decreases and the consequence is the linkages 

between conductive fillers and formation of initial conductive path through the entire material [7,8]. The 

corresponding filler content required to form the initial conductive path is designated as percolation threshold [7,8]. 

After the percolation threshold, conductivity of polymer composite can change dramatically for small variation of 

filler content [7,8]. At high filler concentration, the number of conductive paths increases significantly which forms 

a three dimensional network and in this state the conductivity of the material is remarkably high and minimum 

change in the conductance of polymer composite is observed for further increase in conductive filler [7,8]. 

Disruption of these conductive paths initiate when the temperature of CPC reaches close to the melting temperature 

of polymer matrix and the consequence is the increase in resistivity in CPC which is known as positive temperature 

coefficient (PTC) effect. A PTC effect result from break up of conductive paths is an excellent property of 

conductive polymer composites that make them immensely acceptable to use in self-regulated heaters and circuit 

protection devices. 

The paper is focused on research of the percolation behaviour of multi-walled carbon nanotubes (MWNT) filled 

high density polyethylene (HDPE) composites where the melt flow index of used HDPE is low. Low melt flow 

index HDPE has been designated as HDPE (LMFI). Research has also been carried out to show that HDPE 
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(LMFI)/MWNT composites display not only positive temperature co-efficient (PTC) effect but also negative 

temperature co-efficient (NTC) effect. 

 

EXPERIMENTAL SECTION  

Materials  

HDPE with melt flow index of 1.2g/10 min was used as polymer matrix which was supplied by Total 

Petrochemical under the name of M5510EP. The density and the melting temperature of M5510EP were 0.955 

g/cm3 and 134o C respectively. Multi-walled carbon nanotubes (MWNT) were used as conductive fillers were 

supplied by Nanocyl with the trade name NC7000. The average diameter of MWNT was about 9.5 nm whereas the 

average length was about 1.5μm.  

 

Preparation of Nanocomposite Specimens 

In order to prepare HDPE (LMFI)/MWNT composites, at first a masterbatch containing 5 wt% MWNT was 

made by extrusion in a twin screw mini extruder (DSM Micro 15) using screw speed of 50 rpm at 210oC for 5 

minutes. After that, the prepared masterbatch was diluted by adding HDPE (LMFI) to make the concentrations 

required for the experiment. The blended mixtures were cut into pellets, placed into a mould and then hot pressed to 

get a definite form of samples having 23.90 mm × 3.80 mm × 1.63 mm dimensions. In this experiment, blended 

mixtures were hot pressed using temperature 200o C and pressure of 60 bars for 3 minutes after holding for 5 

minutes by employing Collin P 300 E hot press. Water cooling system of hot press was applied to cool down the hot 

pressed samples to room temperature. 

Measurements and Observations 

 

In order to investigate the electrical properties, silver paste was applied at the ends of each sample surface and 

the reason of doing so was to reduce the contact resistance between sample and electrodes. Keithleypicoammeter 

and multimeter was used to measure the resistance along the sample length. An applied voltage of 2V was employed 

in steps of 0.2V to conduct electrical tests at room temperature. The electrical resistivity of each sample was 

calculated by employing equation (1). 

 

Resistivity,  

   ).(
L

A
R cm  (1) 

Where,  

R = Electrical resistance along the sample length (Ω) 

A = Cross sectional Area of sample (cm2)  and 

L  = Distance between electrodes after clamping to the ends of the sample (cm) 

 

The volume resistivity of the samples was measured as a function of temperature by placing the samples in a 

heating chamber and then clamping the copper electrodes to their ends. In order to reduce the contact resistance 

between sample and the electrodes, silver paint was applied at ends of the samples before clamping them with 

electrodes. The technique followed to investigate the PTC characteristics was to employ applied voltage 2V while 

continuously measuring the current of heated specimen from room temperature to maximum 200oC. Whenever 

temperature reached the desired value, the voltage was switched off and the tested samples were allowed to cool to 

room temperature. The PTC intensity of the samples was calculated by the formula given in equation (2). 

 

PTC intensity,  

 



 ) ( logI
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  (2) 

Here, max  =Maximum resistivity (Ω.cm) 

         rt     =Resistivity at room temperature (Ω.cm) 

 

The scanning electron microscope (FEI Inspector-F, Netherlands) was used to study the morphology of the 

samples. The samples were carefully fractured at liquid nitrogen atmosphere and then the fractured surface was 

coated with a thin layer of gold in order to prevent charging before doing the imaging. 

 

RESULTS AND DISCUSSION  

Electrical Properties of HDPE (LMFI)/MWNT Composites 

HDPE (LMFI) with MWNT conductive filler loading level of 1.8, 1.9, 2, 3 and 5 wt. % were prepared to 

investigate the percolation behavior. Figure 1 represents the volume resistivity as a function of the MWNT content 

for HDPE (LMFI)/MWNT composites. The change in resistivity with increasing MWNT content indicated 

percolation behavior of composites. The reason of reduction in resistivity of HDPE (LMFI)/MWNT composites with 

increasing MWNT content is the increase in conductive paths within polymer matrix. The addition of more MWNT 

conductive fillers within polymer system reduces the average distance between nanotubes which facilitate to cause 

the direct contact between nanotubes or the electron tunneling and the consequence is the decrease in resistivity. 

Figure 1 shows a dramatic change in resistivity between polymer composites with 1.8 wt. % MWNT and 3 wt. % 

MWNT. Figure 1 also represents a minimum change in resistivity between composites with 3 wt. % MWNT and 5 

wt. % MWNT which indicates that high loading of MWNT conductive filler causes the polymer matrix to reach its 

saturation point and the consequence is the small change in resistivity with increasing filler concentration. 

 

 
FIGURE 1. Electrical volume resistivity of HDPE (LMFI) containing different weight percentages of MWNT 

 

Percolation scaling law:  𝜎 ∝ (𝑃 − 𝑃𝑐)𝑡   was implemented to analyze the conductivity of composite containing 

conductive fillers in an insulating polymer matrix where 𝜎 denotes the conductivity of the polymer composite, 𝑃 is 

the volume fraction, 𝑃𝑐is the percolation threshold and 𝑡 represents the conductivity exponent [2,3].  The result 

found from Fig. 2 and Fig. 3 exhibited the percolation threshold for HDPE (LMFI)/MWNT composites to be 

approximately 1.9 wt. % of MWNT content. The value of conductivity exponent 𝑡 was also found from the slope of 

the line of Fig. 3 which was 2.3. Two dimensional network form by the conductive fillers when the values of 𝑡 is 

within the range of 1-1.33 but for the three dimensional network the range of 𝑡 values change to 1.6-2 [3]. It is 

expected that the network formed by MWNT conductive fillers within HDPE (LMFI) is three dimensional as the 



obtained value of 𝑡 for HDPE (LMFI)/MWNT composite is close to the range of 𝑡 values for three dimensional 

networks.  The value of𝑡 was 4.47while investigation was carried out on HDPE/MWNT composites [2]. The 

variation in 𝑡 values was obtained for MWNT filled HDPE composite while different techniques were applied [3].     

 

 

 

 
FIGURE 2. Conductivity against different concentrations of MWNT for HDPE (LMFI)/MWNT polymer composites 

 
FIGURE 3. Plot of conductivity against (P-Pc) for HDPE (LMFI)/MWNT polymer composites 

 

 PTC Behaviour of HDPE (LMFI)/MWNT Composites 

HDPE (LMFI) filled with 2 wt. % MWNT was employed to investigate the positive temperature coefficient 

(PTC) effect of composite. In order to investigate the effect of temperature on resistivity of sample, HDPE (LMFI)/2 

wt. % MWNT composite was heated from room temperature to about 160oC. Resistivity versus temperature plot for 

composite containing 2 wt. % MWNT is presented in Fig. 4.  

 



 
FIGURE 4. PTC curve for HDPE (LMFI) containing 2 wt. % MWNT 

 

It was found from Fig. 4 that tested polymer composite exhibits both PTC and NTC effect. Basically expansion 

of polymer matrix occurs around the melting temperature of composite which is 134oC for this case. Such expansion 

disrupts the conductive network constructed by MWNT and the consequence is the increase in resistivity. This is the 

phenomena for the PTC effect of the composite. However, after the melting temperature, a rapid drop in resistivity 

of HDPE (LMFI)/2 wt. % MWNT composite was also observed due to reorganization of MWNT to form new 

conductive pathways. This phenomenon is known as negative temperature coefficient (NTC) effect. Moreover, the 

PTC intensity (𝐼𝑃𝑇𝐶) is calculated from the logarithm ratio of maximum resistivity (𝜌𝑚𝑎𝑥) and resistivity at room 

temperature (𝜌𝑟𝑡) as given in equation (2) and the calculated value of PTC intensity for HDPE (LMFI)/2 wt.% 

MWNT composite was 1.4. 

 

Morphology of HDPE (LMFI)/MWNT Composite 

 

The morphology of pristine MWNT is bundle-like or entangled. The SEM image of cross-section of composite 

containing 2.5 wt. % MWNT is shown in Fig. 5. It is observable that composite shows isolated MWNT (detectable 

as small bright contrasts) dispersed in HDPE (LMFI) matrix and a few agglomerations of MWNT as well. Basically 

the stronger interaction between MWNTs in comparison to interaction between HDPE and MWNT lead MWNTs to 

agglomerates. 

 

 
 

FIGURE 5. SEM image of HDPE (LMFI) filled with 2.5 wt. % MWNT, at 20000x magnification 

 



CONCLUSION 

HDPE (LMFI)/MWNT composites made by melt mixing method perfectly displayed percolated behaviour while 

the percolation threshold was about 1.9 wt. % of MWNT. PTC effect was displayed by HDPE (LMFI)/MWNT 

composites which occurred around the melting temperature (134oC) of composites because of expansion of polymer 

matrix. Basically this expansion of polymer matrix disrupted the conductive network formed by conductive fillers 

and consequently increased the resistivity. NTC effect was also observed for MWNT filled HDPE (LMFI) 

composites and the reason behind this was beyond the melting point, MWNT fillers reorganized them to form new 

conductive pathways within polymer matrix and the consequence was the sharp reduction of resistivity of HDPE 

(LMFI)/MWNT composites. 
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Abstract.P2O5 is added to SiO2 to reduce its softening temperature which occurs by the breaking of strong Si-O-Si 

bridging bonds. The aim of this work was to observe this structural change of SiO2 with the addition of P2O5, varying its 

amount and varying the sintering temperature and holding time at that temperature. In this work, SiO2 was doped with 5 

weight per cent and 10 weight per cent of P2O5 by mixing SiO2 powder with (NH4)2HPO4, heating the mix at 5000 C to 

remove NH3 and after pelletisation, the pellets were sintered at 11000 C for 2 hours and 12000 C for 8 hours. The sintered 

pellets were then characterized by Fourier Transform Infrared (FTIR) spectroscopy to determine the effect of P2O5 

addition on the structure of SiO2. FTIR spectra reveals that addition of P2O5 causes new peaks to emerge at about 500-

550 cm-1 and 794 cm-1 after sintering at 11000 C for 2 hours with a decrease in the per cent absorbance of Si-O-Si 

stretching, bending and rocking vibration modes. After sintering at 12000 C for 8 hours bands at 1020-1040 cm-1 for Si-

O-NBO (Non Bridging Oxygen) have appeared which reveals the breaking of Si-O-Si bridging bonds. This is the 

indication of the degradation of crystalline structure and formation of amorphous structure. 

Keywords:P2O5; SiO2; Sintering; FTIR Spectroscopy; Non bridging Oxygen; Amorphous Structure 

INTRODUCTION 

SiO2 has wide application in the microelectric devices as a gate and as field effect oxides in metal-oxide 

semiconductor field-effect-transistors (MOSFETs), as passivation layers because of its high electrical resistivity that 

can be as high as 1018 ohm-cm [1,2]. Also, the structure of SiO2 consists of interconnected SiO4tetrahedra that are 

connected by highly flexible Si-O-Si bridging bonds. This flexibility results in many possible crystalline structures 

of SiO2 to transform into amorphous structure which does not crystallize upon annealing at normal temperatures. 

This amorphous SiO2 gets sufficiently flowable at higher temperature which is a requirement for planarization in IC 

processing. This makes SiO2 suitable for integrated circuit application. But the temperature to achieve this 

flowability is about 1300-14000C for pure SiO2 which is too hot for other features on the wafer to tolerate [3]. 

Moreover, small positive ions like Na+ and K+ ions can migrate through the open structure of the amorphous SiO2 

under the influence of electric field which is detrimental to microelectronic devices [3,4]. That is why, dopants like 

phosphorus, boron or a combination of the two is added to SiO2. Phosphorus after doping into SiO2, getters these 

alkali ions [4,5] and makes SiO2 to soften and flow at 9500C to 11500C [3]. This phosphorous doped silicate glass is 

used as a premetal dielectric layer between polysilicon and metal in logic devices. Also, they have potential 
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applications in Raman fiber lasers and amplifiers [6], biomedical research, catalysis, drug delivery and imaging [7-

9]. 

Many processes for producing phosphosilicate glasses have been used like sol gel processing [7, 10], modified 

chemical vapor deposition [6] and plasma enhanced chemical vapor deposition [11]. Sol gel processing possesses a 

disadvantage of large volume changes during fluid removal, pyrolysis, and/or densification. Columnar grain growth 

and uneconomical deposition rates are some major disadvantages of vapor condensation methods [12]. In this 

present study we have used a facile route of powder processing which is more economical than the other processing 

routes and the most widely used processing techniques for the processing of ceramic powder. This powder 

processing technique includes the following steps - powder manufacture, powder preparation for consolidation, 

consolidation of powder to an engineering shape and sintering. In this work, we have added 5 weight percent and 10 

weight percent of P2O5 into high purity SiO2 powder by the powder processing technique. Due to the highly 

hygroscopic nature of P2O5, we have used Di-ammonium Hydrogen Phosphate, (NH4)2HPO4 powder as the source 

of P2O5 which dissociates into P2O5 according to the following reaction [13]:                                                                  

2(NH4)2HPO4 = P2O5 + 4NH3 + 3H2O                                                                                                                          

Our main aim is to observe the structural modifications of SiO2 by varying the amount of P2O5, the sintering 

temperature and the holding time at that temperature by using the Fourier Transform Infrared Spectroscopy (FTIR) 

technique and then obtain an optimum sintering temperature at low cost.   

 

EXPERIMENTAL PROCEDURES 

Powder preparation 

Powder mixing in ball mill 

HDPE(High density Poly Ethylene) container, ZrO2 balls, beaker and sieve all were first washed with detergent 

and then cleaned ultrasonically. Then Calculated amounts of diammoniumhydrogenphosphate, (NH4)2HPO4 and 

SiO2 were weighed to produce 10 gm sample of SiO2 doped with 5% P2O5 and SiO2 doped with 10% P2O5 each. 

These were then mixed inside the HDPE container by ball milling process using ZrO2 balls in the acetone for 24 hrs. 

Mixed powder was then collected in a beaker with acetone and dried in a drying oven at about 1000 C. Sample was 

then preserved in an air tight container. 

Heat treatment for the removal of ammonia 

Powders prepared from both of these processes were then put inside a furnace. These were then heated up to 

5000C at rate of about 40 C/min. At 5000 C temperature, these samples were then held for about 7 hours. Samples 

were then furnace cooled. 

Powder compaction to produce pellets: 

Heat treated powder was then mixed with 2.5% binder in an agate mortar to produce a powder mixture of 1 gram 

to produce a pellet of 1 gram weight for each of the compositions. The binder composition is 81% C, 13.5% H, 2.9% 

O, and 2.6% N. This 1 gram of binder mixed powder is then poured into the die cavity of the pressing machine. 

Compaction pressure is kept at 40KN and was held for about 1 minute. The compact was then ejected from the die 

using the lower punch. This process was repeated to produce required numbers of pellets.  

Sintering of the pellets 

Pellets sintered at about 11000 C and 12000C. The sintering cycle constitutes first heating the pellets to about 

5000 C at a heating rate of about 20 C per minute, holding there for about one hour to remove the binder content, 

then again heating at the rate of 50 C per minute to two sets of temperatures with different holding time. Holding 

time for sintering at 11000C was 2 hours and 12000C was 8 hours After that the samples were furnace cooled. 



Fourier Transform Infrared Spectroscopy (FTIR) 

Fourier Transform Infrared Spectroscopy of pure silica powder and SiO2 doped with 5% and 10% P2O5 and 

sintered at 11000 c for about two hours in the wave number range of 400 -1400 cm-1 and 12000 C for about eight 

hours in the wave number range of 400 -4000 cm-1, were performed in the Nicolet 380 FTIR machine. Potassium 

bromide (KBr) powder was used as a standard material to measure the background. 

 

RESULTS AND DISCUSSION 

 

 

FIGURE 1.FTIR spectra of pure SiO2 

 

Figure 1 shows the FTIR spectra of pure SiO2. In this figure, band located at 1082.2 cm-1, represents the Si-O-Si 

stretching vibration [14] in pure SiO2. Band located at 454 cm-1 [14], represents the Si-O-Si rocking vibration and 

band at 776.8 cm-1 represents the Si-O-Si bending vibration [14,15]. 

 

After addition of P2O5 and by sintering at 11000 C for two hours,some strong peaks were observed from figure 2 

and figure 3 other than those observed for pure SiO2. Some peaks of low intensity in the range of 500-550 cm-1 were 

observed for 5% P2O5 addition and for 10% P2O5 some strong peaks were also observed at 500.3 and 513.7 cm-1. 

These peaks between 500-600 cm-1represent the PO4
3- bending vibration [14].  

 

The strong peaks at 794.8 cm-1 for 5% P2O5 and 793.6 cm-1 for 10% P2O5 represent the P-O-P asymmetric 

stretching of the bridging oxygen atoms bonded to a phosphorus atom in a phosphate tetrahedron [16] 

 

The comparison of % Transmittances for the Si-O-Si stretching, Si–O–Si bending and Si-O-Si rocking vibrations 

of  pure silica, 5% P2O5 and 10% P2O5 added silica are tabulated and plotted in Table 1 and Fig 4 respectively. 

 

TABLE 1:Comparison of % transmittances for various vibrational modes 
 

Vibrational Mode Pure SiO2 SiO2-5%P2O5 SiO2-10%P2O5 

Si-O-Si stretching  28 34 36 

Si-O-Si bending 33 51 51 

Si-O-Si rocking 26 40 40 

 



 

FIGURE 2.FTIR spectra of SiO2-5% P2O5 after sintering at 11000 C for two hours 

 

 

FIGURE 3.FTIR spectra of SiO2-10% P2O5 after sintering at 11000 C for two hours 



 

FIGURE 4.Comparison of % Transmittance with addition of P2O5 for various Si-O-Si vibration modes 

 

This shows that % transmittance increases which means % absorbance decreases as P2O5 is added. Breaking of 

some bridging oxygen bonds due to P2O5addition may attribute to this increment. 

 

FTIR spectra of the SiO2-10% P2O5 after sintering at 12000 C for about 8 hours is shown in the figure 5. 

 

 

FIGURE 5.FTIR spectra of SiO2-10% P2O5 after sintering at 12000C for eight hours 

 

In this figure, a broaden peak ranging from 900 – 1300 cm-1 were observed with very low transmittance value. 

This is due to the formation of PO4
3- symmetric stretching, Si-O-NBO Stretching, PO4

3- asymmetric stretching 

vibration modes which causes the breakage of bridging oxygen bonds of Si-O-Si stretching to transform into non-

bridging oxygen. The presence of Si-O-NBO Stretching causes a great amount of distortion in the crystallinity pure 

silica and the formation of amorphous phase in the sintered product. The reference regions of these special interests 

in FTIR spectra are listed in Table 2 

 

 

 



TABLE 2: IR frequencies of some functional groups   

Vibration Mode Reference wavenumbers (cm-1)  

PO4
3-  symmetric stretching  900-970 [14,17]  

Si-O-Si stretch 1080 [14]  

Si-O-NBO stretching 1020 to 1040[14,18]  

PO4
3-  asymmetric stretching  1000-1100 [19]  

 

This broaden peak was not appeared at previous figures for different sintering programs. So previous heating 

schedules in this work was unable to make sufficient breakage of giant crystalline structure of pure silica as we got 

no peak in the range of 1020-1040cm-1 wavenumber showing the evidence of presence of Si-O-NBO stretching 

except for sintering at 12000C for 8hrs.  

CONCLUSIONS 

This work investigated the structure modification of SiO2 after addition of P2O5 in its network structure. Varying 

the amount of P2O5 addition, the sintering temperature and the holding time we got the alluring result of the first 

appearance of Si-O-NBO (Non Bridging Oxygen) for sintering at 12000 C temperature for 8hours from the FTIR 

spectroscopy. The appearance of this Si-O-NBO (Non Bridging Oxygen) band proves the crystal distortion of SiO2 

which leads to the formation of amorphous phase. This degradation in crystallinity increases the flowability of SiO2 

which is highly required in integrated circuit processing. 
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Abstract. The Cuprous oxides are being considered as p-type semiconductor materials for its photovoltaic properties and 

used in solar cell manufacturing. Electrodeposition process is the cheapest process to deposit cuprous oxide thin film on 

substrate materials. In the present study, an attempt has been taken to deposit p-type cuprous oxide on copper substrate at 

different electrodeposition parameters. A potentiostat with silver electrode (Ag/AgCl) as a reference electrode in a bath 

containing cupric sulfate solution, lactic acid and sodium hydroxide is used for electrodeposition. Voltage applied during 

deposition is from -0.40V to -0.55V. The concentration of cupric sulfate is varied from 0.20M to 0.40M and concentration 

of lactic acid is kept at 3M. During deposition pH of the bath is maintained at 11.9 to 13.0. The deposited films have been 

characterized by FE Scanning Electron Microscope (SEM) equipped with Energy Dispersive Spectroscopy (EDS), X-ray 

diffractometer (XRD) and UV spectroscopy. It is found that different color thin films are deposited at different processing 

conditions. From the visual investigation and characterization, it is observed that good cuprous oxide thin film is deposited 

when deposition voltage was -0.5V and bath pH was 12.5 at 65oC. The average film thickness is found to be in the range 

of 2.3 to 7.9 µm. The structure, grain size and preferred orientation of deposited cuprous oxide and their band gap for solar 

application have also been discussed. 

INTRODUCTION 

The world’s major energy sources are non-renewable, and are faced with ever increasing demand, thus are not 

expected to last long. These non-renewable sources are mainly of fossil fuels and contribute tremendously to the 

perennial problem of global warming. The eminent depletion and pollution problems of non-renewable energy sources 

make the international community focus attention on alternative sources of energy [1].  

There are many different renewable resources from which electricity can be generated. Prime examples include 

wind, tidal, geothermal, bio-fuels, hydroelectric, solar thermal and photovoltaic. All of these renewable resources 

(excluding geothermal) are driven by solar radiation as the fundamental energy input [2].  

The requirements of solar cells are high efficiency, low-cost and a short payback time. The current commercial 

market for solar cells is dominated by cells made of crystalline silicon, accounting for around 80% of the market share 

[3]. Making the production process cheaper or developing solar cells that require less material to make will reduce 

costs. One of the alternatives using less material is the thin film solar cell. The downside of this technology, however, 

is that most of the thin film solar cells are made of rare (and thus expensive) and/or toxic materials. Examples include 

rare tellurium or indium and the toxic cadmium or selenium [4].  

Cuprous oxide (Cu2O) is highly a desirable semiconductor oxide for use in solar energy conversion due to its direct 

band gab (Eg=1.9-2.2eV) and a high absorption coefficient. Cu2O has several advantages such as non-toxicity and low 

cost, and can be prepared with simple and cheap methods on large scale. Its outstanding excitonic properties including 

a large exciton binding energy (~140 meV) have been the target of much research efforts during the past decades [5]. 
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Electrodeposition is a versatile and low-cost technique for preparing thin films of oxide semiconductors on 

conductive substrates. Electrodeposition is a particularly attractive method because of its simplicity, scalability, 

economy, and used to synthesis various structures of semiconductor at low temperatures with good control over growth 

parameters [6]. Thus, the present study has been carried out to deposit and characterize p-type Cu2O thin film on 

copper (Cu) substrate.   

 

EXPERIMENTAL 

Preparation of Substrates (cathode) 

 Rectangular Cu sheets (about 1 mm thick) were used as the substrates and were polished using different grades of 

emery papers. The polished sheets were washed with water followed by rinsing in 10% nitric acid (HNO3) solution 

for the removal of foreign particles. After that, they were quickly transferred to the deposition bath to avoid 

contamination from contact with the environment. 

Electrolytic Solution Composition 

The electrolytic solution contained CuSO4.5H2O, lactic acid (C3H6O3) and sodium hydroxide (NaOH). The 

concentration of lactic acid  solution was always kept 3 M while concentrations of CuSO4.5H2O and NaOH were 

varied from 0.20 M to 0.40 M and 3.2 to 3.5 M respectively. 

Electrodeposition of Cuprous Oxide 

Electrodeposition of cuprous oxide was carried out using a three electrode system in potentiostatic mode. An 

Ag/AgCl electrode was used as the reference electrode. Copper plates were used as both working electrode and counter 

(auxiliary) electrode. The pH of the bath was kept in between 11.9-13.0 by adjusting the concentration of NaOH. 

Deposition potential and bath temperature were varied from -0.40 to -0.60 V and from 45-750C respectively. The 

deposition time was 40 minutes for all the parameters used. Effects of the variation of these parameters were observed 

on the properties of the deposited films.    

Characterization 

JEOL JSM-7600F, Field Emission Scanning Electron Microscope (FESEM) was used to characterize the surface  

morphology of the deposited films. Energy Dispersive Spectroscopy (EDS) mode of FESEM was used to determine  

weight percentage of elements present in the films. D8 Advance model XRD machine was used to reveal the phases  

present in the deposited films. CuKα radiation was used as the source of X-ray. Pharmaspec UV-Vis 

spectrophotometer was used to determine the absorbance of the deposited films at the wavelength range of both UV  

and visible part of the electromagnetic spectrum. From the UV-Vis absorbance spectra, absorption coefficient α was 

calculated. Using this value, (αhν)2vs. hν curve was plotted where hν is the photon energy. From this plot, band gap 

was measured. Thicknesses of the deposited films were measured using a Fischer, Durlscope mPoR machine.   

 

RESULTS AND DISCUSSION 

Scanning Electron Microscopy (SEM) 

Scanning electron microscopy was used to examine the surface morphology and grain size of the deposited films. 

Effect of voltage on grain size of the deposited films is shown in Fig 1. From this figure it is seen that as the voltage 

increases grain size decreases. The reason for smaller grains with higher voltage may be attributed to increase in 

deposition rate since the change in voltage to a higher value increases the steady state current [5]. For randomly 

generated charge carriers, the average diffusion time from bulk to surface in inversely proportional to the grain 



diameter. If the grain radius is reduced from micrometer dimensions to nanometer dimensions, the opportunities for 

recombination can be dramatically reduced [6].   

 

 

                                              

 

 

 

 

 

 

                                   
FIGURE 1. SEM images for films deposited at (a) -40V; (b) -0.55V. 

 

Energy Dispersive Spectroscopy (EDS) 

EDS analysis was performed to make sure primarily whether Cu2O was present in the films. For the films deposited 

at -0.55V, 0.2M CuSO4.5H2O, 650C; at -0.4V, 0.3M CuSO4.5H2O, 600C and at -0.5V, 0.2M CuSO4.5H2O, 450C, 

mass% of O present are 10.46, 10.02 and 11.03, respectively. In stoichiometric Cu2O, the ratio of number of copper 

(Cu) atoms to that of oxygen (O) atoms is 2:1 i.e. the mass percentages of oxygen and copper are 11.18 and 82.82 

respectively. However, in crystalline Cu2O this ratio is not maintained generally due to O vacancies [7]. From these 

results, it is seen that mass% of oxygen is close to the stoichiometric value of mass% of O in Cu2O. The slight deviation 

from the stoichiometric value of 11.18% is due to presence of oxygen vacancies. In Fig 2, a typical result for EDS 

analysis is shown.  
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FIGURE 2. EDS analysis for film deposited at-0.40V, 0.3M CuSO4.5H2O and 650C. 

 

XRD Study-Peak Indexing 

For the film deposited at -0.55V and 0.2M CuSO4.5H2O (Fig 3), the XRD spectra show three peaks. According to 

JCPDS card no. 5-667 the first peak indicates the presence of cuprous oxide grown with (111) orientation and JCPDS 

card no. 4-836 specifies the next two peaks  to be of copper with orientation along (111) and (200) planes. Comparing 

the relative intensities we find that relative amount of cuprous oxide shown in the spectra is small compared to that of 

copper. The reason for obtaining very small cuprous oxide peaks may be due to the fact that the deposited films are 

very thin which has caused the X-ray beams to penetrate through the film to the substrate; hence, the larger copper 

peaks are those of the copper of the substrate. 

 



 

 

 

 

 

 

 

 

 
FIGURE 3. XRD spectra for film deposited at -0.55V and 0.2M CuSO4.5H2O. 

 

UV-Vis Spectrometry 

To measure the optical absorption profile of the deposited films UV-Vis spectrometry was used. Effects of 

deposition voltage and temperature on absorption peaks of the deposited film were studied. The variation in 

absorbance due to change in voltage is shown in Fig 4a and 4b. It is observed that when the voltage changes from a 

higher value to a lower one, the absorption intensity increases. This intensity increase might be attributed to the 

decrease in grain size with increasing potential which leads to faster electron transfers between orbitals. In Fig 5a and 

5b, the variation in absorbance with change in temperature is shown. It is evident that increase in temperature increases 

the absorption intensity. This phenomenon might be due to the increase in film thickness with increasing 

temperature because higher temperature increase the limiting current density of concentration polarization which in  

turn increases the deposition rate and hence, the film thickness. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
FIGURE 4. Absorbance spectra for films deposited at different voltages (a) -0.55V; (b) -0.50V. 

       

 

 

 

 

 

 

 

 

 

 

 

 

 

 
FIGURE 5. Absorbance spectra for films deposited at different temperatures (a) 45oC; (b) 75oC. 



Band Gap of Deposited Film 

From the UV-Vis spectra previously shown, optical band gap of the deposited films were calculated. In this work, 

XRD analysis shows presence of cuprous oxide for films deposited at -0.55V, 0.2M CuSO4.5H2O. Hence, band gap 

was measured for films deposited at these parameters. From Fig. 6, band gap is measured to be 1.40 eV for the 

aforementioned parameters. The band gap of Cu2O is in the range of 1.9-2.2 eV [5]. In this work, there is however, a 

deviation from this ideal value. The reason for this might be due to the penetration of the UV-Vis radiation through 

the Cu2O film to the Cu substrate which caused the band gaps of Cu2O and Cu to overlap.  

                                          

 

 

 

 

 

 

 

 

 

 

 

 
FIGURE 6. Band gap measurement for film deposited at -0.55V and 0.2M CuSO4. 

 

CONCLUSIONS 

The major findings from this work are summarized as follows:  

 From SEM images it was revealed that shifting the deposition voltage to a higher value decreased the grain 

size which is better for solar applications.  

 From EDS analysis and XRD analysis evidence of Cu2O was found in the deposited films.  

 Analyzing the UV-Vis spectra, it was found that at a lower voltage absorbance increased compared to that at 

a higher voltage. The shift in bath temperature to a higher value increased the absorbance of the film.  

 Band gap closest to the ideal value of Cu2O was measured to be 1.4 eV. 
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Abstract. High production machining, grinding and drilling inherently generates large amount of heat leads to high cutting 

zone temperature for its higher cutting velocity, feed and depth of cut. Such high cutting temperature if not reduced impairs 

surface integrity of the product and reduce dimensional accuracy as well as tool life. Application of cutting fluids changes 

the performance of machining operations because of their lubrication, cooling, and chip flushing functions. However, the 

conventional cutting fluids are not that effective in such high production drilling. Low boiling temperature causes 

vaporization of cutting fluid and prevents it to enter into cutting interface making a barrier to flow. In addition, flowing 

chips through drill flute prevent the fluid to enter into the cutting zone. Further, they also deteriorate the working 

environment and lead to general environmental pollution. Presence of cutting fluids have a viable alternative role for 

drilling with respect to heat dissipation, roundness deviation and taper of the hole, chip formation mode and tool wear. This 

paper compares the mechanical performance of different cutting fluids to completely dry lubrication for the drilling of AISI 

1040 steel based on experimental measurement of roundness deviation and taper of the hole, chip formation mode and tool 

wear. Results indicated that the use of cutting fluids lead to lower roundness deviation and taper of the hole, favorable chip-

tool interaction and reduced tool wear. 

Keywords: Drilling, AISI 1040 steel, roundness deviation, taper, chip, tool wear 

INTRODUCTION 

In the present days, production industries are concerned with high productivity and superior quality. As in macro 

scale-machining world, drilling is the most-if not the most-frequently performed operation. In the metal cutting 

operation, temperature is the apprehensive element. Temperature can be reduced in different ways like flood cooling, 

near dry cooling or micro lubrication, MQL cooling, cryogenic cooling and high-pressure jet cooling. MQL is same 

in fashion of dry. Flood cooling reduces temperature to some extent by bulk cooling but is not very much effective 

because it cools only the top surface of the job and the tool due to its overhead application [1]. Nowadays Minimum 

Quantity Lubrication is minimum lubricants that used together with the compressed air. This new technique is really 

environmental friendly because the usage of the coolant is in the small quantity [2-3]. 

Although modern metal cutting methods have improved in the manufacturing industry, like electron beam 

machining, ultrasonic machining, electrolytic machining, and abrasive jet machining, conventional drilling is still the 

most common machining processes [4]. The use of cutting fluid allows minimizing or eliminating the burr formation 

but deteriorates the surface roughness [5].The value of surface roughness is mostly influenced by spindle speed & 

feed rate. Dimensional accuracy will decrease if drill diameter, feed rate, spindle speed increases [6].  

The main objectives of the present work are to make an experimental investigation on the role of cutting fluids 

(conventional cutting fluid, straight cutting oil and vegetable oil) on roundness and taperness in drilling AISI-1040 

steel using HSS drill bit and overall benefits in respect of (i) Chip formation mechanism, (ii) Roundness deviation of 
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the hole, (iii) Taperness of the hole and (iv) Tool wear. This paper will also find the good surface finish in drilling 

hole and the optimum condition of cutting temperature and overall benefits in respect of chip formation mechanism, 

roundness and taperness of the hole and tool wear that will be a guide to other people when they want to drill hole.  

 

EXPERIMENTAL INVESTIGATION 

A drilling machine is called a drill press is used to cut holes into or through metal, wood or other materials. Drilling 

is the operation of producing circular hole in the work piece by using a rotating cutter called drill. The most common 

drill used is the twist drill. Drilling machines use a drilling tool that has cutting edges at its point. The cutting tool is 

hold in the drill press by a chuck and is rotated and feed into the work at variable speed.  

 

Table-1  Experimental Conditions 

Machine tool : Z3032 X 10/1, Radial Drill Machine, China (Power 2.2 KW) 

Work material : AISI-1040 steel  

Cutting tool : High Speed Steel(HSS) (Φ=8 mm) 

Cutting oil : VG-68 straight cutting oil, Vegetable oil (olive oil)  

Process parameters   

 Cutting velocity, Vc : 40 m/min 

 In feed, So : 0.16 mm/rev 

 Depth of cut, t  : 31 mm 

Environment : i) Dry  

ii) Flood coolant 

iii) VG-68 straight cut 

iv) Vegetable oil (Olive oil) 

 

For dry condition, clamping the work piece with the vice and started to drill without using any kind of cutting 

fluid. Before starting drilling, the job was aligned as perfectly as possible. Though there was a small error about 

±0.004mm. In Fig.1 (a) shows the photographic view of making hole (in dry condition). For flood coolant condition, 

the built in coolant system of the drill machine is using. Using this condition it is possible for reduction of heat and to 

get better result from dry condition. Fig.1 (b) shows the photographic view of making hole in wet condition (Flood 

Coolant).  For the third time, using straight cut cutting oil VG-68 as coolant. VG-68 is high quality anti-wear hydraulic 

oil developed for the use in a wide variety of industrial application. It provides highest anti-wear performance, long 

service life due to high oxidation stability, hydrolytic stability and filterability characteristics which shows in Fig.1(c). 

Finally, using vegetable oil (olive oil) as coolant is again followed the same procedure as VG-68. It provides the best 

lubrication and the poorest cooling characteristics. Similarly Fig.1 (d) shows the photographic view of making in wet 

condition (Olive oil). 

 

    
(a) Dry Condition (b) Flood Coolant (c) VG 68 Straight Cut Cutting Oil (d) Olive Oil 

FIGURE 1. Photographic view of making hole under different environment 

 



The cooling capacity of the cutting oil (Flood coolant, VG 68 straight cut cutting oil, Olive oil) at different pressure 

and flow rate used in this experiment is important. After heating, the work pieces were submitted to cooling condition 

similar to the experiments. The temperature was measured by a K-type (cromel-alumel) thermocouple for about 7 

minutes. By heating the work piece for four times up to 400ºC. Each time measured temperature reduction by air, 

flood coolant, VG-68 and Olive oil respectively. In Fig.3 shows the temperature curve against time.  For air cooling, 

it reduces the temperature up to 249 ºC in about 7 minutes. Whereas with VG-68, it reduces the temperature up to 51 

ºC with flood coolant up to 59 ºC respectively. But with olive oil, it reduces the temperature up to 99 ºC which was 

better than air cooling but not as good as VG-68 or Flood coolant. In Fig.2 shows the photographic view of the heating 

process. In Fig.3 shows the cooling capacity of air and other cutting fluids used in the experiment.  

 

  

FIGURE 2. Photographic view of heating procedure  FIGURE 3. Cooling capacity of air and different cutting fluids  

EXPERIMENTAL RESULTS AND DISCUSSIONS 

Number of hole in drilling operation is a major concern. During drilling huge amount of heat is produced due to 

shearing of metal, friction between chips and flute and rubbing the flank with newly cleaved surface. During the 

experiment in dry condition, drill bit becomes burnt blue in color and after completing 18 holes on AISI-1040 steel, 

the drill bit was broken and melt with the hole. While drilling 19th hole, catastrophic (sudden and total failure of a 

system from which recovery is impossible) failure occurs and the drill bit was broken and melt with the whole due to 

high temperature and high rubbing with the wall, which makes the hole incomplete shows in Fig.4(a). On the other 

hand in flood coolant condition drill bit remains its original color and without any burning 18 holes are drilled on 

AISI-1040 with metallic blue color chips shows in Fig.4 (b). In VG-68 straight cut condition, the drill bit remains its 

original color after completing 18 holes and deviation was lesser than the previous two shows in Fig.4 (c). In terms of 

vegetable oil, the diameter of the hole was in the acceptable limit. But in this condition just drilled 12 complete holes. 

At 13thhole, drill bit was melted due to high temperature as shown in Fig.4 (d). In compare to other cooling method, 

vegetable oil does not provide better cooling action. 

 

    
(a) Dry Condition (b) Flood Coolant (c) VG-68 Straight Cut Oil (d) Vegetable Oil 

FIGURE 4. Photographic view of number of hole under different conditions 

 

Chip formation during drilling operation is greatly influenced by the cutting parameters such as cutting speed, feed 

rate, and drill geometry. Under dry condition, the shape of the chip produced were spiral, serrated and continuous with 

burnt blue color when drilling AISI-1040 steel shows in Fig.5 (a). In flood coolant condition, the shape of the chips 

produced under flood coolant become spiral and continuous with color of metallic and light blue to burnt blue. 

Continuous chips with complete metallic color was found shows in Fig.5(b) while drilling with VG-68 straight cut oil 

shows in Fig.5(c) which resembles much reduction in temperature. But because of poor cooling characteristics of olive 

oil, continuous chips with metallic, brown and even brunt color chips were found shows in Fig. 5(d). So, chips 

produced in different wet conditions is smooth due to proper cooling and lubrication in drilling AISI-1040 steel which 

creates a lubricant film that protects the tool face from rubbing with the work material and pretend sharp edge of the 



drill bit.  On the other hand saw toothed chips are produced in dry condition due absence of lubrication and serration 

of chips.  

 
 

    
(a) Dry Condition (b) Flood Coolant (c) VG-68 Straight Cut Oil (d) Vegetable Oil 

FIGURE 5. Photographic view of chips under different conditions 

 

In other words, these parameters presented no tendency as feed length increased. Standard deviation of the average 

diameter obtained under different wet conditions is lower than that obtained using dry condition, which means that 

the different wet conditions presented a better quality with presence of adequate cooling and lubrication at the chip-

tool interface. The roundness of the holes close to the entrance of AISI-1040 did not change very much from the 

beginning to the end of the holes under different wet conditions in compare to dry condition this result can be attributed 

to the lower cutting force and the shorter diameters. In dry condition due to excessive heating, scarcity of coolant and 

lubricant, rubbing the tool face with work material and commencement of tool wear, the deviation is very large as 

shown in Fig.6 and Fig.7. 

 

  

FIGURE. 6 Roundness deviation close to entrance of the hole under different conditions 

 

  

FIGURE. 7 Roundness deviation close to end of the hole under different conditions 

 

Bottom surface roundness deviation has influential role to make taper value. Taper value was appeared in both dry 

and different wet conditions for AISI-1040 steel. But bad results found for holes made under dry condition are due 



lack of lubrication action. Variation of diameter deviation with number of the holes under different conditions shows 

in Fig.8. 

Tool wear causes poor quality of holes surface, irregularity of roundness and unacceptable diameter deviation. 

Drilling under dry condition tool wear is evident for the AISI-1040 steel shows in Fig. 9(a) but no significant wear is 

found under wet conditions shows in Fig.9 (b), Fig. 9(c) and Fig. 9(d). Different wet condition reduces cutting 

temperature and provide lubrication entering into chip-tool interface making a lubrication film at high pressure, thus 

reduces tool wear as a result tool life is increased. 

 

 

  

FIGURE. 8 Variation of diameter deviation with number of the holes under different conditions 

 

    
(a) Dry Condition (b) Flood Coolant (c) VG-68 Straight Cut Oil (d) Vegetable Oil 

FIGURE. 9 Photographic view of tool wear under different conditions 

CONCLUSIONS 

Based on the experimental results the following conclusions can be drawn: 

 Cooling capacity of VG-68 has the better effect among the entire environment used in this investigation. 

 The quality of the holes obtained using flood coolant, VG-68 and vegetable oil are much better than that 

obtained in dry cutting. Roundness deviation was very small both at the entrance and end of the holes 

under Flood coolant, VG-68 and vegetable oil conditions in compare to dry condition, because of high 

cooling capacity of lubricant. 

 Taper values were also smaller under wet condition in compare to dry condition for the AISI-1040 steel 

because of high lubrication capability of the cutting oil. 

 In wet condition the chips were long in shape and continuous, so it was not stocked in the holes. This 

indicates that lubrication effects under wet condition in compare to dry condition is much better, because 

the cutting fluid effectively works here in lubrication and cooling. On the other hand in dry condition the 

chips were short in size and not continuous, so it stocked in the holes. 

 The beneficial effects of wet condition may be attributed to effective and efficient lubrication action, 

which prevents the chip sticking on the tool and makes the operation easier. To carry out the operation 

with dry cutting is very much difficult, because the chip sticks to the spiral channels of the drill.  

 Cutting fluid improves tool wear and results smaller diameter deviation and taper deviation. 
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Abstract. Hard turning is gradually replacing the time consuming conventional turning process, which is typically 

followed by grinding, by producing surface quality compatible to grinding. The hard turned surface roughness depends 

on the cutting parameters, machining environments and tool insert configurations. In this article the variation of the 

surface roughness of the produced surfaces with the changes in tool insert configuration, use of coolant and different 

cutting parameters (cutting speed, feed rate) has been investigated. This investigation was performed in machining AISI 

1060 steel, hardened to 56 HRC by heat treatment, using coated carbide inserts under two different machining 

environments. The depth of cut, fluid pressure and material hardness were kept constant. The Design of Experiment 

(DOE) was performed to determine the number and combination sets of different cutting parameters. A full factorial 

analysis has been performed to examine the effect of main factors as well as interaction effect of factors on surface 

roughness. A statistical analysis of variance (ANOVA) was employed to determine the combined effect of cutting 

parameters, environment and tool configuration. The result of this analysis reveals that environment has the most 

significant impact on surface roughness followed by feed rate and tool configuration respectively. 

Keywords: Hard turning, Surface roughness, Design of experiment, Analysis of variance, High pressure coolant

 INTRODUCTION 

The hard turning process is used by the manufacturer, around the world, to produce a part that requires close 

dimensional accuracy, instead of producing by conventional turning process which is followed by low material 

removal rated grinding process. The hard turning process is accomplished by turning a hardened part that is already 

heat treated to the desired hardness. But turning of high hardness material (38-65 HRC) requires even higher 

hardness (45-70 HRC) of a cutting tool. In recent years, development of new cutting tools has facilitated the turning 

of high hardness work materials. Carbide tools have found its way in metal cutting industry, especially in turning 

highly hardened steels. Coating on the carbide tools are employed to increase the lubrication, to reduce the friction 

and temperature, and consequently, improve the surface finish. Coated tools, when used to turn hard materials to 

fabricate complex parts and shapes, reduce the manufacturing cost by up to 30 times [1]. 
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Surface roughness is found to be significantly affected by feed rate [2, 3], followed by cutting speed and depth of 

cut, and the prediction of surface roughness was more accurately done by random forest regression compared to 

multiple regression [2]. The similar result was also found by Pal et al. [4] with an extended remark that the increase 

of workpiece hardness decreases Ra. Hessainia et al. [5] claimed 67.32% influence is of feed while only 22.02% is 

of cutting speed and no significant effect of tool vibration and depth of cut on surface finish. Feed rate and 

workpiece hardness are two important statistically influential factors due to their main effect as well as interaction 

effect on surface roughness, concluded by Aouici et al. [6]. They said to have minimal roughness at lower feed and 

higher cutting speed.  Whereas, ANOVA showed the depth of cut has the highest impact on Ra, followed by feed 

and cutting speed while machining AISI 52100 by CBN tool [7]. Another ANOVA used research showed that 

cutting edge geometry has a significant role on surface roughness, especially honed edge geometry and lower 

workpiece hardness results in better surface [8]. It was also concluded while using RSM technique that the linear 

model is better, in predicting Ra in machining HSLA steel using coated carbide tools, as the prediction accuracy is 

higher [3]. Use of RSM by Bouacha et al. [9] claimed that Ra is highly, negatively and negligibly affected by the 

feed rate, cutting speed and depth of cut respectively. Feed rate is the most powerful among all the cutting 

parameters in determining the effect on surface roughness [10, 11]. In addition to cutting parameters, the machining 

environment also plays a significant role in surface integrity due to its cooling and lubrication effect. High pressure 

coolant application is a viable technique to achieve better surface finish [12]. 

It can be seen from the literature review that none of the studies has attempted to explore the effect of coolant 

application on the surface roughness. Very few studies focused on the effect of tool configuration on surface 

roughness. The objective of this study is to obtain the effect of cutting speed, feed rate, tool insert configuration and 

high pressure coolant on surface roughness in hard turning of AISI 1060 steel hardened to HRC 56 using full 

factorial analysis. The design of experiment (DOE) is adopted to create the number of machining runs and 

corresponding machining conditions. Furthermore, a statistical analysis (ANOVA) is performed to determine which 

parameters are statistically significant and which interaction effect is the most prominent on surface roughness. 

 

 MATERIAL AND METHOD 

In this study, a workpiece made of AISI 1060 grade steel was heat treated to get the desired hardness of HRC 

56±2. The dimension of the workpiece, which was a hollow cylindrical bar, was length 200 mm with external and 

internal diameters of 120 mm and 45 mm respectively. As thermal treatment, an electric furnace of high heating 

element was used to raise the temperature to 900°C in three hours and then the material was soaked at that 

temperature for one and half hour in the heating chamber. A quench tank, containing bluta oil (Grade-27), of 

capacity 600 litres was used for quenching the work material. Tempering was done, to reduce the excess hardness 

and brittleness, by heating the workpiece to 3000C then cooling it in still air for two hours.  

To measure the hardness value, a Rockwell hardness tester was employed and sixteen readings were taken along 

the radius then plotted to ensure the hardness within HRC 56±2. To skin out the outer surface, a rough cut of 2.0 mm 

was performed to prepare the workpiece for actual machining tests. The experiments were conducted under dry and 

high pressure coolant conditions. The cutting tool inserts, SNMM 120804 (Widia) and SNMG 120408 (Widia), used 

for the experimental test, were held by tool holder PSBNR 2525 M12 (ISO specification). The conditions under 

which the machining tests have been carried out are briefly given in Table-1. 

 

TABLE 1 Experimental condition. 

Machine tool : Lathe (China), 7.5 kW 

Work materials : AISI 1060 (56 HRC) 

Cutting tool : SNMM 120408, Widia; SNMG 120408, Widia 

 Coating : TiCN, WC, Co 

Tool holder : PSBNR 2525 M12, Widia 

High pressure coolant  : 80 bar, Coolant: 6.0 L/min through external nozzle 

 Coolant type : VG-68 (ISO grade) 

Environment : Dry and HPC condition 

 

The surface roughness, after machining by SNMM and SNMG inserts at different Vc-So combinations under 

both dry and HPC conditions, was measured by a Talysurf (Surtronic 3+). The selection of independent factors and 



allocation of levels are shown in Table-2. Two quantitative factors (Vc, So) are attributed into three levels (low-

mean-high) while two qualitative factors (T, E) are taken as two levels (low-high) to see their effects. 

The design of experiment is a systematic technique to matrix the possible combinations among the machining 

conditions so that the corresponding responses can be collected in an organized manner. The analysis is based on 

two 3-levels and two 2-levels factors, a total of 36 sets of machining conditions and responses as shown in Table-3. 

 

TABLE 2 Attribution of the levels to the factors. 

Symbol Factors Level 1 Level 2 Level 3 

Vc Cutting speed 58 81 115 

So Feed rate 0.10 0.12 0.14 

T Tool configuration SNMM SNMG - 

E Environment Dry HPC - 

 

TABLE 3 Machining conditions and response. 

Exp. No. Vc So T E Ra Exp. No. Vc So T E Ra 

1 58 0.1 SNMM DRY 1.28 19 81 0.12 SNMG DRY 1.33 

2 58 0.1 SNMM HPC 1.34 20 81 0.12 SNMG HPC 0.74 

3 58 0.1 SNMG DRY 0.96 21 81 0.14 SNMM DRY 1.52 

4 58 0.1 SNMG HPC 0.90 22 81 0.14 SNMM HPC 1.42 

5 58 0.12 SNMM DRY 1.38 23 81 0.14 SNMG DRY 1.64 

6 58 0.12 SNMM HPC 1.28 24 81 0.14 SNMG HPC 1.16 

7 58 0.12 SNMG DRY 1.32 25 115 0.1 SNMM DRY 1.28 

8 58 0.12 SNMG HPC 0.94 26 115 0.1 SNMM HPC 0.96 

9 58 0.14 SNMM DRY 1.52 27 115 0.1 SNMG DRY 1.30 

10 58 0.14 SNMM HPC 1.60 28 115 0.1 SNMG HPC 0.74 

11 58 0.14 SNMG DRY 1.60 29 115 0.12 SNMM DRY 1.18 

12 58 0.14 SNMG HPC 1.20 30 115 0.12 SNMM HPC 0.72 

13 81 0.1 SNMM DRY 1.02 31 115 0.12 SNMG DRY 1.46 

14 81 0.1 SNMM HPC 1.34 32 115 0.12 SNMG HPC 0.80 

15 81 0.1 SNMG DRY 1.12 33 115 0.14 SNMM DRY 1.62 

16 81 0.1 SNMG HPC 0.68 34 115 0.14 SNMM HPC 1.00 

17 81 0.12 SNMM DRY 1.34 35 115 0.14 SNMG DRY 1.88 

18 81 0.12 SNMM HPC 1.50 36 115 0.14 SNMG HPC 0.86 

 

 RESULTS AND DISCUSSIONS 

 Analysis of variance (ANOVA) 

An analysis of variance was conducted to identify the statistically significant trends in the measured response 

data. The results of ANOVA for the surface roughness are shown in Table-4. The analysis was carried out for a 

confidence level of 95% (significance level, α = 0.05). The Table-4, scrutinizing F- and P- value, shows that the 

main effect of environment, feed rate, and tool configuration is of highest statistical significance, whereas, 

interaction between cutting speed-environment and tool configuration-machining environment are the two 

statistically significant effects. 

Machining environment has F-value = 71.02, P-value = 0.0 and C = 26.490%, and all these three statistical 

indicators establish the environment as the most significant factor. It is justified by the application of high pressure 

coolant on the chip-tool contact point, which reduces the cutting temperature and friction between the chip-tool and 

tool-workpiece, and also provides sufficient lubrication for the movement of tool over the workpiece surface that 

creates better surface roughness than dry machining. Feed rate has F-value = 31.06, P-value = 0.0 and C = 23.169%, 

and all these three values clearly establish the position of feed rate as the second most statistically significant factor. 

A similar result is also derived from theoretical analysis, as the theoretical surface roughness is proportional to the 

square of the feed rate if the nose radius is considered fixed, associated with experimental results of Ra. Tool insert 

configuration is statistically the third most important factor among the four main effects, leaving cutting speed as the 

statistically least significant factor. 



 

TABLE 4 Analysis of variance for surface roughness.  

Source DF Seq. SS     Adj. SS     Adj. MS    F P C (%) 

Vc 2 0.09974 0.09974 0.04987 4.11 0.036 3.066 

So 2 0.75377 0.75377 0.37689 31.06 0.000 23.169 

T 1 0.19803 0.19803 0.19803 16.32 0.001 6.087 

E 1 0.86180 0.86180 0.86180 71.02 0.000 26.490 

Vc×So 4 0.04921 0.04921 0.01230 1.01 0.430 1.513 

Vc×T 2 0.17112 0.17112 0.08556 7.05 0.006 5.259 

Vc×E 2 0.40207 0.40207 0.20104 16.57 0.000 12.359 

So×T 2 0.05882 0.05882 0.02941 2.42 0.120 1.808 

So×E 2 0.10257 0.10257 0.05129 4.23 0.034 3.153 

T×E 1 0.36200 0.36200 0.36200 29.83 0.000 11.127 

Error 16 0.19417 0.19417 0.01214   5.968 

Total 35 3.25330     100 
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FIGURE 1. Main effects plot for surface roughness, Ra (µm). 

 

As interaction effects investigation, the interaction between tool configuration and machining environment was 

found with F-value = 29.83, P-value = 0.0 and C = 11.127%. On the other hand, the interaction effect between 

cutting speed and machining environment has F-value = 16.57, P-value = 0.0 and C = 12.359%. Another statistically 

significant interaction is found between cutting speed and tool configuration with F-value = 7.05, P-value = 0.006 

and C = 5.259. As the percentage contribution of error C = 5.968% it reflects that neither any important factor is 

neglected from the calculation nor any high measurement error was taken into account. 

Therefore, the ANOVA shows, the most significant main effect comes from the environment, feed rate, tool 

configuration respectively while the most important interaction effects come from environment-tool configuration 

and cutting speed-environment respectively. 

Main effect on surface roughness 

The main effect of four factors i.e. cutting speed, feed rate, tool configuration and environment on the surface 

roughness is plotted in Fig. 1. In Fig. 1, the horizontal line reflects the mean value of the responses. The plot shows 

that with the increase in cutting speed mean roughness value decreases. At cutting speed 115 m/min, minimal 

roughness is produced and at cutting speed 58 m/min, maximum roughness is produced. On the other hand, little 

increase in feed rate causes a greater increase in roughness. As a result, the highest roughness is produced at 0.14 

mm/rev feed and surprisingly, the lowest roughness is produced at lowest feed rate i.e. 0.10 mm/rev. At the same 



time, use of SNMG insert produces lower roughness value than that would be produced by SNMM insert. And, 

finally application of high pressure coolant ensures a drastic reduction in surface roughness over dry machining.  

 Residual analysis 

The normal probability plot of the residuals, residual histogram, residuals versus fits and residuals versus order 

are plotted in Fig. 2. From Fig. 2(a) it is evident that most of the points lie reasonably close to the straight line which 

represents that errors are normally and independently distributed. The normality assumptions are considered valid 

for this curve. The residual histogram of Fig. 2(b) shows even distribution of the residuals, with no sign of skewness. 

The maximum frequency is expanded over (-0.05 to +0.05) leaving the rest frequency over both the tails. A clear 

random plot of the residuals over the fitted values is shown in the Fig. 2(c). There is no sign of any 

increasing/decreasing pattern to nullify the assumption of constant variance. Fig. 2(d) illustrates the residuals plot 

over observation order, and as it is seen that there is sudden ups and downs, indicating the residuals are uncorrelated 

to each other. 
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a. Normal plot of residuals for Ra. b. Residual histogram for Ra. 
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c. Residuals vs fits for Ra. d. Residuals vs order for Ra. 

FIGURE 2. Residual analysis.  

 3-D response surface plot 

The three-dimensional surface roughness plot is shown in Fig. 3(a). The increase in feed rate and decrease in 

cutting speed increase surface roughness. A clear indication of interaction effect is discernible by the wrinkle along 

the mid-area of the curve. The contour plot of Ra versus Vc and So is an important tool to optimize the cutting 

parameters for desired surface roughness, as shown in Fig. 3(b). The curve, created by the contrast of two colours, 

indicates the boundary region of the optimal cutting condition values. It also indicates the trade-off of the cutting 

speed and feed rate for optimal roughness values. For example, although high feed rate produces higher roughness 

but, low roughness (1.0 ~ 1.2 µm) can be produced if the cutting speed is kept higher along with higher feed rate. At 

highest feed rate, the worst possible roughness begins to occur with cutting speed as low as ~92 m/min.  



 

 
(a)  3D surface plot of surface roughness 
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(b) Contour plot of surface roughness. 

FIGURE 3. 3D response surface plot of roughness versus cutting speed and feed rate. 

 CONCLUSIONS 

The full factorial analysis was used to determine the effects of cutting tool, machining environment, cutting 

speed and feed rate in hard turning of AISI 1060 steel. The experimental results were analyzed by ANOVA. The 

followings are the findings drawn from the experiment and the subsequent analysis: 

 The performed design of experiment involved the quantitative and qualitative factors and their effects on 

surface roughness. The ANOVA analysis supported the findings of full factorial analysis with sufficient 

statistical significance.  

 The full factorial analysis shows that the environment is the most significant factor followed by feed rate 

and tool configuration. The high pressure coolant application reduces surface roughness with sufficient 

statistical significance. 

 Trade-off between cutting speed and feed rate provides better surface finish i.e. lower feed and higher 

cutting speed tend to reduce surface roughness. 
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Abstract. Current research focuses the optimization of biodiesel production from non-edible pithraj oil (Aphanamixis 

Polystachya) using response surface methodology (RSM). Pithraj oil was extracted from the seed by mechanical press 

method and maximum oil content was found as 33.3%. FFA content of the oil was found as 13.8% that restricts the widely 

used base catalyzed transesterification method for biodiesel production. To make the oil suitable for base catalyzed 

transesterification; pretreatment of crude oil was carried out to reduce the FFA content by acid catalyzed esterification. 

Acid catalyzed esterification was conducted at 65°C with a catalyst (sulfuric acid) concentration of 15 wt% of FFA. 

Optimum FFA to methanol molar ratio was found as 1:30. After esterification the FFA content of the oil reduces to 1.8% 

and then base catalyzed transesterification was applied to produce biodiesel. Various reaction parameters such as oil to 

methanol molar ratio, catalyst concentration, reaction time and temperature were optimized using response surface 

methodology. 1H NMR of crude pithraj oil and pithraj biodiesel was studied and analyzed that confirms the complete 

conversion of pithraj oil to biodiesel. Finally the biodiesel, produced at optimum condition, was characterized under various 

standard method and found comparable with petro-diesel and biodiesel standard. 

INTRODUCTION 

The rising population, rapid economic growth and industrialization have incessantly increased the demand of 

energy in developing countries like Bangladesh. The current demand of energy in Bangladesh is mostly met from non-

renewable sources such as natural gas and coal1. Since these sources are non-renewable in nature, the reserve will be 

depleted one day. In addition, burning of these fossil fuels has serious detrimental environmental consequences. For 

this reason scientists are focusing their view on the alternative renewable energy resources that is technically feasible, 

economically competitive, environmentally acceptable and readily available2. In this context, biodiesel is gaining more 

and more importance as an attractive fuel due to its renewable and biodegradable nature and low emission profiles as 

compared to petroleum diesel3, 4. 

Biodiesel is a mono alkyl ester of long chain fatty acids produced from vegetable oils or animal fats. In other 

words, when a vegetable oil or animal fat chemically reacts with an alcohol, it can produce Fatty Acid Methyl Ester 

(FAME)5. Commercial production of methyl ester first began in Europe in 1990. More than 2.7 million tones biodiesel 

was produced in Europe in 2003, but their target is around 20% total diesel market in 2020. In addition, the USA 

future plan for biodiesel production is around 3.3 million tons in 20166. 

Depending upon the climate and soil conditions, different countries are looking for different types of vegetable 

oils as substitutes for diesel fuels. For example, soyabean oil in the US, rapeseed and sunflower oils in Europe, palm 

oil in South-east Asia (mainly Malaysia and Indonesia) and coconut oil in the Philippines are being considered7. 
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Currently, most of the biodiesel is produced from edible oils which are easily available on large scale from the 

agricultural industry. However, continuous and large-scale production of biodiesel from edible oils has recently been 

of great concern because they compete with food materials – the food versus fuel dispute8. Many researchers have 

recommended that non-edible vegetable oils such as Pongamia pinnata (karanja)9, Maduca indica (mahua)10, Hevea 

brasiliensis (rubber seed)7, Jatropha curcas (Jatropha)11 and Aphanamixis Polystachya (Pithraj)12 have high potential 

for biodiesel production. 

Recently, Ferdous et al.13 studied the production of biodiesel from Pithraj oil which had FFA content of 7.5%. 

Higher FFA content of the crude oil restricts the widely accepted base catalyzed transesterification method for 

biodiesel production. However, Pretreatment of the crude oil was carried out by acid catalyzed esterification. Esterified 

oil was then subjected to base catalyzed transesterification for the complete conversion of triglyceride to fatty acid 

methyl ester. 

In the present study an attempt was made to optimize the production of biodiesel from esterified oil using Response 

Surface Methodology (RSM). RSM is a collection of statistical and mathematical techniques that has been using for 

optimizing processes in which a response of interest is influenced by several process variables14, 15. Analyzing the 

effect of all independent variables and their interactions a model was developed to find out the optimum conditions. 

Finally various properties of biodiesel produced at optimum condition were measured and compared with biodiesel 

standard and pertodiesel. 

MATERIALS AND METHODS 

Chemicals 

Methanol (99-100%), ethanol (99-100%), sodium hydroxide pellets (96%), potassium hydroxide pellets (>84%), 

phenolphthalein (pH 8.2 - 9.8), starch, acetone (99%), n-Hexane(96%), hydrochloric acid (37%), isopropanol, iodine, 

sodium iodide, glacial acetic acid, bromine, carbon tetrachloride etc. were purchased from Merck, Germany. All the 

chemicals used were analytical reagent grade. 

Extraction of Oil 

Pithraj seeds were collected from the local forests in Bangladesh. Oil from the seed was extracted by mechanical 

press extraction method. A vertical, manual operated, cylindrical (4.3 cm ID) mechanical press was constructed which 

have a spiral screw that conveys the mass from the hoper to pressure raising area. Slow and continuous rotation of the 

press allows raising sufficient pressure for the extraction of oil. After oil extraction it was filtered and stored at room 

temperature for further use. 

Preparation of Biodiesel 

Biodiesel was prepared from pithraj oil by base catalyzed transesterification. Before that crude pithraj oil was 

esterified to reduce the FFA content below 2wt%. Esterification was carried out at 65°C and atmospheric pressure.  

Typically, 100 ml oil was taken in a three necked 500 ml round bottomed flask equipped with a reflux condenser. The 

flask was placed on an electric heater with a temperature controller and magnetic stirrer. Sulfuric acid  (15 wt% of 

FFA)  was  mixed  with  required amount of  methanol  and  transferred  into  the  reaction medium. The reaction 

continued until the FFA of oil reduces below 2%. After that the reaction contents were cooled  to  room  temperature  

and  reaction  product  was washed  with  hot  water  until  clear  water  found.  The organic phase was collected and 

dried under vacuum at 100°C for 30 min.  The dried sample (50 ml) was then put into a three-necked 500 ml round 

bottomed flask, equipped with a reflux condenser, for base catalyzed transesterification. Sodium hydroxide pellets 

were mixed with required amount of methanol. The flask was placed on an electric heater with a temperature controller 

and magnetic stirrer. The transesterification reaction was performed under vigorous stirring at 60°C. After a certain 

period reaction was stopped by adding stoichiometric amount of HCl. Then contents were cooled to room temperature 

and reaction product was washed with hot water until clear water found. The organic phase (biodiesel) was collected 

and dried under vacuum at 100°C for half an hour and stored for characterization. 



Experimental Design for Optimization 

There are four factors (FFA to methanol molar ratio, catalyst concentration, temperature and reaction time) that 

affect the transesterification reaction to produce biodiesel from esterified oil. In order to study the effect of all variables 

on the yield of Biodiesel, 24-1 factorial experimentations were carried out in two levels. The real and coded values of 

these variables are presented in table 1: 

TABLE 1. Factors and levels of independent variables used in the experimental design 

Factors Code Low (-1) High (+1) 

Methanol molar ratio X₁ 3 6 

Catalyst concentration X₂ 0.5 1 

Temperature (°C) X₃ 40 60 

Time (min) X₄ 30 60 

This fractional factorial design results in eight experimental points and all experiments were conducted in triplicate 

to reduce variability in the data collection, are presented in table 3. The complete regression equation that describes 

the contribution of all the factors on the biodiesel production is as follows: 

1 1 2 2 3 3 4 4 12 12 13 13 23 23oY b b X b X b X b X b X b X b X       
 

Where Y is the response (yield of biodiesel) and Xi values (i = 1, 2, 3, 4) indicate the corresponding parameters in 

their coded forms. Estimation of the regression coefficients that caused the model to best fit a set of collected response 

variable data was carried out by the least squares method. A reduced regression model, which involved only the 

significant variables, was produced after examining the significance of each individual regression coefficient by 

Student’s t-test at 5% significance level. ANOVA evaluates the significance of regression by determining if there is a 

relationship between the response variable and a subset of the regressor variables via the Fisher’s statistical test (F-

test)16. All analysis was performed with the Minitab software (Minitab Statistical Software, Release 15 for Windows, 

State College, Pennsylvania). 

Analytical Methods for Oil and Biodiesel 

FFA content in the oil and biodiesel samples was analyzed by the method described in AOCS Aa 6-3817. 

Saponification value (SV) was determined by standard method18. Typically, 1 g sample was taken with 25 mL 

alcoholic KOH solution, heated for 1 h in a steam bath with occasional shaking and titrated the excess KOH with the 

0.5 M hydrochloric acid solution. 

Physical properties such as moisture content, density and calorific value of the oil were determined by following 

ASTM D 1744 (Karl Fisher method), ASTM D 1480/81 and ASTM D 240 respectively. Viscosity, flash point, pour 

point and cloud point were determined by standards ASTM D 445, ASTM D 93 (Pensky–Martens Flashpoint 

Apparatus, Lazer Scientific Inc., Germany), ASTM D 2500, and ASTM D 97 respectively. 
1H nuclear magnetic resonance (NMR) spectra were recorded at 293 K on a 400 MHz spectrometer (Burker 

Biospin DPX-400, Fallean, Switzerland), with chemical shifts being referenced to the residual peaks of CHCl3 in 

CDCl3 (in parts per million). 

RESULT AND DISCUSSION 

Characterization of Crude Oil 

TABLE 2. Properties of crude pithraj oil 

Property name Value 

Color Dark green 

Specific gravity @ 25°C 0.92 

Viscosity (mm2/s) @ 25°C 79.69 

FFA Content, wt% 13.8 

Saponification value (mg KOH/gm oil) 248.2 

Average molecular weight* 870.5 

* Molecular weight was determined from the composition of the oil12 



Oil was extracted from the seed by mechanical press method and the oil content of the seed was found as 33.3% 

(vol. /wt). Extracted oil was filtered and stored at room temperature for further use. Characterization of the crude oil 

was carried out under standard methods and the results are represented in table 2. 

Pretreatment of Crude Oil 

The most important factor that limits the direct transesterification of crude vegetable oil is the FFA content of the 

oil. To overcome this problem acid catalyzed esterification was conducted. In that case alcohol reacts with FFA of the 

oil in presence of an acid catalyst and produce ester with water; where water inhibits the transesterification of 

glycerides19. Two important factors that persuade the esterification reaction are FFA to methanol molar ratio and the 

concentration of acid catalyst. Figure 1 represents the effect of methanol molar ratio on esterification reaction. All the 

reaction was carried out at 15wt% catalyst concentration at a temperature of 60°C for 60 min. from this figure it is 

clear that FFA content reduces below 2wt% at 1:30 FFA to methanol molar ratio. Further increase in the amount of 

methanol has no significant effect on FFA reduction. 

Figure 2 represents the effect of catalyst concentration on esterification reaction. From this figure it is seen that 

15wt% of catalyst is optimum for the reduction of FFA below 2wt% within 45 min. All the oil was then esterified at 

1:30 oil to methanol molar ratio and 15wt% of catalyst concentration at 60°C for one hour to ensure the reduction of 

FFA below 2wt%. 
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FIGURE 1. Effect of FFA to Methanol molar ratio on 

esterification reaction 

FIGURE 2. effect of catalyst concentration on esterification 

reaction 

 

Preparation of Biodiesel from PO 

Biodiesel was prepared from the esterified oil by base catalyzed transesterification. There are four major reaction 

parameters that affect the transesterification reaction named oil to methanol molar ratio, catalyst concentration, 

reaction time and temperature. All the parameters were optimized and the results are presented below. 

Effect of Methanol Molar Ratio 

The methanol/ oil molar ratio is one of the important variables that affect the yield of biodiesel. From the reaction 

stoichiometry it is evident that 3 mole methanol is required for 1mole of oil to convert biodiesel. Since the reaction is 

reversible, the excess amount of alcohol is used in order to shift the reaction equilibrium, to avoid the reverse reactions 

and to accelerate the process. The reaction was carried out at three different FFA to methanol molar ratio with a 

catalyst concentration of 1wt% of oil at 60°C for 1 hour and the results are represented in figure 3. From figure 3 it 

was observed that, the yield of biodiesel increases as the molar ratio of methanol/oil increases. 



Effect of Catalyst Concentration 

Figure 4 represents the effect of catalyst (NaOH) concentration on the yield of biodiesel. Generally, catalyst 

enhances the rate of a reaction by reducing the activation energy. To investigate the effect of catalyst concentration 

transesterification reaction was carried out at four different amount of catalyst. All the reactions were conducted at 

1/6 oil to methanol molar ratio at 60°C for 30 minute. Best result was obtained at a catalyst concentration of 1wt% of 

oil. Further increase in the concentration of catalyst reduces the yield of biodiesel due to loss for soap formation during 

washing. 
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FIGURE 3. Effect of methanol molar ratio on 

transesterification reaction 

FIGURE 4. Effect of catalyst concentration on 

transesterification 

 

Optimization Study of PO Biodiesel 

Optimization study was carried out by the factorial design of the experiment. The fractional factorial design is the 

simplified form of full factorial design that is used to reduce the number of experiments when there are many factors 

included in the study20. Eight sets of experiment were run to investigate the effect of all independent variables and 

their interactions and the results are shown in table 3. All experiments were conducted in triplicate to reduce variability 

in the data collection. 

TABLE 3. Experimental design and result of experiment 

Run X1 X2 X3 X4 
% FFA conversion 

Y1 Y2 Y3 Yavg 

1 -1 -1 -1 -1 85.8 86.6 87.1 86.5 

2 +1 -1 -1 +1 88.7 89.7 89.2 89.2 

3 -1 +1 -1 +1 87.5 88.3 87.2 87.7 

4 +1 +1 -1 -1 90.7 90.5 91.2 90.8 

5 -1 -1 +1 +1 87.2 87.1 87.5 87.3 

6 +1 -1 +1 -1 90.2 89.5 89.7 89.8 

7 -1 +1 +1 -1 88.4 88.6 87.5 88.2 

8 +1 +1 +1 +1 93.0 92.5 92.2 92.6 

 
Table 4 represents the estimated effects and regression coefficients, along with the corresponding standard 

deviation and t-statistics (T) values for the main effects and second-order interaction terms. The main regression 

equation, after putting values of all coefficients, is as follows: 

1 2 3 4 1 2 1 3 1 488.99 1.59 0.08 0.45 0.18 0.29 0.14 0.11 (1)Y X X X X X X X X X X         



TABLE 4. Estimated effects and coefficients of the regression model 

Term Effect Coefficient SDCoefficient T-Value 

Constant  88.9958 0.0972 915.76 

Molar Ratio 3.1917 1.5958 0.0972 16.42 

Catalyst Concentration  1.6083 0.8042 0.0972 8.27 

Temp 0.9083 0.4542 0.0972 4.67 

Time 0.3583 0.1792 0.0972 1.84 

Molar Ratio*Cat. Conc.  0.5750 0.2875 0.0972 2.96 

Molar Ratio*Temp 0.2750 0.1375 0.0972 1.41 

Molar Ratio*Time 0.2250 0.1125 0.0972 1.16 

 
The estimations of main effects of the variables, together with their interaction terms, are shown on a Pareto chart 

(Fig.5). The vertical line in the Pareto chart specifies the minimum statistically significant magnitude of effect for 5% 

significance level, while the horizontal column lengths are proportional to the degree of significance for each effect. 

Any effect or interaction that exceeds the vertical line is considered significant. From this analysis, it was found that 

the insignificant parameters are the D, AC and AD interaction. After neglecting the insignificant terms at 5% 

significance level, a reduced model of Eq. (1) was produced: 

1 2 3 1 288.99 1.59 0.08 0.45 0.29 (2)Y X X X X X    
 

In Eq. (2), the size of regression coefficients denotes the degree of significance of each independent variable on 

Yield of Biodiesel. 

 
 

FIGURE 5. Pareto chart of the standardized effect FIGURE 6. Interaction plot of significant parameters 

TABLE 5. Analysis of variance (ANOVA) 

Source DF Sum of squares Mean square F-value P-value 

Model 7 85.10 12.16 53.64 0.00 

X1 1 61.12 61.12 269.65 0.00 

X2 1 15.52 15.52 68.47 0.00 

X3 1 4.95 4.95 21.84 0.00 

X4 1 0.77 0.77 3.40 0.08 

X1X2 1 1.98 1.98 8.75 0.01 

X1X3 1 0.45 0.45 2.00 0.18 

X1X4 1 0.30 0.30 1.34 0.26 

Pure Error 16 3.63 0.23   

Cor. Total 23 88.73    

R² = 95.91%, Adjusted R² = 94.12%, Predicted R² = 90.80%, DF = Degree of freedom 
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The adequacy of fit of the reduced regression model for %Yield (Eq. (2)) was analyzed by ANOVA at 5% 

significance level (Table 5). From Table 5, the high F and low P values of the main effects and the two-way interactions 

suggest that they contribute significantly to the response (%Yield). The R² value of the model obtained is 95.91% 

(Table 5). This denotes that only 4.09% of the total variability is not explained by the regressor in the model. The 

small difference between the R² and R² (adj) values, that is 1.79%, implies that there is a least chance that insignificant 

terms have been included in the model16. Hence, the reduced model (Eq. (2)) can be used as a predictive tool to obtain 

%Yield of Biodiesel over the entire uncertainty range of the studied variables. The response surface corresponding to 

the regression equation (Fig. 6) indicates that for maximum catalyst concentration a high yield of biodiesel is obtained 

for higher molar ratio. 

Characterization of Biodiesel 

1NMR Study: 

1H NMR spectroscopy was studied to investigate the presence of triglyceride (TG) backbone and methyl ester in 

the oil and biodiesel sample and its spectrum is shown in Fig.7. Glyceridic protons of triglycerides are assigned in the 

range of 4–4.5 ppm7. From the spectrum of raw oil it is seen that two distinct peaks are available in that region but in 

the biodiesel spectrum it is totally absent. In addition the characteristic peak of methoxy protons was observed at 3.62 

ppm and peaks of α-CH2 protons at 2.26 ppm in the biodiesel sample. These two peaks are the distinct peaks for the 

confirmation of methyl esters present in biodiesel. 

  

(a) (b) 

 

FIGURE 7. 1NMR of (a) Crude Pithraj Oil and (b) POME 

Properties of biodiesel 

Biodiesel produced at optimum conditions are subjected to characterization for comparison with biodiesel standard 

and petro-diesel standards and are presented in Table 6. Most of the physicochemical properties of Pithraj oil methyl 

ester are comparable to those of biodiesel standard and petro-diesel19. 

CONCLUSION 

Biodiesel was prepared from non-edible pithraj oil by base catalyzed transesterification. Due to high FFA content 

of the crude oil it was first subjected to acid catalyzed esterification to reduce the FFA content suitable for base 

catalyzed transesterification. Optimization of the transesterification reaction was studied using response surface 

methodology and a regression equation was developed for biodiesel yield from pithraj oil.  1H NMR study confirms 

the removal of TG backbone and the presence of methyl ester in the biodiesel. This product can be successfully used 

as diesel in diesel engine. 



TABLE 6. Properties of biodiesel 

Property POME Biodiesel Standards Petro-Diesel 

Standards 

Color Reddish - - 

Specific Gravity @ 15.5°C 0.89 0.88 0.85 

FFA content (wt %) 0.78 0.80 (max) - 

Kinematic Viscosity (mm2/s) @ 40°C 4.2 1.9 – 6.0 1.3 - 4.1 

Flash Point (°C) 150 130 (min) 60 - 80 

Cloud Point (°C) 3 Not Specified -15 to 5 

Sulfur Content Nil 0.05% w/w (max) - 

Saponification value (mg KOH/gm Oil) 212.2 - - 

Iodine value 74.5 - - 

Cetane Index 55.3 47 (min) - 
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Abstract. The present research article analyses the effect of cutting parameters and flow rate of pulsed jet minimum 

quantity lubricant on the two most important machining responses, cutting force and surface roughness. During the time of 

experiment and subsequent analysis; the depth of cut, material and its hardness, tool sharpness and machine vibration are 

assumed constant. The investigated material for this surface milling operation is AISI 4140 steel, heat treated to get a 

hardness of 40 HRC, whereas, the cutting tool is four flute end mill cutter made of carbide material. The pulsed-MQL 

system was used to direct the lubricant spray towards the tool-workpiece contact point for lubrication in addition to cooling 

purpose. Design of experiment was employed with three factors (cutting speed, table feed rate, pulse flow rate), each of 

which are of three levels (low-medium-high) to determine the number of experimental runs. Two different responses, 

cutting force and surface roughness, were considered for a full factorial analysis which has been performed to examine the 

effect of main factors as well as interaction effect of factors on the responses. Analysis of variance was employed to 

determine the acceptability of the full factorial analysis and its statistical significance. The result of this analysis reveals 

that the feed rate has the highest impact, on both cutting force and surface roughness, followed by cutting speed, whereas, 

the pulse jet flow rate has a very insignificant effect. 

INTRODUCTION 

The use of cutting fluid has been a common practice in manufacturing industries to reduce the heat, facilitate chip 

removal and lubrication process. But the use of coolants is restricted due to the probable health hazard [1], 

environmental issues and high cost. An alternate approach, to reduce the usage of cutting fluid, is the application of 

cutting fluid as minimum as possible.  

Minimum quantity lubrication (MQL) presents itself as a viable alternative for hard machining with respect to tool 

wear, heat dissertation and machined surface quality. Using this technology, a little amount of environmentally 

compatible fluid [2], when properly selected and applied, can make a substantial difference in the effectiveness of tool 

performance. In MQL, lubrication is obtained via the lubricant while a minimum cooling action is achieved by the 

pressurized air that reaches the tool/work interface. Further, MQL reduces induced thermal shock and helps to increase 

the workpiece surface integrity in situations of high tool pressure [3]. Varadarajan et al. [4] have introduced a new 

MQL application technique which overcomes the problems caused by mist. In this method, small quantities of cutting 

fluid were applied in the form of high velocity, narrow, pulsed jet. 
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Yan et al. [5] investigated the significance of the MQL injection parameters on the milling of 50CrMnMo steel. 

The increase in air flow rate led to a reduction in tool wear, reportedly due to better chip removal and the improved 

penetration of the flow to the cutting zone. Hwang et al. [6] evaluated the machinability of Aluminum in milling using 

MQL and flood. ANOVA analysis showed that the cutting forces were largely dependent on the cutting parameters, 

as opposed to the mode of lubrication, whereas, the surface roughness values were dependent on all the cutting 

conditions.  

To attain a better surface finish of the milled components the optimal machining parameters and tool geometry are 

to be selected. Suresh et al. [7] developed a response surface model for surface roughness in terms of speed, feed, 

depth of cut and nose radius and optimized using the genetic algorithm. Oktem et al. [8]  developed a mathematical 

model for surface roughness using feed rate, cutting speed, axial depth of cut, radial depth of cut and machining 

tolerance. Other studies showed, surface roughness is mostly influenced by cutting speed [9], feed rate and nose radius 

[10] and the cutting force is impacted largely by feed rate [11].  

Most of the literature review presented here emphasised on finding the relationship of cutting velocity, feed rate 

and depth of cut with the surface roughness and cutting force under flood cooling and dry milling condition. MQL 

flow rate also affects the surface roughness and cutting force of the machined material, which is attained in a few 

pieces of research. The objective of this study is to obtain the effect on cutting speed, feed rate and MQL flow rate on 

surface roughness and cutting force in milling of AISI 4140 steel. The design of experiment and statistical analysis by 

ANOVA is performed to determine which parameters are significant along with prominent interactions on two 

machining responses i.e. cutting force and surface roughness. 

MACHINE, MATERIAL AND METHOD 

AISI 4140 has many applications such as forgings for the aerospace and oil and gas industries, along with myriad 

uses in the automotive, agricultural and defence industries. The AISI 4140 used in the research was a plate of 200 mm 

length, 100 mm width and 40 mm thickness. AISI 4140 was heated using an electric furnace to attain preferred 

hardness level. It took three hours to raise the temperature to 900°C and the material was kept at the heating chamber 

for one and a half hour. For quenching the material, a tank of 600-liter capacity was used. To relieve the internal 

stresses and reduce brittleness, tempering was done by heating the workpiece to 3000C, holding it at that temperature 

for two hours, and then cooling it, in the natural air.  

A four flute end mill cutter, with 12 mm diameter and 30º helix angle, was used. The machining test has been 

carried out by milling of hardened steel in a column and knee type vertical milling machine by four flute carbide 

milling cutter at different cutting velocities and feeds under dry and MQL cutting condition. The conditions under 

which the machining tests have been carried out are briefly given in Table-1. Cutting force was measured using a 

dynamometer. It consists of a load cell type dynamometer with charge amplifier. The surface roughness of the 

machined surface after each operation was measured by a Talysurf roughness checker (Surtronic 3+, Rank Hobson, 

UK) using a sampling length of 0.8 mm. The experimental arrangement, a milling machine connected with pulse jet 

minimal quantity lubricant applicator, is shown in Fig. 1.  

 

TABLE 1. Experimental conditions 

Machine Tool : Vertical Knee and Column type Milling Machine, China 

Work Materials : AISI-4140 Hardened steel (dimension: 200x100x40 mm) 

Hardness : 40 HRC 

Cutting Tool : Carbide End Milling Cutter (Ø12 mm) 

Cutting Fluid : VG 68 Straight cut cutting oil 

Environment : Dry and MQL 

 

TABLE 2. Independent factors and their levels 

Symbol Factors Level 1 Level 2 Level 3 

Vc Cutting Speed (m/min) 12 22 32 

S0 Feed Rate (mm/min) 22 44 68 

Q MQL Flow rate (ml/hr) 50 100 150 



The selection of the cutting speed and feed rate combination was chosen as per the industrial practice and 

requirements. The selection of the independent factors and allocation of levels are shown in Table-2. Three 

quantitative factors are attributed into three levels (low-medium-high) to investigate the effects. 

 

FIGURE 1. Photographic view of the machining set-up with pulse jet applicator. 
 

FULL FACTORIAL ANALYSIS 

The design of experiment is a systematic approach in arranging the possible combinations during any machining 

process to find out the responses in an organized manner. The analysis that is performed here is based on three 3-level 

factors, attaining a total of 33 = 27 sets of machining conditions and responses as shown in Table-3. 

The full factorial analysis composed of determining the main and/or interaction effect of independent parameters 

on the dependent parameter(s). In this article, a full factorial analysis was conducted to examine the effect of cutting 

speed, feed rate and MQL flow rate in respect of cutting force and surface finish of the produced parts. The outcome 

of the full factorial analysis is supported by statistical intervention. 

 

TABLE 3. Machining conditions and response 

Ex. no. Vc So Q F Ra Ex. no. Vc So Q F Ra 

1 12 22 50 12.0 1.38 15 16 34 100 13.2 1.39 

2 12 22 75 10.4 1.29 16 16 44 50 17 1.47 

3 12 22 100 11.6 1.37 17 16 44 75 13.8 1.38 

4 12 34 50 15.8 1.52 18 16 44 100 15.5 1.46 

5 12 34 75 12.5 1.43 19 22 22 50 9.2 1.21 

6 12 34 100 14 1.52 20 22 22 75 8.2 1.12 

7 12 44 50 19 1.61 21 22 22 100 9.2 1.19 

8 12 44 75 15 1.52 22 22 34 50 12.2 1.38 

9 12 44 100 16.8 1.61 23 22 34 75 10.5 1.29 

10 16 22 50 10.8 1.31 24 22 34 100 11.8 1.37 

11 16 22 75 9.8 1.22 25 22 44 50 15 1.41 

12 16 22 100 11 1.3 26 22 44 75 12.1 1.32 

13 16 34 50 13.8 1.4 27 22 44 100 13.6 1.4 

14 16 34 75 11.8 1.31       
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 RESULTS AND DISCUSSIONS 

 Effects on surface roughness and cutting force 

The effects of cutting speed, table feed rate and flow rate of pulse jet lubricant, on surface roughness and cutting 

force, are shown in Fig. 2. The horizontal straight line in Fig. 2 represents the mean values of the responses. The 

change of mean surface roughness with respect to cutting speed, feed rate and flow rate is shown in Fig. 2(a), and that 

of cutting force is shown in Fig. 2(b).  

It is visible from Fig. 2(a) that the cutting speed has negative effect on surface roughness, whereas, the feed has 

positive effect. The mean Ra decreases with the increase of cutting speed while mean Ra increases with increasing 

table feed. But, the flow rate of MQL pulse jet reveals that the mean Ra is minimal at medium flow rate (=75 ml/hr). 

The minimal mean surface roughness is attainable, as suggested by Fig. 2(a), at cutting speed of 22 m/min, table feed 

of 22 mm/min, and flow rate of 75 ml/hr. 

Similar effects are, also, discernible from Fig. 2(b) for the contributions of speed, feed and flow rate on cutting 

force. The average value of the cutting force, corresponding to the level-2 magnitude of cutting speed and table feed, 

lies very close to the horizontal line, whereas, that of flow rate is situated little below the mean value. It is also 

exhibited that the dispersion region of mean cutting force, about the mean line, is narrow compared to that of table 

feed. The cutting force corresponding to the extreme values of the table feed possesses lowest and highest mean values 

of cutting force. The minimal cutting force is found at the highest cutting speed (=22 m/min), lowest table feed (=22 

m/min) and a flow rate of 75 ml/hr.        

    

 
(a) Surface roughness, µm 

 
(b) Cutting force, N 

FIGURE 2. Main effects plot for (a) surface roughness (b) cutting force. 

  Statistical analysis 

The statistical analysis of the full factorial technique is performed by employing analysis of variance (ANOVA) 

at the significance level α=0.05 (confidence level 95%). The ANOVA for both cutting force and surface roughness is 

shown in Table 4. The F-value and P-value determine the statistical significance of the independent variables and of 

the interaction effects among the factors while the percentage contribution accounts for the effects of any factors on 

the response characteristics. 

In case of cutting force, from the Table 4(a), it is visible that the cutting speed, table feed rate and flow rate all are 

statistically significant for the specified significance level (P<0.05). The table feed has P-value = 0.0, F-value = 

2536.39 and C = 63.60%. All these three indicators make the feed rate as the statistically most significant factor when 

the response is cutting force. The cutting speed follows the table feed and holds the second position for being 

statistically significant with P-value = 0.0, F-value = 788.83 and C = 19.78%. The least significant factor is the flow 

rate of the pulse jet minimal lubrication. 

As listed under Table 4(b), table feed rate remains the most dominant factor followed by cutting speed and flow 

rate. The feed rate possess a P-value = 0.0, F-value = 25087.00 and C = 49.17% which makes it the most statistically 

significant contributor. The cutting speed, with P-value = 0.0, F-value = 18781.00 and C = 36.95%, is the second most 
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effective input element leaving flow rate as the least significant factor. For both cutting force and surface roughness, 

the percentage contribution due to error is less than 0.1% which is a clear indication that the entire important factors 

are accounted for and the calculation is free from high measurement errors. The table feed-flow rate interaction for 

cutting force and cutting speed-feed rate interaction for surface roughness are the most effective interactions with 

statistical significance. 

Therefore, the ANOVA analysis reveals that, the table feed is the most effectual contributor for both cutting force 

and surface roughness. The second and third significant factors are the cutting speed and flow rate respectively. 

Although, the all three interactions are statistically significant to the confidence level but table feed-flow rate and 

cutting speed-table feed are the most effective factors for cutting force and roughness respectively.  

TABLE 4. Analysis of variance 

(a) For cutting force  (b) For surface roughness 

Source DF Seq. SS     F P C (%)  Source DF Seq. SS     F P C (%) 

Vc 2 35.94 788.83 0.0 19.78  Vc 2 0.139 18781.00 0.0 36.95 

So 2 115.55 2536.39 0.0 63.60  So 2 0.185 25087.00 0.0 49.17 

Q 2 24.18 530.78 0.0 13.31  Q 2 0.044 5977.00 0.0 11.70 

Vc×So 4 0.81 8.90 0.005 0.445  Vc×So 4 0.008 550.00 0.0 2.13 

Vc×Q 4 1.2 13.15 0.001 0.660  Vc×Q 4 0.000104 7.00 0.010 0.027 

So×Q 4 3.83 42.0 0.0 2.106  So×Q 4 0.000059 4.00 0.045 0.015 

Error 8 0.18   0.099  Error 8 0.00003   0.008 

Total 26 181.69   100  Total 26 0.376193   100 

 

 3-D contour plot 

The contour plot of cutting force F versus cutting speed Vc and table feed S0 is shown in Fig. 3(a). The different 

colours indicate separate regions of surface roughness for a range of cutting speed and feed rate. The lowest roughness 

(Ra < 1.2µm) is attainable for the cutting speed close to the highest value (Vc ˃ 19.6 m/min) and the table feed close 

to the lowest value (S0 < 22 mm/min). The worst quality surface, in terms of roughness (Ra ˃ 1.6µm), is produced for 

higher table feed (S0 ˃ 22 mm/min) and lower cutting speed (Vc < 13.6 m/min). The mediocre surface roughness (Ra 

= 1.3 – 1.4 µm) is achieved at a strategic selection of cutting speed ranging of 12 – 22 m/min and table feed ranging 

from 21 – 45 mm/min.  

The contour plot of cutting force F versus cutting speed Vc and table feed S0 is illustrated in Fig. 3(b). The Fig. 

3(b) reveals that the cutting force is dependent on the cutting speed and table feed, according to the different bands 

which are formed and displayed by different colours. The cutting force can be lower than 10 N if the cutting speed is 

selected from 18 m/min to 22 m/min and the table feed is maintained approximately at 21 mm/min to 27 mm/min. In 

contrary, the higher range of cutting force (F ˃ 18 N) can be achieved with higher table feed (S0 ˃ 41 mm/min) and 

lower cutting speed (Vc < 14.3 m/min).       

 
(a)  Surface roughness 

 
(b) Cutting force 

FIGURE 3. Contour plot of (a) surface roughness (b) cutting force vs. cutting speed, table feed. 
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Hence, from the contour plot of surface roughness and cutting force (shown in Fig. 3), it is concluded that the 

optimal setting, for both surface roughness and cutting is lower the better for table feed and higher the better for cutting 

speed. 

 CONCLUSIONS 

The effects of cutting parameter viz. cutting speed, table feed and the flow rate of the minimal quantity lubricant 

in the form of pulse jet application, on two responses i.e. surface roughness and cutting force, is evaluated using full 

factorial analysis which is supported by analysis of variance. A total of 27 experimental runs, in end milling of AISI 

4140 steels, were carried out to perform the analysis. The experiment and succeeding analysis reveals the following 

conclusions: 

 The performed end milling operation was carried out using a sophisticated pulse jet applicator by varying the 

flow rate of the lubricant. For each step, three data were recorded and the mean value was used for the 

analysis. Any unusual data was considered as outliers and excluded from further processing. 

 The ANOVA supported the full factorial analysis and marked the statistical significant factors and the 

interactions among the factors. 

 The cutting speed and feed rate has negative and positive effect on surface roughness, respectively. Pulse jet 

flow rate was found as the least dominant factor. 

 The feed rate is the most significant factor with a contribution of 63.6% and 49.17% for cutting force and 

surface roughness respectively. The cutting speed, which is also statistically significant, is the second most 

effective factors in determining the quantity of cutting force and surface roughness with 19.78% and 36.95% 

contribution successively.  
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Abstract. Biomass fuels are widely available across the globe and provide a major share of renewable energy in 

most countries. Biomass combustion produces large quantities of particulate matter (PM) that have a negative impact 

on ambient air quality. This could be harmful especially in densely populated areas. The objectives of the paper were 

to evaluate particle mass concentrations in two size fractions of PM1 (size <1 µm) and PM2.5 (size <2.5 µm), and CO 

emissions under standard laboratory conditions obtained from two commercially available Belgian made modern 

residential wood stoves with capacity 10 kW and 20 kW. Four combustion batches with minor modification of 

primary air flows into the combustion chamber for each stove were conducted to get a clear picture of the emission 

results. Particle mass concentrations were measured in real time using an Electrical Low Pressure Impactor Plus 

(ELPI+) instrument from Dekati Ltd., Finland, which measures particles with a fast response time in a wide particle 

size range from 6 nm to 10 µm aerodynamic diameter. Gaseous concentrations of O2 and CO2 were measured 

continuously using a Horiba PG-250 analyzer and CO emissions were measured using a Siemens Ultramat 6 gas 

analyzer. The measurement protocols of each combustion test were conducted according to the European standard 

EN 13229. The combustion experiments were conducted in a laboratory of a stove manufacturing plant in Namur, 

Belgium. PM1 and PM2.5 fractions of all the batches of both stoves varied from 108 to 327 mg/Nm3 and 130 to 420 

mg/Nm3 respectively in the combustion cycle. The CO emissions from all the batches varied from 450 to 1050 

mg/Nm3 for the 10 kW stove and 690 to 1400 mg/Nm3 for the 20 kW stove. The results of particle mass 

concentrations and CO emissions from this study could be useful for the improvement of the combustion process in 

o reducing emissions from these appliances. No correlations were observed between the emissions results and the

minor modifications of primary air flows into the combustion chamber. 

INTRODUCTION 

Biomass meets approximately 14% of the world’s energy demand. The European Union (EU) has set a target 

to produce at least 20% of energy from renewable sources by 2020 [1]. The Belgium government has also set a 

target to meet 13% of energy from renewable sources by 2020 [2]. A significant quantity of this energy will be 

generated by the combustion of biomass fuels. The combustion of biomass fuels leads to the formation of broad 

range of pollutants and can be classified into two groups, which are gaseous emissions and particle emissions 

[2]. The gaseous emissions are the main gas compounds (CO2, H2O and O2), the flue gas also contains CO, 

partially combusted hydrocarbons (CxHy or OGC), sulphur dioxide (SO2), nitrogen oxides (NOx), hydrogen 

chloride (HCl) and different solid or liquid particles. Besides gaseous emissions, particle emissions are always 

observed during biomass combustion. Particle emissions originate from several sources. Particles can be divided 

into two groups under this category [3]. These are fine particles and coarse particles. Particles smaller than 1 μm 

(micro meter) in diameter are often called fine particles. These fine particles are generally formed from elements 

that are vaporized during combustion, which later saturate and form fine particles by nucleation. The nucleated 

particles grow further by coagulation, agglomeration, condensation and surface reaction. Particles larger than 1 

μm in diameter are often called coarse particles, forming mainly from char or ash species with low vapour 

pressures which do not vaporize during combustion [4, 5]. PM1, PM2.5 and PM10 fractions refer to mass 

concentrations of particles smaller than 1, 2.5 and 10 μm. PM1 and PM2.5 are the most harmful for people as the 

376



particles can penetrate deep into the lungs. These particle sizes are always related to the aerodynamic diameter 

which represents the diameter of a spherical particle with a density of 1000 kg/m3 having the same drag in air as 

the particle of interest [6, 7].   

There is lack of information regarding the characterization of particulate and gaseous emissions from small 

scale biomass combustion appliances. Several studies on particle emissions from biomass stoves were carried 

out in EU countries. For example, Boman et al. [8] investigated six types of different pellet fuels in three 

different commercial pellet burners (10–15 kW) and observed that fine particles (< 1 µm) contain a significant 

amount of the total PM emissions. Bäfver et al. [9] experimentally studied particle and CO emissions from 

modern and old type residential stoves of various heat capacity fired with wood logs and wood pellets. 

Measurements were performed using a DLPI for mass size distributions while an ELPI was used for number 

size distributions. Modern pellets stoves showed lower mass concentration of particles as well as lower CO 

concentration than the old type wood stoves. They found that in all cases, the particle mass emitted was 

dominated by fine particles and there was only a small fraction of coarse particles. Qie et al. [10] studied particle 

emissions in a small scale pellet boiler (50 kW) using a Dust Tank-II Handheld Aerosol Monitor from 100 nm to 

10 µm. Three types of biomass pellets, i.e. wood pellets, Miscanthus pellets and straw pellets were combusted. 

PM0.1-10 concentrations of wood pellets, Miscanthus pellets and straw pellets were 72.7 mg/Nm3, 100 mg/Nm3 

and 150 mg/Nm3 respectively. PM concentration results show that wood pellets as biomass fuel are better than 

Miscanthus and straw pellets. However, limited information regarding particle and gaseous emissions from 

small scale combustion appliances is found in the literature. 

There is a need for more knowledge of particulate matter and gaseous emissions from small scale application 

of wood stoves. The objectives of the present work were to experimentally evaluate particle mass emissions and 

gaseous emissions from two commercially available Belgian made modern wood stoves with a capacity 10 kW 

and 20 kW respectively. The work includes particle mass concentration in two size fractions PM1 and PM2.5, and 

CO emissions from the combustion cycle as well as comparison with previously reported data. The stoves were 

operated in several batches with minor modification of primary air flows into the combustion chamber to obtain 

a clear picture of the emission results. 

MATERIALS AND METHODS 

Fuel Characteristics 

The dimension of the wood logs was about 33 cm in length and 10 cm in diameter and the mass of each 

wood logs fuel was about 1.15 kg. The wood logs are Beech species available in the Belgian forest. The 

chemical composition of the fuels was tested in the laboratory of SGS Environmental Services, Arnhem, the 

Netherlands. The elemental composition of the wood log fuel used in the combustion experiments was 43.8% 

carbon, 4.8% hydrogen, 38.3% oxygen, moisture 13% and lower heating value was 16.2 MJ/kg. 

Combustion Wood Stoves 

The combustion appliances used in the experiments were two different commercially available Belgian made 

modern wood stoves of 10 kW and 20 kW heat output respectively. The volume of the combustion chamber is 

0.090 m3 for the 10 kW stove and 0.175 m3 for the 20 kW stove. The flame is directed upwards and can be seen 

from the outside of the stoves, since the front side of the stoves has a transparent glass window. The top surface 

of the combustion chamber is equipped with a baffle plate made of vermiculite (high temperature insulation 

material). The other sides of the combustion chamber are insulated with refractory ceramic bricks made of 

calcium silicate. Both stoves have the advantages of two staged combustion with supplying of primary and 

secondary air.  

Experimental Setup 

The schematic of the experimental setup for the gaseous and particle emission measurements is shown in 

Figure 1. The measurement protocols of each combustion test were conducted according to the European 

standard EN 13229 [11]. For each stove, measurements were repeated for several batches with minor medication 

of primary air flows into the combustion chamber to get a clear picture of the emissions results.  

 

 



 

(a) (b) 

FIGURE 1. Experimental setup for emission measurements from wood stoves, (a) schematic of the setup, (b) some photos 

of the measurements 

 

Particle Emissions Measurements 

Particle mass concentrations were measured in real time using an Electrical Low Pressure Impactor Plus 

(ELPI+) from Dekati Ltd., Finland. It measures particles with a fast response time in a wide particle size range 

from 6 nm to 10 µm aerodynamic diameter. A partial flow from the stack about 1.8 m above the wood stoves 

was led through an externally insulated bent tube probe which was made of 12 mm (diameter) stainless steel. 

The flue gases were passed through a partial flow dilution tunnel before reaching the particle measuring 

instrument, the ELPI+. The dilution tunnel consists of a porous tube diluter (PRD), an ejector diluter (ED) and 

an air heater. The working principle of the ELPI+, the measurement procedures of dilution air flows and the 

calculation of dilution ratio (DR) are discussed in the work [2, 12, 13].  

Gaseous Emissions Measurements 

Gaseous concentrations of O2 and CO2 were measured continuously using a Horiba PG-250 analyzer and CO 

emissions were measured using a Siemens Ultramat 6 gas analyzer. The measurement principles of the gas 

analysers were galvanic analyzer for O2 and non-dispersive infrared for CO and CO2. The raw flue gases were 

sampled by the steel probes from the stack at about 1.8 m above the stoves. 

RESULTS AND DISCUSSIONS  

The combustion process in stoves is characterized by three combustion phases: the startup (ignition) phase, 

the combustion phase and the burnout (ash cooking) phase. The emission measurements of the burnout phase 

were not performed according to the testing procedure of the standard EN 13229. The emission results of CO, 

PM1 and PM2.5 are defined as the amount of emission produced from the startup to the end of combustion phase.  

Gaseous Emissions 

Generally, gaseous emissions from manually batch fired stoves are highly variable. Combustion behaviour is 

affected by different factors such as fuel properties, appliance type and operational practice, etc. The NOx 

emissions were not performed from the stoves because these emissions were measured by the manufacturer once 

during the formal pass-test. The following values were obtained 88 mg/Nm³ for the 10 kW stove and 105 

mg/Nm³ for the 20 kW stove, which satisfy the European norms (240 mg/Nm3). Besides, the NOx cell of the 

Horiba PG 250 analyzer was not operational. For those reasons, NOx emission measurements were not 

performed. 

 



Time Series of CO2, CO and O2 Concentrations 

Figure 2 shows the variations of the concentration of CO, CO2, O2 and temperature of the flue gases over 

the measurement time during the combustion cycles of the 20 kW stove. The time for supplying a new batch of 

logwood was defined from the moment when no visible flames were observed and CO2 concentration reached 

about 5 %. Then, a batch of wood logs was supplied on the glow bed of the previous fire. It can be seen that at 

the startup phase, the highest concentrations of CO and significant variations of temperature of the flue gas 

occur. During the combustion phase, the CO concentrations are sufficiently lower and the stack temperature is 

higher. In figure 2, it is also observed that O2 concentrations increase and CO2 concentrations decrease during 

the combustion phases. This might be explained by the combustion of volatiles at the start of the combustion 

phase followed by a combustion slowdown as the fuel amount decreases.  

 

 

FIGURE 2. Variation of gas concentrations of CO, CO2, O2 and stack temperature measured for t 

he 20 kW stove 

 

CO Emissions 

CO emissions are observed in the combustion of all carbonaceous fuels, as an intermediate product of the 

combustion process. It is the most important intermediate product of fuel conversion to CO2. It is oxidized to 

CO2 under appropriate temperature and oxygen availability and sufficient presence of OH radicals. Figure 3 

compares the CO emissions from all the measurements from both stoves with the required limit value (for 

Belgium) of standard NBN EN 13229 [14]. The CO emission values presented here are normalized to 13 vol % 

dry oxygen content. The error bars present the uncertainties of measurements calculated as the square root of the 

sum of the square of the standard error of mean (SEM) and the instruments’ error. Both stoves (except batch 1 

of the 20 kW stove) satisfied the required limit value of the standard. The results show that the CO emissions 

from all the batches varied from 450 to 1050 mg/Nm3 for the 10 kW stove and 690 to 1400 mg/Nm3 for the 20 

kW stove. 

 



 

 
(a) (b) 

FIGURE 3. Comparison of CO emissions with the Standard NBN EN 13329, (a) for the 10 kW stove, (b) for the 20 kW 

stove  

 

It is observed that the CO emissions with the 20 kW stove were higher than the 10 kW stove due to the 

differences in combustion chamber volume, fuel consumption and heat output. The average fuel load for each 

batch of the 20 kW stove (4.37 kg/batch) was about 2 times higher than the 10 kW stove (2.19 kg/batch). This 

can also be discussed in other ways. The higher air excess factor (λ=2.1) obtained in the 20 kW stove might 

have caused lower combustion temperature, leading to high CO emissions. On the other hand, a correctly 

matched air excess factor (λ=1.8) for the 10 kW stove created favorable combustion conditions leading to less 

CO emissions. No correlation was observed between CO emissions and minor modification of primary air flows 

into the combustion chamber. The higher CO emissions indicate poorer combustion conditions since these are 

related with incomplete combustion. Present results of the total CO emission are close to those reported in 

another study of a residential modern wood stove [15], while quite lower than those reported in other studies of 

wood modern stoves [9, 16-18]. 

 

Particle Mass Emissions 

Particle emission measurements were conducted for a total of 8 batches from two modern Belgian made 

modern wood stoves under standard laboratory condition. The flue gas velocities in the stack of the 10 kW and 

20 kW wood stoves were 0.47 m/s and 0.65 m/s respectively. The flue gas velocity in the nozzle was about 0.29 

m/s. This means that the PM measurements are sub-isokinetic and therefore PM10 fractions, are not included in 

this paper as the present work puts emphasizing on the very small particles. 

Figure 4 compares the particle mass concentrations of PM1 and PM2.5 fractions obtained from different 

batches of the 10 kW stove and 20 kW stove respectively. The error bars present the uncertainty of the 

measurements. It is observed from the Figure 3 that  PM1 fractions of all the batches of both stoves varied from 

106 to 327 mg/Nm3 while and PM2.5 fractions varied between 138-413 mg/Nm3. Batch 4 for the 10 kW stove 

and Batch 1 for the 10 kW stove emitted the lower PM emissions in the both fractions. The mass concentrations 

results obtained from the combustion experiments are little high when compared to the literature [8, 10], which 

may be due to the difference of the combustion technologies, the measurement protocols and the instruments 

used.  

The obtained results demonstrate quite some variation in the measured PM1 and PM2.5 values over time for 

the different batches, which is typical for the combustion of wood log stoves. PM1 concentrations of all the 



batches of the 10 kW stove accounted for 76.8 % of the PM2.5 concentrations, while 75.6% of the 20 kW stove, 

which are little lower values than the literature [8]. 

 
 

 
 

(a) (b) 

FIGURE 4. PM1 and PM2.5 emissions from different batches, (a) for the 10 kW stove, (b) for the 20 kW stove 

 

The PM1 and PM2.5 emissions from the 20 kW stove are much lower than the 10 kW stove. The average fuel 

consumption for each batch of the 10 kW stove is about one-half lower than the 20 kW stove, which might 

impact on particle emissions. Besides, the particle formation and emissions are related to various aspects such as 

combustion conditions, fuel properties, combustion appliances, air fuel ratio and combustion processes, etc. [2-

5, 13]. 

 

CONCLUSIONS 

The results presented in this paper show the CO and particle emissions from several batches of two 

commercially available Belgian made modern wood stoves. The combustion experiments were conducted in a 

laboratory of a stove manufacturing plant in Namur, Belgium. The following conclusions can be made from this 

study. 

• The CO emissions from all the batches varied from 450 to 1050 mg/Nm3 for the 10 kW stove and 690 to 

1400 mg/Nm3 for the 20 kW stove. The CO emissions from all batches of both stoves (with exception 

for the Batch 1 of 20 kW) satisfied the required limit value of the standard.  

• The results of CO emissions from the different combustion phases of the wood stoves demonstrate that 

detailing characterization of certain parameters could be useful for the improvement of the entire 

combustion process. CO emissions from small scale biomass combustion appliances can be reduced 

using flue gas cleaning technologies such as catalytic combustors. 

• PM1 fractions of all the batches of both stoves varied from 106 to 327 mg/Nm3 while and PM2.5 fractions 

varied between 138-413 mg/Nm3. The obtained results demonstrate quite some variation in the 

measured PM1 and PM2.5 values over time for the different batches, which is typical for the combustion 

of wood log stoves. 

• The results of our particle mass emissions were higher compared to similar work in the literature. 

Particle mass emissions can be reduced by installing electrostatic precipitators (ESPs) units in the stack. 

These systems have higher particle separation efficiency than the cyclones and wet scrubbers and use in 

the EU countries. However, such particle removal technologies are quite expensive for small scale 

applications. 
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Abstract.A high performance neutron diffractometer called Savar Neutron Diffractometer (SAND) was built and 

installed at radial beam port-2 of TRIGA Mark II research reactor at AERE, Savar, Dhaka, Bangladesh. Structural 

studies of materials are being done by this technique to characterize materials crystallograpohically and 

magnetically. The micro-structural information obtainable by neutron scattering method is very essential for 

determining its technological applications. This technique is unique for understanding the magnetic behavior in 

magnetic materials. Ceramic, steel, electronic and electric industries can be benefited from this facility for improving 

their products and fabrication process.This instrument consists of a Popovicimonochromator with a large linear 

position sensitive detector array. The monochromator consists of nine blades of perfect single crystal of silicon with 

6mm thickness each. The monochromator design was optimized to provide maximum flux on 3mm diameter 

cylindrical sample with a relatively flat angular dependence of resolution. Five different wave lengths can be 

selected by orienting the crystal at various angles. A sapphire filter was used before the primary collimator to 

minimize the first neutron. The detector assembly is composed of 15 linear position sensitive proportional counters 

placed at either 1.1 m or 1.6 m from the sample position and enclosed in a air pad supported high density polythene 

shield. Position sensing is obtained by charge division using 1-wide NIM position encoding modules (PEM). The 

PEMs communicate with the host computer via USB. The detector when placed at 1.1 m, subtends 30˚ (2) at each 

step and covers 120˚ in 4 steps. When the detector is placed at 1.6 m it subtends 20˚ at each step and covers 120˚ in 6 

steps. The instrument supports both low and high temperature sample environment. The instrument supports both 

low and high temperature sample environment. The diffractometer is a state-of-the art technology for diffraction 

study in our country.  

INTRODUCTION 

The Savar Neutron Diffractometer (SAND) is a High-resolution Position Sensitive Detector based 

Neutron Powder Diffractometer. The special features of SAND are as follows. It is equipped with- i) 

Primary Collimator and Fast Neutron Filter, ii) Monochromator Shield, iii) Monochromator Goniometer 

and Monochromator, iv) Monochromatic Beam Selector and Collimator, v) Monochromatic Beam 

Shutter and Neutron Monitor, vi) Diffractometer Arm and Sample Rotation Stages, vii) Position 

Sensitive Detector and Detector Shield, and viii) Air Pad Floor. These components are supported by the 

specially built electronic controls for the stepper motors that drive the monochromator goniometer and 

diffractometer movement on an air-pad floor. All of the devices are controlled by the Neutron 

Diffractometer Control System (NDCS) software supplied by IA that is hosted on the system control 

computer. The NDCS has tools for the analysis and display of diffractometer data, for the maintenance 

and alignment of the position sensitive detectors array, and for the maintenance of the diffractometer data 

archive. 
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FIGURE 1.  The principal components of SAND in relationto the 

reactor bay and an air conditioned control room 

SAND is additionally equipped with a helium cryo-refrigerator for carrying out experiments between 

room temperature to ~ 10 K. High temperatures (up to 600 C) measurement facility is also available in the 

SANDSystem. The major components of the SAND are described below. 

 

INSTRUMENT SYSTEMS 

 Primary Collimator and Neutron filter 

Fig. 3 below contains a drawing of the primary collimator. It consists of and 8″ OD outer aluminum 

tube which is welded to a 5.5″ OD inner tube. The inner tube has welded flanges at each end and top and bottom 

Swagelok fittings that can be used to fill and drain the inner volume with deionized water. The windows at each 

end of the inner volume have been thinned to 0.1″ to suppress absorption of thermal neutrons. A 5″ diameter, 6″ 

long single crystal sapphire crystal is mounted in the tapered section at the front (upstream) end of the 

collimator as a fast neutron filter. 

 

 
The space between the outer (8″OD) and inner (5.5″ OD) tubes is filled with RX277 neutron absorbing grout. 

The inner (5.5″ OD) volume can be filled with deionized water to provide an effective beam port shutter when 

the reactor is shut down. 

 

Primary Shield 
 

The primary shield for SAND consists of 7 steel jacketed, internally reinforced, heavy concrete filled 

blocks having appropriate sizes. The center block has a cavity that fits the Monochromator Mushroom (400 

 
FIGURE 2.  Electronic System of SAND 

 
FIGURE 3. Layout of the primary (in pile) collimator. 



 
FIGURE 5. The complete setup of the SAND at the reactor 

beam port. 

 

 

Lbs). The shield assembly is placed against a 68 x 68 x 1 in3 steel plate that is bolted to the reactor face leaving 

a 1 in space behind that is filled with RX277 neutron absorbing grout. The plate provides a surface reliably 

square and perpendicular to the primary beam tube. 

 

 Monochromator and Monochromator Goniometer 
 

The monochromator is fabricated from 9 single crystal silicon slabs 0.570 x 0.210 x 7.5 in3 that have 

been cut from the same 6 mm thick wafer of silicon. These blades are bent horizontally by a 4-point bending 

apparatus to a radius of 11.8 m. In the vertical direction, the blades are arranged in a polygonal approximation to 

the surface of a sphere of radius 1.76 m. Fig. 4 shows the monochromator and the monochromator goniometer. 

The monochromator is positioned with the bending screw at the top, appropriate for use of the (115), (113) and 

(335) reflections. The thickness, offset angle and bending radius of the silicon slabs have been calculated to 

optimize the intensity and diffractometer resolution for the (115) reflection of the monochromator at 97º take-off 

angle and a sample-monochromator distance of 1.90 m yielding a wavelength of 1.5656 A. 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 

 
 

Diffractometer and Air-Pad Floor 
 

The diffractometer is composed of two coaxially mounted Huber rotation stages mounted on a screw-

jack leveled base. A Huber 430 400 mm diameter stepper motor controlled stage is used for the Detector Arm 

(2Q) motion and a Huber 420 200 mm diameter stage for the sample rotation. Each of these is equipped with 

ROD1020 incremental optical encoder with 2500 increments per revolution and a Vexta stepper motor.The air-

pad floor consists of a screw-jack leveled slab of aluminum, 1.25″ thick covered by a 0.050″ thick layer of high 

pressure plastic laminate. The diffractometer base and air-pad floor are bolted together with heavy aluminum 

gussets and each of these must be leveled individually in order to fit properly together. The diffractometer base 

assembly also provides for the support of the arc-shield and the monochromatic beam line tubing. The 

arrangement of the diffractometer base and its connection to the air-pad floor is seen in Fig. 5. 

 

 
Sample Mounting Devices 

 
The SAND diffractometer is equipped with two systems for mounting samples on the diffractometer 

table. The first uses a collet chuck mounted Huber sample table to hold the sample rotator or other device for 

supporting samples at room temperature.This device is attached to the diffractometer table using two large Allen 

head screws. After starting the screws (but before tightening), the centering post, found in the tool cabinet inside 

a cardboard tube, is inserted through the open collet chuck and the base is moved around gently until the post 

slides into the table beneath. Also the accessories for mounting the sample in high temperature (600C) and very 

low temperature (10K) environments the necessary attachments are being supplied. Figs. 6 showthe available 

 

 
FIGURE 4.Monochromator assembly. 

 



sample mounting devices for room temperature, low temperature and for high temperature in SAND. A vacuum 

pump is needed for creating vacuum environment for high and low temperature studies, is also available as an 

attachment. 

 

 
 EXPERIMENTAL METHODS 

 Calibration 

For testing the performance of the diffractometer, first of all calibration of the instrument has been 

done by adjusting its various components and parameters. Finally diffraction measurement on standard ploy 

crystalline Ni powder was done to verify the diffraction pattern. Figs. 6(a-d) show the different steps of 

calibration. 

 
FIGURE 4.(a) Huber sample table   (b) Cryo refrigerator    (c) Vacuum pump        (d) High temp. furnace 

 

 

(a) 

 

(b)  

 

 

 
(c) 

 

 

 

 

 

(d)  

FIGURE 6. (a) Pulse Height Spectra, (b) Deviation curve fordetectortuning, (c) Cd mask pattern of detector 

tuning,  (d) ND Pattern taken from standard Ni powder. 



Case study-1:  Neutron Diffraction Study of MgCrxFe1-xO4 (x=0, 0.2, 0.4, 0.6, 0.8 

&1.0) Powder at Room Temperature 

As a case study,structural and magnetic 

characterizations of the spinel ferrite MgCrFeO4 

(for x=0) has been carried out at room temperature. 

The samples were prepared by conventional solid 

state sintering method in air at 1300°C.  X-ray 

diffraction experiments were carried out on all the 

samples in order to verify the crystalline form of 

the samples and to check whether it is in single 

phase or not. After confirming the crystalline and 

single phased sample Neutron diffraction study has 

been performed. The neutron diffraction patterns 

have been taken keeping the detector in both of the 

positions at 1.1 m and 1.6m from the sample 

position of SAND. Reactor power was kept 

constant at 2.4 MW which provided the beam of 

thermal neutronshaving the wave length   

=1.5656 Å. Different crystallographic and 

magnetic parameters of the sample have been determined by Rietveld data refinement program adopting 

FullProf and Rietan-2000 computer code [1-3]. The sample was found to be ferrimagnetic with spinel structure 

at room temperature. Here the data for only one sample, MgCrxFe1-xO4 (x=0), has been presented.The diffraction 

patterns obtained from the sample are shown in Fig.7 andFig. 8.  

 

 

 Analysis of the Results 

 
Rietveld refinement of the neutron 

diffraction data [1, 2] reveals that the sample 

possesses cubic symmetry corresponding to the 

space group Fd3m. The different 

crystallographic parameters and distribution of 

cations Mg, Cr and Fe on the tetrahedral (A 

site) and octahedral (B site) sites have been 

determined from the analysis of the neutron 

diffraction data in the Rietveld method. The 

fractional co-ordinates of oxygen (u) and the 

lattice parameter a, b, c, α, β and  have been 

determined. The measured values of oxygen 

position parameter u = 0.2577(8), lattice 

parameter a = b = c = 8.339960 Å   and α = β = 

 = 90o
. The magnetic structure of the sample 

has been found to be ferromagnetic. The 

moment distributions in the A and B sub 

lattices have been determined. The A site and 

B site moments were found to be 4.8476 and 

3.3582 Bohr magneton respectively. The fitted neutron diffraction patterns are shown in Fig. 7 and Fig. 8. 

Figures showed an excellent agreement between the observed (circles) and calculated (continuous line) profiles 

[4, 5]. The reliability (agreement) factors of the refinement were also very reasonable. They are: Rp(profile) = 

17.4, Rwp(weighted) = 18.8, Re(expected) = 18.1 and 2 = Rwp/Rp= 1.082 for Fig. 7.  And those for the Fig. 8 

were Rp(profile)= 20.1 Rwp(weighted) = 20.3 Re(expected) = 19.1 and 2 = Rwp/Rp= 1.134 

 
 

 

 
 

FIGURE 7. Fitted neutron diffraction pattern of MgCrxFe2-xO4 

            (x=0.0) at nearer position. 

 
 

FIGURE 8. Fitted neutron diffraction pattern of MgCrxFe2-xO4      

(x=0.0) at distant position. 



 CONCLUSIONS 

The performance of the SAND has been found quite satisfactory since it well-reproduced the 

diffraction data from standard Ni sample. All the components of SAND work very effectively and give the 

diffraction data in shorter time.  Neutron diffraction data have been taken for the sample MgCrxFe1-xO4 (x=0) at 

nearer (1.1m) and distant positions (1.6m), respectively. Time consumed for taking one set of data at nearer 

position was 4 hours and that for the distant position was 6 hrs. The obtained data were analyzed using 

Rietveld method. The well-known spinel structure with cubic symmetry was found in the specimen. At nearer 

position of the detectors the intensity is higher than that of the distant position but the resolution of the peak 

profile is better in the distant position. The SAND is completely fit for neutron diffraction study for different 

kind of samples such as- metal, metallic alloys, ceramic and other composite materials.  
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Abstract. In the present study the parametric analysis of Wire EDM was performed on material removal rate (MRR) and kerf 

width of tool steel by using response surface method (RSM) and analysis of variance (ANOVA) technique. This work studies 

the effect on MRR (mm3/min.) and kerf width (mm) by changing the machining parameters like pulse peak current (IP),  pulse–

on time (Ton), pulse-off time (Toff) and servo voltage (SV).  Square and interaction effects of mathematical models have been 

found between the machining parameters and the output responses like MRR and kerf width. Response surfaces are found to 

be close to the experimental values.   

 INTRODUCTION 

There has been multitudinous progress over the decades in the field of materials science and non conventional 

machining, innovation of new technologies as well as need for better performances of existing technologies demands 

much more from the material-machining-characterization. These materials are either traditional materials with 

enhanced properties or newly developed materials with high-performance capabilities. Today’s manufacturing 

industry has been facing challenges from these advanced and modern ‘difficult-to-machine’ high precision, high 

surface quality, complex shaped materials and very high machining cost. Some materials play a vital role in modern 

manufacturing industries like aircraft, automobile, tool, die-punch, and mould making industries [1]. The improved 

physical, chemical, and mechanical properties of these materials have yielded enormous economic benefit to the 

manufacturing industries through improved product performance and design. Traditional machining processes has 

been failed to machine such materials economically therefore they are increasingly being replaced by nonconventional 

machining process. WEDM is an important process, effectively applied for the machining of such materials, precisely 

and cost-effectively. The main mechanism of metal removal in WEDM constitutes the erosion due to spark generated 

between tool and work-piece submerged in a liquid dielectric medium.  The sparks generated between the gap of tool 

and work-piece removes the material with the help of de-ionized water, which flushes all the debris of eroded material 

[2, 3]. Since no cutting forces are present, WEDM is ideal for delicate parts. There has been no mechanical contact 

between the wire and work-piece. WEDM is a process of machining electrically conductive materials by using 

preciously controlled sparks that occurs between an electrode and a work-piece in presence of a dielectric fluid [4].  

WEDM has been well established technique used in modern manufacturing industry to produce high quality 

machining of all types of electrically conductive materials, alloys and even ceramic materials, of any hardness with 

intricate shape, and profile which would have been difficult to manufacture by conventional machining [5]. The 

efficiency of any non-conventional machining considered less in comparison to conventional machining performances 

of any process is characterized by its product quality and productivity i.e material removal amount. MRR is expressed 

as the material removal rate resulted from various machining operations. WEDM process has been employed as quite 

demanding machining but the mechanism of process is complex and far from completely understood. Therefore, it is 

hard to establish a model that can accurately predict the responses (MRR, kerf width etc) by correlating the process 

parameter, though several attempts have been already employed. The important concern is the optimization of the 

process parameters such as pulse peak current intensity (IP), pulse on duration (Ton), pulse-off time (Toff) and servo 

voltage (SV) to minimize kerf width and simultaneously improving MRR. Many attempts had been made for modelling 

of WEDM process and investigation of the process performance to improve the surface quality and MRR are still 

challenging problems, which restrict the expanded application of the technology [6]. Kerf width (cutting width) is one 

of the important performance measures in WEDM. It determines the dimensional accuracy of the finishing part. Kerf 

380

mailto:ngroywedm@gmail.com


width depends mainly on the machining parameters. Kerf width is the measure of actual gap between two sides of the 

wire i.e. diameter of the EDM wire plus the overcut. The wire–workpiece gap usually ranges from 0.025 to 0.075 mm 

and is constantly maintained by a computer controlled positioning system. The outcome of this study would add to 

the database of the WEDM machinability of this particular steel and also would be extremely useful for the machinist 

as the technology charts for WEDM being difficult to available. Pradhan and Biswas [6] presented a neuro-fuzzy 

model to predict MRR of AISI D2 tool steel with IP, Ton and duty cycle (τ) as process parameter. The model predictions 

were found to be in good agreement with the experimental results. Kanagarajan et al. [7] had chosen IP, Ton, electrode 

rotation, and flushing pressure as design factor to study the EDM process performance such as SR and MRR on 

Tungsten carbide/cobalt cemented carbide. The most influential parameters for minimizing the SR have been identified 

using the RSM and experimentally verified by conducting confirmation experiments. Jaharah et al. [8] investigated 

the machining performance such as SR, electrode wear rate and MRR with copper electrode and AISI H3 tool steel 

workpiece and the input parameters taken are IP, Ton, and Toff. The optimum condition for Ra was obtained at low IP, 

low Ton and Toff and concluded that the IP was the major factor effecting both the responses, MRR and Ra.  

 

The prime advantage of employing RSM is the reduced number of experimental runs required to generate sufficient 

information for a statistically adequate result. Many researchers have applied RSM successfully to manufacturing 

environments. Kuppan et al. [9] derived mathematical model for MRR and average Ra of deep hole drilling of Inconel 

718. The experiments were planned using CCD and RSM was used to model the same. It revealed that MRR has been 

more influenced by pulse peak current and duty factor, and the parameters were optimized for maximum MRR with 

the desired Ra value using desirability function approach. Chiang [10] had explained the influences of IP, Ton, τ and 

voltage on the responses; MRR, electrodes wear ratio, and Ra. The experiments were planned according to a CCD and 

the influence of parameters and their interactions were investigated using ANOVA. Erzurumlu et al. [11] have 

developed a RSM model and compared with the artificial neural network model. Pradhan et. al. [12] however applied 

RSM model to estimate the influence of process parameters on material removal rate.  
 

From the above researches, it can be seen that very few works has been reported yet relating to modeling of kerf 

width and MRR on the experimented sample of which chemical composition is shown in Table 1. The modeling done 

after machining the sample by WEDM using RSM and CCD which make it possible to explain the variability 

associated with each of the technological variables studied. 
 

Table 1: Chemical composition of experimented steel sample (wt.%) 

Material C Cr Mn Ni Mo W Si V 

Tool Steel 0.96 1.54 0.43 0.09 0.05 0.14 0.12 0.01 

RESPONSE SURFACE METHODOLOGY (RSM) 

RSM has been considered as a collection of mathematical and statistical techniques that are useful for 

modelling and analysis of problems in which output or response has been influenced by several input variables at 

different levels depicted in Table 2. The objective is to find the correlation between the Design of Experiments (DOE) 

methods used to approximate an unknown function for which only a few values are computed as in Table 3. These 

relations are then modelled by using least square error fitting of the response surface. A Central Composite Design 

(CCD) is used since it gives a comparatively accurate prediction of all response variable averages related to quantities 

measured during experimentation [13]. CCD offers the advantage of those certain level adjustments which have been 

acceptable. In CCD, the limits of the experimental domain to be the response and the variables investigated [14]. It is 

one of explored and are made as wide as possible to obtain a clear response from the model. The Ton (the first digit of 

the three digit value used as machine control prefix), Toff, Ip, and SV are the machining variables selected for this 

investigation. 
Table 2: Different process variables with their levels 

 

Variable Parameters (Units) Level 1 Level 2 Level 3 Level 4 Level 5 

Ton (μs) 104 110 116 122 128 

Toff (μs) 50 53 56 59 62 

IP (A) 90 120 150 180 210 

SV (V) 10 15 20 25 30 

 
TABLE 3. DOE by RSM with Machine Inputs and Response parameters  



 
Sl. No. Ton Toff IP SV MRR Kerf  Width 

1  116 62 150 20 0.8795 0.2715 

2  110 59 180 25 0.6284 0.3558 

3  122 53 120 15 1.4371 0.3312 
4  116 56 150 20 0.8663 0.2964 

5  116 56 210 20 1.0365 0.3432 

6  116 56 150 20 0.8288 0.2991 
7  116 56 90 20 0.8943 0.2997 

8  110 59 120 15 0.5345 0.2820 

9  116 56 150 30 0.6672 0.2982 
10  122 53 180 25 0.9821 0.2661 

11  122 53 180 15 1.3918 0.3009 
12  116 56 150 20 0.7563 0.2883 

13  110 59 120 25 0.5480 0.3030 

14  116 56 150 20 0.7383 0.2925 
15  116 56 150 20 0.7812 0.3066 

16  116 56 150 10 0.9703 0.3306 

17  122 59 180 15 1.0975 0.2916 

18  122 59 120 15 0.9907 0.2814 

19  122 59 120 25 0.9191 0.2706 

20  110 53 120 25 0.5695 0.2751 
21  110 59 180 15 0.5318 0.3222 

22  122 59 180 25 0.9019 0.2955 

23  116 56 150 20 0.8037 0.2895 
24  110 53 180 15 0.5475 0.2844 

25  110 53 180 25 0.5417 0.2889 

26  110 53 120 15 0.5754 0.2768 
27  116 56 150 20 0.7686 0.3081 

28  122 53 120 25 0.9885 0.2709 

29  128 56 150 20 1.1164 0.2734 
30  116 50 150 20 0.9105 0.2676 

31  104 56 150 20 0.2444 0.2766 

 REGRESSION ANALYSIS 

The second-order model is normally used when the response function is not known or nonlinear. In the present 

study, a second-order model has been utilized. The experimental values are analyzed and the mathematical model is 

then developed that illustrate the relationship between the process variable and response. The second-order model in 

equation 1 explains the behaviour of the system. 
 

 𝑌 = 𝛽0 + ∑ 𝛽𝑖𝑥𝑖
𝑘
𝑖=1 + ∑ 𝛽𝑖𝑖𝑥𝑖2

𝑘
𝑖=1 + ∑ ∑ 𝛽𝑖𝑗𝑥𝑖𝑥𝑗

𝑘
𝑗=2

𝑘−1
𝑖=1 + 𝜀             (1) 

 

where, Y used as the corresponding response, Xi as input variables, 𝑋𝑖
2 and XiXj are the squares and interaction terms, 

respectively, of these input variables. The unknown regression coefficients are βo, βi, βij and βii and the error in the 

model is depicted as 𝜀. 

Regression Model of MRR 

Based on the experimental data gathered, statistical regression analysis enabled to study the correlation of process 

parameters with the MRR. Both linear and non-linear regression models were examined; acceptance was based on 

high to very high coefficients of correlation (R) calculated. In this study, for four variables under consideration, a 

polynomial regression has been used for modeling. For simplicity, a quadratic model of MRR is proposed and can be 

written as shown in Equation 2.  

 
𝑀𝑅𝑅 = −26.51 + 0.4630 ∗ 𝑇𝑜𝑛 − 0.027 ∗ 𝑇𝑜𝑓𝑓 − 0.0244 ∗ 𝐼𝑃 + 0.1094 ∗ 𝑆𝑉 − 0.000847 ∗ 𝑇𝑜𝑛 ∗ 𝑇𝑜𝑛 + 0.00257 ∗ 𝑇𝑜𝑓𝑓 ∗ 𝑇𝑜𝑓𝑓 + 0.000045 ∗

𝐼𝑃 ∗ 𝐼𝑃 + 0.000164 ∗ 𝑆𝑉 ∗ 𝑆𝑉 + 0.003121 ∗ 𝑇𝑜𝑛 ∗ 𝑇𝑜𝑓𝑓 + 0.000006 ∗  𝑇𝑜𝑛 ∗ 𝐼𝑃 − 0.002550 ∗ 𝑇𝑜𝑛 ∗ 𝑆𝑉 + 0.000191 ∗ 𝑇𝑜𝑓𝑓 ∗ 𝐼𝑃 + 0.00297 ∗

𝑇𝑜𝑓𝑓 ∗ 𝑆𝑉 − 0.000001 ∗ 𝐼𝑃 ∗ 𝑆𝑉                   (2) 



 Regression Model of Kerf Width 

The second order quadratic fit model of Kerf Width proposed has been shown in equation 3. 

 
𝐾𝑒𝑟𝑓 𝑊𝑖𝑑𝑡ℎ =  −7.90479 + 𝑇𝑜𝑛 ∗ 0.0821091 + 𝑇𝑜𝑓𝑓 ∗ 0.132088 − 𝐼𝑃 ∗ 0.00305075 −  𝑆𝑉 ∗ 0.005198 − 𝑇𝑜𝑛 ∗ 𝑇𝑜𝑛 ∗ 1.61558𝐸 − 04 −

𝑇𝑜𝑓𝑓 ∗ 𝑇𝑜𝑓𝑓 ∗ 7.97619𝐸 − 04 + 𝐼𝑃 ∗ 𝐼𝑃 ∗ 6.44048𝐸 − 06 + 𝑆𝑉 ∗ 𝑆𝑉 ∗ 0.000161357 − 𝑇𝑜𝑛 ∗ 𝑇𝑜𝑓𝑓 ∗ 5.82639𝐸 − 04 − 𝑇𝑜𝑛 ∗ 𝐼𝑃 ∗ 3.97222𝐸 −

05 − 𝑇𝑜𝑛 ∗ 𝑆𝑉 ∗ 3.32083𝐸 − 04 + 𝑇𝑜𝑓𝑓 ∗ 𝐼𝑃 ∗ 9.84722𝐸 − 05 + 𝑇𝑜𝑓𝑓 ∗ 𝑆𝑉 ∗ 0.000583 + 𝐼𝑃 ∗ 𝑆𝑉 ∗ 2.45833𝐸 − 05           (3) 

 

The coefficients of regression model can be estimated from the experimental results by regression analysis with 

the software MINITAB (ver.16). The interaction and square effects have been presented in the Table 4, 5 and the 

mathematical relationship between the output response and the input parameters has been established by the equations 

2, 3.  
 

Table 4: Analysis of Variance for Kerf Width                                                                       Table 5: Analysis of Variance MRR                                                                                        
 

Source DF Adj SS Adj MS P- Value 

Model 14 0.014223 0.001016 0.000 

Linear 4 0.003057 0.000764 0.000 

Ton 1 0.000311 0.000311 0.041 

Toff 1 0.000557 0.000557 0.009 
 IP 1 0.001690 0.001690 0.000 

 SV 1 0.000499 0.000499 0.013 

 Square 4 0.004302 0.001075 0.000 
Ton*Ton 1 0.000967 0.000967 0.001 

Toff*Toff 1 0.001474 0.001474 0.000 

IP*IP 1 0.000961 0.000961 0.001 
SV*SV 1 0.000465 0.000465 0.015 

Interaction 6 0.006865 0.001144 0.000 
Ton*Toff 1 0.001760 0.001760 0.000 

Ton*IP 1 0.000818 0.000818 0.002 

Ton*SV 1 0.001588 0.001588 0.000 
Toff*IP 1 0.001257 0.001257 0.000 

Toff*SV 1 0.001225 0.001225 0.000 

IP*SV 1 0.000218 0.000218 0.082* 

 

RESULTS AND DISCUSIONS 
 

The standard errors on estimation of the coefficients has been tabulated in the column ’SE coefficient’. The factors 

having p-value more than 0.05 are considered insignificant (shown with ‘*’symbol in p-column). The mathematical 

model made to represent MRR depicts that linear terms of IP, Ton, Toff, SV alongwith square and interaction terms of 

inputs have been the most influencing parameters in order of significance except the interaction plot IP*SV (p-value 

0.082*).  

 

The ANOVA coefficient as in Table 6 for the quadratic model depicts the value of Coefficient of determination 

R2 as 96.85%, which shows significant value that how much variation in the response is explained by the model. The 

higher of R2, indicates the better fitting of the model with the data. However, for kerf width R2 is 93.36%, which 

accounts for the number of predictors in the model describes the significance of the relationship. It is important to 

check the adequacy of the fitted model, because an incorrect or under-specified model can lead to misleading 

conclusions. By checking the fit of the model one can check whether the model is under specified. The model adequacy 

checking includes the test for significance of the regression model, model coefficients, and lack of fit, which is carried 

out subsequently using ANOVA on the model. The fit summary recommended by the R2-adjusted that the quadratic 

model is statistically significant for analysis of MRR and kerf width both. 
Table 6: ANOVA coefficients and sum of error 

 

Responses   S     R-sq(%) R-sq(adj) (%) Total Error 

MRR 0.0625        96.85 94.09% 16 

Kerf Width 0.0079      93.36% 87.54% 16 
 

Source DF Adj SS Adj MS P- Value 

Model 14 1.91877 0.13705 0.000 

 Linear 4 1.64116 0.41029 0.000 

 Ton 1 1.48793 1.48793 0.000 

Toff 1 0.03712 0.03712 0.007 
IP 1 0.00494 0.00494 0.277* 

SV 1 0.11116 0.11116 0.000 

Square 4 0.09696 0.02424 0.003 

Ton*Ton 1 0.02660 0.02660 0.019 

Toff*Toff 1 0.01532 0.01532 0.065* 
IP*IP 1 0.04749 0.04749 0.003 

SV*SV 1 0.00048 0.00048 0.730* 

Interaction 6 0.18064 0.03011 0.001 
 Ton*Toff 1 0.05050 0.05050 0.002 

 Ton*IP 1 0.00002 0.00002 0.950* 

 Ton*SV 1 0.09365 0.09365 0.000 
 Toff*IP 1 0.00471 0.00471 0.288* 

 Toff*SV 1 0.03177 0.03177 0.012 

 IP*SV 1 0.00000 0.00000 0.994* 



The effect of the machining parameters (Ip, Ton Toff and SV) on the response variables SR have been evaluated by 

conducting experiments as described in the previous section and analysed by using MINITAB 16. ANOVA has   been 

employed to check the sufficiency of the second-order model. Since all the points on plot come close to form a straight 

line, it implies that the data are normal. It can be seen that the regression model is reasonably well fitted with the 

observed values. In addition figure 1 (a) and (b) depicted the trend analysis plot of the MRR and Kerf Width illustrates 

that the increase in Ton, discharge energy produced will be higher; this results in increased MRR and minimizes kerf 

width. Increasing the pulse-on time and peak current increases the number of electrons striking the work surface thus 

eroding out more material from the work surface per discharge. 
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FIGURE 1. (a) Trend analysis plot of MRR vs No. of experiments, (b) Trend analysis plot of Kerf width vs No. of experiments 
 

     The main effect plots figure 2 (a) and (b) show the relation to the process parameters of IP, Ton, Toff and SV with 

MRR and kerf width. It can be seen from the figure 2(a) MRR tends to increase significantly with the increase in Ton 

and similar rate of decreased value of SV. From this observation it can be concluded that the Ton is directly and SV is 

inversely proportional to MRR for the given range of experiment conducted. In case of IP and Toff the values acted 

indifferently for any value of MRR. In figure 2(a) the main effect plot has been shown that the However, the MRR 

tends to increase with increase in Ton, especially at higher IP. It can be noted from the main effect plot figure 2 (b) that 

the kerf width increased with increase of Ton first then decresed abruptly and reached maximum value at 128 µm. It 

has been observed that kerf width is low at Ton =104 µS and Toff = 50 µS, followed by gradual increase in kerf width 

and then decrease maximum at the highest level of Ton and Toff. The IP characteristics acted exactly opposite in nature 

of the Toff characteristics. kerf width observed maximum at minimum value of SV=10 V then reached minimum value 

of kerf width at SV=25 V and finally the slope of curve shown increasing in nature. 
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  Fig. 2 (a) Main effect plot of MRR (in Y – axis), (b) Main effect plot of Kerf Width (in Y - axis) with the input parameters (in X –axis) 

 CONCLUSIONS 

In the present study, the process parameters with significant influence on MRR and Kerf Width were determined 

by using RSM. A second order response model of these parameters are developed and found that Ton, Toff and SV 

significantly affect the MRR compared to the pulse peak current. The response model of the input parameters 

developed for Kerf width found quite significant except only one interaction term IP*SV (P- value 0.137).  The most 

high value of MRR has been achieved at Ton=128 µS, Toff= 50 µS, IP= 210 A and SV=10 V.  The lowest value of kerf 



width achieved at Ton=128 µS, Toff= 50 µS, IP= 120 A and SV=25 V within the experimental domain. The research 

findings of the present study based on RSM models can be used effectively in machining of the commercially available 

tool steel in order to obtain best possible WEDM efficiency.  

 REFERENCES 

1. G. Selvakumar, G. Sornalatha, S. Sarkar, S. Mitra, “Experimental investigation and multi-objective optimization 

of wire electrical discharge machining (WEDM) of 5083 aluminum alloy”, Trans. Nonferrous Met. Soc. China 

24,  373_379, (2014) 

2. M. Durairaj, D. Sudharsun, N. Swamynathan, “Analysis of Process Parameters in Wire EDM with Stainless Steel 

using Single Objective Taguchi Method and Multi Objective Grey Relational Grade”, International Conference 

on Design and Manufacturing, IConDM 2013, Procedia Engineering 64,    868 – 877, ( 2013 ) 

3. Neeraj Sharma, Ajit Singh, Renu Sharma, Deepak, “Modelling the WEDM Process Parameters for Cryogenic 

Treated D-2 Tool Steel by integrated RSM and GA” Procedia Engineering 97, 1609 – 1617, ( 2014 ) 

4. K.H. Ho, S.T. Newman, S. Rahimifard, R.D. Allen, State of the art in wire electrical discharge machining 

(WEDM), Int. J. Machine Tools Manuf. 44 ,1247-1259, (2004) 

5.  Brajesh Kumar Lodhi, Sanjay Agarwal, “Optimization of machining parameters in WEDM of AISI D3 Steel 

using Taguchi Technique”, Procedia,  CIRP 14 , 194 – 199,( 2014 ) 

6.   M. K. Pradhan, R. Das, and C. K. Biswas, “Comparisons of neural network models on surface roughness in 

electrical discharge machining,” Proceedings of the Institution of Mechanical Engineers, Part B: Journal of 

Engg Manufacture, vol. 223,  JEM1367 , (2009) 

7.   D. Kanagarajan, R. Karthikeyan, K. Palanikumar, and P. Sivaraj, “Influence of process parameters on electric 

discharge machining of WC/30%Co composites,” Proceedings of the Institution of Mechanical Engineers, Part 

B: Journal of Engineering Manufacture, vol. 222, no. 7, pp. 807–815, (2008). 

8.  A. Jaharah, C. Liang, A. Wahid, S.Z., M. Rahman, and C. Che Hassan, “Performance of copper electrode in 

electical discharge machining (edm) of AISI H13 harden steel,” Int. Journal of Mechanical and Materials 

Engineering, vol. 3, no. 1, pp. 25 -29, (2008). 

9.  P. Kuppan, A. Rajadurai, and S. Narayanan, “Influence of EDM process parameters in deep hole drilling of 

Inconel 718,” International Journal of Advance Manufacturing Technology, vol. 38, pp. 74–84, (2007). 

10.  K. Chiang, “Modeling and analysis of the effects of machining parameters on the performance characteristics 

in the edm process of Al2O3+TiC mixed ceramic,” International Journal of Advanced Manufacturing 

Technology, vol. 37, no. 5-6, pp. 523–533, (2008) 

11.  O. H. Erzurumlu, T., “Comparison of response surface model with neural network in determining the surface 

quality of moulded parts,” Materials and Design, vol. 28, no. 2, pp. 459–465, (2007). 

12.  Mohan K Pradhan*, Chandan K. Biswas, “Investigations into the effect of process parameters on MRR in EDM 

of AISI D2 steel by response surface methodology”, Journal of Mechatronics and Intelligent Manufacturing 

(JoMIM), Vol. 1, Issue No.3-4, , Sp. Issue , (2010). 

13.  R. L. Mason, R. F., D. Gunst, Texas, and J. L. Hess., “Statistical Design and Analysis of Experiments With 

Applications to Engineering and Science”, 2nd Edition, A John Wiley & sons publication, pp. 582-585(2003). 

14.  D. C. Montgomery, “Design and analysis of experiments,” 8th Edition, John willy and Sons Inc., pp. 501-510 

(2013). 

 

 

 



Investigation On The Properties Of Denim Garment Treated 

With Indigofear Tinctoria And Natural Reducing Agent  

Delwar Hossain1,a) , Mashiur Rahman Khan2 and Zulhash Uddin 3 

1Department of Textile Engineering, Dhaka University of Engineering and Technology, Bangladesh 
2Department of Apparel Manufacturing Engineering, Bangladesh University of Textiles, Bangladesh 

3Faculty of Textile Chemical Processing Engineering and Applied Science, Bangladesh University of Textiles, 

Bangladesh 

a)Corresponding author: delwar@duet.ac.bd

Abstract. The durability is one of the most important properties of denim garment demanded by user and consumer. The 

durability is directly influenced by the mechanical properties of denim garment. The aim of this work is to study the effects 

of dyeing denim with natural indigo dye (Indigofear tinctoria) reduced by natural reducing agent (Date palm) compare to 

conventional dyeing  process. Denim garment properties such as seam performance, stiffness, strength and drapability of 

denim is measured and evaluated. The results showed that the denim samples dyed with indigofear tinctoria reduced by 

natural reducing agent  has higher mechanical properties than denim dyed with conventional process. The morphological 

changes of the fibres in the denim garment were studied by using Scanning Electron Microscope (SEM). Chemical analysis 

also done through Fourier Transform Infrared Spectroscopy (FTIR). 

INTRODUCTION 

       The growing public awareness has been expressed through an expanding premium market for goods & services 

that carry “Natural” or Eco-safe or “Green” or similar labels [1, 2]. Considerable chemical load in the wastewater 

results from the dyeing step, where dyestuff and specific chemicals are used to fix the dyestuff on textiles. For this 

reason, the use of eco-friendly natural dyes is getting more interests [3-5] and the use of low environmental impact 

biotechnology [6] gives rise to new sustainable technology. In case of indigo dye, the released dye bath contains 

reducing agents, alkali and other auxiliaries. Strong reducing agents are required to convert the indigo dye into the 

alkali soluble leuco-form to enable adsorption and diffusion into the fiber. The most widely used reducing agent for 

industrial indigo dyeing is sodium dithionite (Na2S2O4) due to its powerful reduction power. However, the generation 

of non-renewable oxidation products such as sulfite and sulfate causes various problems in the disposal of the dyeing 

bath and the washing water. It is not possible to regenerate dithionite up to now, so the used dye bath has to be 

discharged into the wastewater [7]. Indigo is one of most important vat dyes in textile industry, with the current annual 

world consumption including other vat dyes, 33 million kilograms. It is used extensively today for dyeing cotton yarn 

in the manufacture of denims and blue jeans. It is a challenging task to develop cleaner processes for indigo dyeing 

due to the global trend of sustainability and the environmental concerns. The improvement of indigo dyeing  process 

by eliminating or minimizing the production of inorganic waste from chemical reducing agents, can be made by many 

methods, such as the use of iron (II) complexes (gluconic acid complexes) [8], organic reducing agents [9], biological 

reduction [10], and electrochemical reduction [11,12,13]. However, most of these methods are not deemed satisfactory 

because of technical and economic limitations. Considering high starch content of banana peel we explored to use 

banana peel, extract as a biodegradable reducing agent to replace sodium dithionite for developing a greener indigo 
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dyeing process [14].Like this only few research has been carried out. The modification in the process of application 

of natural indigo dyes to replace the reduction by sodium dithionite with natural, eco-friendly reducing system that 

should give similar color value with better durability of garments. In this paper it was aimed to apply locally available 

sweetened fruit Date palm as a reducing agent on natural indigo dye (Indigofear Tinctoria) & examined their 

performance in comparison with traditional sodium dithionite based indigo dyeing on the basis of  different mechanical  

properties. In addition we tried to analyze the morphological changes of fiber in the fabric by using Scanning Electron 

Microscope(SEM).Also analyze the reduction agent solution by chemical analysis through Fourier Transform Infrared 

Spectroscopy (FTIR). 

EXPERIMENTAL 

 Materials 

Indigo Dyes & reducing agents 

 

The commercially available natural indigo used in this study was extracted from Indigofera tinctoria, Brand- 

Living blue. The synthetic vat dye was collected from BASF. Natural reducing agent (Date) collected from a joydebpur 

fruit market. 

Fabric Specification 

TABLE-1.  Fabric specification 

Characteristics Cotton 

Yarn count (Tex) Warp 12 

Weft 08 

Ends per inch 120 

Picks per inch 62 

Weave 3/1 (Twill) 

 

Methods 

 Extraction of Reducing Agents 

At first natural reducing agent(Date palm) was collected from a local fruit market and chopping into small 

pieces. One liter natural reducing agent can produce of synthesis from 200 gram fruits peel. The fruit peels were boiled 

for 30 min to obtain extracts. The extract was filtered and preserves the extract as a liquid form in a suitable jar in a 

room temperature. 

 

Dyeing 

Conventional process 

Pretreated samples were treated using fixed amount of natural indigo dye of 10 gm/l. This dyeing process 

conducted in dyeing solution containing Ethanol-8gm/l,Na2S2O4-10 gm/l,Na2CO3-10gm/l and material to liquor ratio 

1 :25 in laboratory scale. The process was carried out at temperature 50C for 30 min. 

 

Experimental process 

Pretreated samples were treated using fixed amount of natural indigo dye of 10 gm/l.This dyeing process 

coducted in dyeing solution containing Ca(OH)2-15 gm/l,Natural Reducing agent -10gm/l and material to liquor ratio 



1 :25 in laboratory scale.The process was carried out at temperature 30⁰C for 30 min. 

Depth of Shed (K/S value) 

The K/S value at 650 nm was determined by Data Color spectrophotometer. The dyed samples using reducing 

agents such as sodium dithionite ,natural reducing agent (Date palm)were folded four times & after calibration of Data 

Color spectrophotometer was exposed and the values of samples was taken. 

SEM study 

Scanning electron microscopic studies were carried out for the natural indigo dyed samples with different 

reducing agents like, sodium dithionite & natural reducing agent (date palm) using JEOL 6360 microscope,Japan.It 

has operated in the range of different wave lengths & magnitude dimensions(35x,500x,1000x,2000x) 

Testing and Analysis 

         To obtain and analysis the results treated samples were tested using Universal testing machine ( Brand: 

Testometric, Model-M250-3CT, Origin: India);Fabric drape tester( Model M213, Brand –SDL ATLAS, Origin-

UK),Fabric stiffness tester (Model-M003B,Brand:mesdan,Origin-UK). Tensile strength and elongation at break was 

determined by using fabric strength tester according to ASTM-D-5034 test method. Fabric stiffness measured 

according to ASTM D1388 method using cantilever stiffness process also fabric drapeibility was tested according to 

Cusick Drape test (BS 5058) method .Seam performance was analyzed according to ASTM-D1083-04. 

RESULT AND DISCUSSION 

Depth of Shade 

The depth of shade of cotton fabric dyed with natural indigo dye using sodium dithionite and natural reducing 

agent (date palm ) is shown in Table. 2 The k/S value at 650 nm for indigo dyed fabric using sodium dithionite is 

13.2(strength 50.36), for dyed fabric using natural reducing agent(Date Palm) is 13.9 (strength 104.67).Hence the 

depth of shade of cotton  fabric dye  with natural indigo dye using natural reducing agent shows deeper shade then 

dyed samples using sodium dithionite.  

TABLE 2: Colour measurement of  different sample 

Samples K/S value Color strength difference F% W% (100-F%) 

Conventional Process  13.2 50.36 59.75 40.25 

Experimental Process 13.9 104.67 52.56 47.44 

 

3.2. Effect of reducing agents on the mechanical properties of dyed samples 

3.2.1. Analysis of Fabric strength 

By analysis the beheviour under stress the sample treated with natural indigo dye with naturul reducing agent 

shows significal strength properties in both warp and weft direction relate to samples dyed by natural indigo dye with 

sodium dithionite.Warp strength is better in case of sample NN,where as in SS sample the strength shows same results 

(Fig.2 a).The elongation is higher in both warp and weft yarn for sample which is treated with natural reducing agent 

reather  then the sample treated with sodium dithionite during dyeing as areducing agent (Fig.2 b).In case of NN 

sample the value of elongation at breake is higher in weft side then the warp side. During weaving cotton fabrics were 

subjected to considerable tensions, particularly in the warp direction. In subsequent finishing processes such as 

calendaring this stretch was increased and temporarily set in the fabric. The fabric is then in a state of dimensional 

instability [15]. Subsequently when the denim garment was thoroughly wetted in dyeing solution, it tended to revert 

its more stable dimensions which results in the contraction of the yarns. This effect is usually greater in the warp 

direction than in the weft direction. This is known as relaxation shrinkage [15]. Due to relaxation  

 



 

shrinkage, PPI (picks per inch) was increased than untreated samples, as a result fabric elongation can be more. 

But in NS sample during dyeing the set of weft yarn may be effected by dyeing solution which containe strong alkali 

sodium dithionite as a result its hydrolyse the weft yarn and shows less strength compare to NN sample. 

 

 
 

** NN= Dyed sample using natural indigo dye with natural reducing agent(date palm); NS= Dyed sample using natural indigo dye with  sodium 

dithionite.    

FIGURE. 2. a) Strength of  of dyed fabric  using  different reducing agents b) Elongation of dyed samples 

 

Seam performance analysis 

Seam performance is a major indicator of garments durability. The seam performance was analyse by identifying the 

seam strength and unseam strength .The results(Table. 3) shows that the NN samples shows better and higher result 

compare to NS sample. 

TABLE.3 Determination of seam strength 

Test no. Process Width (mm) Seamed strength (kgf) Unseamed strength 

(kgf) 

1 Natural indigo dye +Natural reducing agent 
(NN)  

6 20.98 94.47 

2 Natural indigo dye +Sodium dithionite (NS) 6 19.55 55.01 

 

Analysis of Mechanical Properties 

To determine the mechanical properties, Fabric stiffness and fabric drapebility were tested. In both case its seems 

that bending length (CMS) valued low for NN samples 1.36 where as for NS sample it is 1.51.Its indicates that the 

NN sample is more softer then NS sample. For drapeibility, the drape co-efficient is 91.20% for NS sample and 

89.50% for NN sample. This results(Table. 4) disclosed that the sample dyed with natural indigo dye using natural 

reducing agent impart higher drapeibility compare to sample dyed with natural indigo dye using sodium dithionite. 

TABLE .4 Determination of  fabric stiffness and fabric drapeibility 

Mechanical Properties Unit With Natural Reducing 

agent(NN) 

With Sodium dithionite(NS) 

Fabric Stiffness Bending Length(CMS) 1.36 1.51 

Fabric drapeibility Drape Co-efficient (%) 89.50 91.20 

 

3.2.4. Elemental analysis by FTIR 

An intense C-S stretching mode can be observed at 1027 cm-1 confirming the presence of carbon-sulfur compound 

as a result sodium dithionite produce hazardous organic residual wastes(fig.3 a).[16] where  as  -N-H and O-H 

stretching mode were observed at 1636.62, 3450.01 & 2943.25 cm-1 in date palm reducing agent (fig.3. b)  as more 

a b 

 

  

a b 



prominent with some other waves as 2062.19 and 1079.48 evident the presence of =C-H,-C=O. So it is clear that date 

palm is more eco-friendly then sodium dithionite as a reducing agent for natural indigo dye. 

 

 

 

 

 

 

 

 

 

 

SEM analysis 

Effect of Natural indigo dye reduction with natural reducing agent (Date palm): The morphological of the dyed cotton 

fabric  was examined by scanning electron microscopy (SEM) on the samples using Date palm  and sodium dithionite 

as a reducing agents.Fig.4. A); B); C) and Fig.5. A); B); C) reveal the SEM images of grey control sample at 

magnification of 35X and 1000X and 2000X respectively, which were the cotton sample treating with natural reducing 

agent and sodium dithionite. The SEM results showed the convolution of the dyed samples in Fig.4.C) is more round 

and smooth where as in Fig.5.C) its show ribbon like structure with less uniform shape. The Fig.4 A) shows parallel 

ridges and less fibrils (projecting fibers) and ruptures visible in the images, because yarns are treated with natural 

reducing agent during dyeing process.  

 

  

FIGURE.3. a) FTIR analysis of Date palm reducing agent ; b) FTIR analysis sodium dithionite  

FIGURE.4. A) SEM  analysis of date palm reduced sample at 35X ; B) SEM  analysis of date palm reduced sample 

at 1000X C) SEM  analysis of date palm reduced sample at 2000X 



Fig. 5. shows loosened, disoriented and wrinkled surfaces due to fiber degradation by sodium dithionite which is 

strong alkali. due to presence of alkali crystal on the fiber internal structure it also weaken the fabric structure.From 

Fig 4. B) and Fig.5. B)  it can be easily comparable the average uniformity of fiber in the fabric structure is presence 

in NN sample to NS samples.   

 

 

 

 

 

 

 

 

 

 

 

CONCLUSION: 

From the various results obtained in this research work and the discussions carried out, the conclusions arrived are 

summarized below: 

From this study it has been learned that use of natural indigo with natural reducing agent  instead of synthetic reducing 

agent as sodium dithionite make more eco-friendly and cost effective way . 

The objective measurements and evaluation affirmed that the mechanical properties of the sample treated by natural 

indigo dye with natural reducing agent is relatively better in comparison with natural dye with synthetic sodium 

dithionite so that posses higher durability and lifetime of garments. The depth of shade of natural indigo dyed fabric 

using natural reducing agent (date palm) is showed higher K/S value as 13.9 and obtained deeper shade leading to 

quality dying. The effectiveness of natural indigo dye using date palm on experimental samples is confirmed by SEM 

photography & FTIR analysis. 
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Abstract.Aluminium metal matrix composites reinforced with ceramic particles are widely used in aerospace and 

automobile industries due to their better mechanical properties than aluminium alloys. In this work scrap Aluminum 

piston is used as the matrix material and rice husk ash (RHA) which is common waste from burnt rice husk used as fuel 

in Bangladesh, is used as reinforcement. This creates an opportunity of waste management and alloy strength 

improvement at an affordable cost. Particle size ranges from 53 to 74 µm in 3, 6, 9 and 12% by weight was used as 

reinforcement with the aluminium alloy using stir casting method.  For each composite samples, RHA particles were 

preheated to the temperature of 750 degree centigrade and held at this temperature for 2 hours. Then, these preheated 

alumina particles were added gradually into the molten matrix alloy and was stirred for 5 minutes. Gradual addition of 

particles in such way improves wettability and uniform distribution. Finally, the molten composites were poured into a 

permanent metallic molds at a temperature of 650 degree centigrade. The mechanical properties and microstructural 

characterization of the fabricated composites were investigated. The result reveal that tensile strength, compressive 

strength and hardness of the aluminium alloy-RHA composites increases with increase in RHA particles because the 

highly dispersed RHA particles severely limits the movement of dislocation through the metal matrix. But increase in the 

weight fractions of RHA particles slightly decreases the ductility of the composites. Density of the composites decreases 

with addition of RHA particles hence increases the specific strength. Microstructural study shows the fine dispersion of 

RHA particles in composites. 

INTRODUCTION 

The metal matrix composites (MMCs) have higher physical and mechanical properties such as superior strength 

to weight ratio, high modulus, strength and excellent wear resistance [1]. Aluminum metal matrix composites are 

extensively used in aerospace, automobile and electric power industries owing to its better mechanical properties 

[2].  Aluminium and magnesium alloys are used comprehensively for MMCs due to their light weight, excellent 

mechanical properties, easily availability and corrosion resistance [3]. Al2O3, SiC, TiC and RHA particles are widely 

used as reinforcement in aluminium alloy to improve mechanical properties and wear resistance [4-5]. In present 

work piston alloy containing higher amount of silicon has been used as master alloy because of its better mechanical 

properties and cast ability [5-6]. This work is a reward to efforts aimed at the development of recyclable piston alloy 

matrix composites with high performance indices at lower price. It is found that, ashes which is obtained from 

controlled burning of agro-wastes such as rice husk, baggase, bamboo leaf, ground nut shell and coconut shell can 

be used as reinforcement to improve the properties of AMCs and minimize the ecological burden of these wastes [6-

7]. 

419



Now a day, more and more efforts have been given to use recycled wastes in composite materials as reinforcing 

fillers [8]. One of the agriculture waste by-products is Rice Husk Ash (RHA) which is abundantly available. It is 

found that high percentages of silica (SiO2) as well as other refractory oxides such as aluminium oxide (Al2O3) and 

hematite (Fe2O3) are present in rice husk ashes [9-10]. Amorphous silica with ultra-fine size, very good reactivity 

and huge surface area can be produced under controlled burning conditions. Therefore, rice husk ash to reinforce 

aluminium metal as a source of silica particulate will produce a material that exhibits combination of physical and 

mechanical characteristics of both the metal matrix and the silica from the ashes [11]. Usman et al [12] observed 

better mechanical properties when RHA is used as reinforcement in aluminum alloy. There are different routes by 

which a metal-matrix composite can be manufactured e.g. solid phase, liquid phase and vapour phase production 

techniques. In this work stir casting process has adopted because of its important advantages than other techniques 

e.g. the wide selection of materials, better matrix particle bonding, easier control mixer structure, simple and 

inexpensive processing, flexibility components and applicability of large quantity production, excellent productivity 

for near net shaped [9-12]. 

In current research it is focused to make use of the rice husk ash (3%, 6%, 9% and 12%) to produce aluminium 

alloy matrix composites by dispersing it through stir cast route into matrix.  Mechanical properties, Microstructural 

study both optical and scanning electron microscope (SEM) shows the fine dispersion of RHA particles in matrix. 

EXPERIMENTAL 

The scrap piston was bought from local market was melted in a pit furnace at 750⁰C. Degasser was used before 

pouring to remove dissolved gasses and then poured in sand mould at 650⁰C. Rectangular shaped bar was produced 

which was used as master alloy. Table 1 shows the composition of the master alloy, which is alloy grade A 380 – 

TABLE 1.Composition of matrix alloy 

Si Cu Mg Mn Fe Ni Zn Cr Al 

9.78 3.20 0.58 0.56 0.36 0.21 0.12 0.02 Bal 

 

A perforated metallic sheet was used to carry combustion of the rice husk. Perforations provides air circulations 

which aids combustion. Dry rice husks were placed on the perforated metallic sheet and rice husks were left to cool 

at room temperature after complete burning. Then RHA was heated at temperature 700ºC for 4 hours to reduce the 

volatile and carbonaceous matters of the rice husk ash. The sieve analysis was performed to separate rice hush ash 

particles size of 53-74 µm. The chemical composition of the rice husk ash is given in the table 2. 

TABLE 2. Composition of RHA particle 

SiO2 Al2O3 MgO Fe2O3 Others 

97.10 1.12 0.83 0.32 Bal 

 

The desired composites were produced by the. One kg of master alloy placed in graphite crucible in a pit furnace 

and melted at 750°C. After complete melting, degasser is used to remove dissolved gasses. After that master alloy 

melt was transferred to holding furnace of the stir casting machine to hold the temperature. Then the alumina 

particle size of 53-74µm was gradually added into the molten alloy which was continuously stirred at 500 rpm. The 

particle was preheated at about 750°C for 2 hours before adding in order to improve its wettability. The particle was 

added in the vortex which was produced due to stirring and after adding all the particle, the stirring was continued 

for 5 minutes in order to get a homogeneous distribution of the reinforced particle. Four different composites were 

produced by adding 3%, 6%, 9% and 12% RHA in matrix alloy respectively. Finally the composite was poured into 

permanent cast iron mould at 650°C. After cooling to room temperature three tensile samples were prepared by 

following ASTM E8 standard. Compression tests are carried out as per ASTM-E9-95. Hardness of the samples was 

tested by Rockwell hardness tester using B scale. Charpy impact tests were conducted on notched specimens. Test 

specimens measured 75 mm length with diameter of 10 mm. The notch had a depth of 2 mm and a notch tip radius 

of 0. 02 mm at an angle of 45 Degree. The measured experimental density was used to estimate the porosity levels in 

the composites. This was achieved by comparing the experimental and theoretical densities of each weight ratio of 

RHA reinforced composite produced. 



RESULT AND DISCUSSION 

Effect of Reinforcement on Hardness 

The relation between hardness and percentage of reinforcement is shown in fig. 1 and it is seen that hardness 

increases linearly with the addition of RHA particles. Because RHA increases the surface area by reducing the grain 

size of matrix. The presence of such large surface area and hard particle SiO2 (RHA) provides higher resistance to 

plastic deformation, hence increase the hardness [13-14]. 

 

 

FIGURE 1.Variations of hardness with addition of RHA in matrix alloy 

Effect of Reinforcement on Tensile Strength and Compressive Strength 

All the composite has higher strength than matrix alloy which is shown in figure 2(a). When load is applied, 

RHA particle acts as dislocation barrier and increases tensile properties [11]. It is also observed that tensile strength 

increases with addition of RHA particle upto 9% because more the particle, more the resistance to dislocation and 

improvement in tensile strength. Adhesion between matrix and particle is good when amount of reinforcement is 

lower. With the increment of particle addition, agglomeration of particle and poor wettability between matrix and 

particle happens. This is why decrease in tensile strength of the composite containing 12% RHA than that of 

composite containing 9% RHA.  

 

  

(a) (b) 

FIGURE 2.Variation of (a) tensile strength, (b) compressive strength, with addition of RHA particle in matrix alloy 
 

Variation of compressive strength with addition of RHA is shown in 2(b). Compressive strength increases with 

addition of RHA as hardening is occurred of the matrix alloy by the help of RHA particle. 



Effect of Reinforcement on Ductility 

Relation between elongation and RHA is presented in Fig. 3(a). Elongation decrease with addition of RHA due 

to hardening of the matrix by RHA particle. Clustering of particle also responsible for that reduction of elongation 

[15]. Impact strength shown in Fig. 3(b) also decreases as expected with addition of RHA particle. Because 

increment of the hardness with addition of RHA particle decreases the load bearing capacity. 

 

  

(a) (b) 

FIGURE 3.Variation of (a) Elongation, (b) Impact Energy, with addition of RHA particle in matrix alloy. 

Effect of Reinforcement on Density and Porosity 

The effect reinforcement of RHA on the density and percent porosity of the composites is illustrated in fig. 4 as a 

function of reinforcement content. Technically, porosity is inversely proportional to density, i.e. higher porosity and 

lower density leads to poor mechanical properties. 

 

  

(a) (b) 

FIGURE 4.Variation of (a) Density, (b) Porosity, with addition of RHA particle in matrix alloy. 
 

It is observed from the fig. 4 that there’s existence of porosities in the produced composites and porosities 

increases with addition of RHA particles. Poor adhesion between particle and matrix due to poor wettability causes 

increase in porosity and decrease density of the composite [16]. Also specific weight of RHA is lower than 

aluminium alloy hence decrease density. It is however a positive sign that the percent porosities are between 0.76 – 

1.39% which is within the acceptable range of 4% in cast metal matrix composites. 

Microstructure 

Fabrication of metal matrix composites reinforced with RHA particles by casting processes is usually 

challenging because of the very low wettability of RHA particles along with the agglomeration phenomena which 



results in non-uniform distribution, casting defects like porosity and hence results in poor mechanical properties 

[15]. 

 

   

(a) (b) (c) 

 

  

 

 (d) (e)  

FIGURE 5.200X optical micrograph showing the microstructure of the a) matrix alloy, b) Composite containing 3% RHA, c) 

Composite containing 6% RHA and d) Composite containing 9% RHA particles, e) Composite containing 12% RHA particle 
 

The microstructures in fig.5 indicates that grain size of the alumina particle reinforced composite is smaller than 

the matrix alloy without alumina particles because the particles act as heterogeneous nucleation sites during 

solidification [17]. Islands of well dispersed silicon in an alpha matrix. The microstructure consists of alpha plus fine 

eutectic.  The prepared composites microstructure contains primary α-Al dendrites, eutectic silicon and primary 

silicon and alumina particle. Primary silicon has a blocky appearance but intermetallic and eutectic are flaky which 

is shown in fig. 5 [18]. We observe islands of well dispersed silicon in an alpha matrix in fig 5. Examination of the 

composite microstructures shows that the distribution of particles in the matrix alloy is uniform. It is observed from 

the fig that porosity increases with addition of RHA particle. When the composite is reinforced with 5% alumina 

(Fig. 5) three is  low agglomeration at the matrix and comparatively good adhesion between matrix and particle, 

while the further addition (10% and 15% RHA) of particles increases the agglomeration of particles at places and 

poor adhesion between matrix and particle (Fig.5). For this reason micrographs shows an increasing trend in 

porosity with increasing RHA particles. 

CONCLUSION 

All Composites were prepared by the less expensive stir-casting method using mechanical mixing of the molten 

alloy.The result showed increase in both tensile and compressive strength with increasing RHA particle. The 

increase in tensile strength is due to the addition of hard particles which hinders dislocation motion.The effect of 

hard alumina particles in aluminium alloy was studied with respect to hardness value and increasing trend in 

hardness was observed. This increase in hardness can be explained by work hardening which occurred as a result of 

particle addition, whereas ductility decreased with the addition of particles.The study of microstructure of the 

composite specimen revealed that grain size became finer with the increasing alumina particles which contributed to 

improved mechanical properties. Wettability of the particles within the molten matrix had been decreased by 

increasing the reinforcement particles which resulted in agglomeration phenomena and porosity increased due to 

agglomerated reinforcement particles. 

Aluminium 

matrix 

Porosity 

Inter-dendritic 

eutectic Silicon 
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Abstract. The influence of Zirconium and Titanium on the structure and mehanical properties of Al-5Mg alloy was 

investigated. 2% Zirconium and 2% Titanium individually and combined 2wt% Zirconium and 2wt% Titanium was 

added to Al-5Mg alloy by melt processing technique. The microstructure of the cast alloys was observed under optical 

microscope and its relation tensile properties and microhardness was investigated. The addition of Zr and Ti was found to 

refine the grains of Al-Mg alloys. This occurs due to the precipitation of Al3Zr and Al3Ti intermetallics which pin 

dislocations and hinder grain boundary motion. This also caused , increase in yield strength, ultimate tensile strength, 

hardness and decrease in percent elongation . Maximum yield strength and minimum percent elongation were observed 

for Al-5Mg-2Zr alloy and Al-5Mg-2Ti alloy respectively. Al-5Mg-2Zr-2Ti alloy gave maximum hardness and maximum 

tensile strength9 point font. 

INTRODUCTION 

Aluminium alloys containing magnesium as the primary alloying element are a group of non-heat treatable 

alloys possessing high ductility, excellent corrosion resistance, medium strength and weldability. Wrought Al-Mg 

alloys have aerospace, automotive, marine and cryogenic applications whereas cast alloys are mainly used for their 

corrosion resistance, food processing, dairy and chemical processing applications [1, 2]. Alloys with low Mg content 

possess good formability whereas the high Mg alloys have superior castability and high strength [3]. Strengthening 

in these alloys is primarily achieved by the solid solution strengthening by Mg, which has a substantial solid 

solubility in Al. But to achieve strength level analogous to the precipitation hardening alloys, high Mg levels are 

required. But this high level of Mg poses processing challenges and makes these alloys prone to stress corrosion 

cracking [3,4].  

In 1971, Wiley first proposed an effective way of enhancing the strength of Al alloys which involves the addition 

of alloying element [5]. These alloys often contain small additions of transition elements such as scandium, 

manganese, zirconium or titanium to improve the strength of the alloy by grain refinement [6]. Addition of these 

transition metals form tri-aluminides having low solubilities and diffusion coefficient and control evolution of grain, 

sub-grain structure and grain coarsening during subsequent processing operations. [7- 9]. Addition of Zr results in 

the precipitation of Al3Zr particles in the Al matrix [10]. Due to their high melting points compared with that of Al 

matrix, these particles are coherent and have good thermal stability. Additionally, their stability against coarsening 

and re-dissolution cause a more even distribution of dislocations and pin grain boundaries. More than 0.1% addition 

of Zr causes Al3Zr particles to form as a primary phase from the melt during rapid solidification which act as nuclei 

for the solidification of Al. Thus Zr causes grain refining operation of Al [7, 11-13]. Addition of Ti during thermal 

processing causes Al3Ti intermetallic phase to form in situ which is intrinsically stable with a melting point of 1623 

K [14,15]. This high melting point along with low density of about 3.3 Mg/m3 and slowest diffusivity in Al (e.g. 
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diffusivity 3.0×10-19 m2s-1 and 3.2×10-17 m2s-1 at 500°C and 600°C respectively) make these strengthening 

dispersoids particularly suitable and resistant to coarsening which is a very important for strength retention at high 

temperature [14]. 

 

The main aim of this study was to observe the microstructural changes of as-cast Al-5 weight% Mg alloy due to 

the addition of 2 weight% Zr and 2 weight% Ti both individually and jointly and then relate the microstructural 

changes to the changes in mechanical properties. 

 EXPERIMENTAL PROCEDURES 

 Casting Procedure: 

Alloys with chemical compositions given in the table 1 were used in this paper. Aluminum was introduced as a 

precursor bar form and magnesium was taken in ribbon form. Zirconium and titanium were taken in as nano-

powder.  

TABLE 1: Alloy Compositions (balance Al)  wt% 

Alloy Mg Zr Ti 

Alloy 1 5   

Alloy 2 5 2  

Alloy 3 5  2 

Alloy 4 5 2 2 

 

The alloys were melted in a natural gas fired clay-graphite crucible furnace using fluxing agent. The melt 

temperature was monitored with a chromel-alumel (type K) thermocouple. The temperature of the melt was raised to 

800-900oC and kept at that temperature for some time and the melt was stirred with an alumina rod for about 30 

seconds. During this time, sufficient amount of degasser, comprised mainly/mostly of ammonium chloride (NH4Cl), 

was added to the melt. After the skimming the impurities off, the melt was poured in to a metal mold preheated to 

almost 2000C. Cast samples were then allowed to cool to room temperature and were cut by a hacksaw to a size of 

1/2’’ x 1/2” x 1/2” size for hardness measurement and optical microscopic analysis. 

 Microstructural Analysis: 

For microstructural analysis, a small piece of sample was cut near from the corner. It was then grounded, fine 

polished with emery papers, further polished in a velvet paper by using alumina powder and then etched using 

etching reagent that contains 25 ml CH3OH, 25 ml HCl, 25 ml HNO3 and 1 drop HF. Microstructures of the samples 

were then observed using an optical microscope (OPTIKA, ITALY, B-600 MET). 

 Tensile Test: 

Tensile test was conducted at room temperature using INSTRON 3369 universal testing machine. Samples were 

cut according to the DIN standard and tested using a common strain rate of 10-3 S-1. In each alloy at least 3 samples 

were tested and then average values were taken. Three parameters were extracted from the recorded curves: the 

ultimate tensile strength (UTS), the yield strength (YS) and the percentage elongation. 

 Hardness Test: 

Rockwell hardness was measured using Rockwell hardness testing machine (FR-IE, Future Tech.  Corporation, 

Tokyo, Japan) using All hardness measurements were performed on blocks of > 5 mm thickness using F scale. The 

blocks for hardness measurement were ground using 600 μm SiC paper prior to hardness measurements. A 1/16 inch 

steel ball indenter was used. A load of 60 kgf was applied for a period of 15 s. 



RESULTS AND DISCUSSION 

Microstructural Analysis: 

Figure 1(a) shows different features of alloy 1. Upper left and bottom left of figure 1(a) show the primary 

dendrites which appear due to rapid solidification. Upper right of figure 1(a) shows the secondary dendrite growth 

from the primary dendrites. Bottom right of figure 1(a) shows clearly the secondary dendrite arm spacing (SDAS). 

Figure 1(b) shows different features of alloy 2. Upper left of figure 1(b) shows the dendrite structure. Upper right 

of figure 1(b) shows porosity. Middle left of figure 1(b) shows the primary and secondary dendrite growth. Bottom 

left of figure 1(b) shows clearly the SDAS. 

 
(a) 

 
(b) 

FIGURE 1. (a) Microstructure of Alloy 1 (Al-Mg), Magnification: 200x. (b) Microstructure of Alloy 2 (Al-Mg-Zr), 

Magnification: 200x 

Figure 2(a) shows different aspects of alloy 3. Upper left and upper right of figure 2(a) show the dendrite 

structures. Middle left and middle right of figure 2(a) reveal the primary and secondary dendrite growth respectively 

while Bottom right of figure 2(a) shows the SDAS. 

 
(a) 

 
(b) 

FIGURE 2. (a) Microstructure of Alloy 3 (Al-Mg-Ti), Magnification: 200x. (b) Microstructure of Alloy 4 (Al-Mg-Zr-Ti), 

Magnification: 200x 



Figure 2(b) shows the microstructures of alloy 4. In the figures, Upper left and upper right of figure 2(b) show 

the dendrite structure. Middle left and middle right of figure 2(b) show the primary and secondary dendrite growth. 

Bottom left and bottomright of figure 2(b) show the secondary dendrite arm spacing. 

The calculated SDAS for alloy 1 to alloy 4 are shown in Table 2. This was calculated by measuring the distance 

between peak to peak or valley to valley in the secondary dendrite arms. The distance was then divided by the 

magnification number providing the result in centimeter (cm) unit. From the Table 2, the largest average SDAS 

value is for alloy 1, while the smallest value is for alloy 4 containing Zr and Ti along with Mg in pure Al. So it can 

be said that, grains are much smaller in alloy 4 than alloy 1 hence SDAS is lower in this alloy. Also, alloy 2 and 3 

has smaller values (very close to alloy 4) of SDAS. So, alloy 2 and 3 also has very small grain sizes. Thus the 

combined effect of Zr and Ti in alloy 4 is not greatly increased compared to alloy 2 and 3. Overall interpretation can 

be standardized as, the grain refining action of third element like Zr or Ti individually is greater than combined 

action of them. Also, SDAS is smaller in alloy 3 than alloy 4 attributing better result of Ti than Zr. 

TABLE 2. Secondary Dendrite arm spacing for alloy 1 to alloy 4 

Alloy Measurement 1 

(cm)  

Measurement 2 

(cm) 

Measurement 3 

(cm) 

Measurement 4 

(cm) 

Average (cm) 

Alloy 1 0.0085 0.006 0.0045 0.005 0.006 

Alloy 2 0.0025 0.0025 0.003 0.0025 0.002625 

Alloy 3 0.0025 0.002 0.002 0.003 0.002375 

Alloy 4 0.002 0.0035 0.0015 0.002 0.00225 

 

 Tensile Properties: 

Figure 5(a) shows that alloy 4 has the best ultimate tensile strength (UTS) of 204.433 MPa followed by alloy 1 

with ultimate tensile strength of 182.4 MPa. These values are more than the values obtained for alloy 3 and alloy 2 

with ultimate tensile strengths of 181.0667 and 137 respectively. The abrupt increase of UTS in alloy 4 can be 

attributed due the combined effect of Zr and Ti trialuminides. Both of Al3Zr and Al3Ti provide grain refining by 

pinning effect. These particles provide obstacles against grain boundary movements. The decrease of UTS in alloy 2 

and alloy 3 can be explained by the nonuniform distribution of Al3Zr and Al3Ti particles. From the figure it can be 

obtained that grain refining action of Ti is greater than Zr as Al3Ti provide better grain refinement. 

 

 

FIGURE 3. (a) variation of ultimate tensile strength for alloy 1 to alloy 4; (b) variation of yield strength for alloy 1 to alloy 4; (c) 

different percentage elongation (average value) for different alloys; (d) variation of hardness of alloy 1 to alloy 4. 



Factors affecting UTS also affect yield strength of alloys. Yield strengths of different alloys have been shown in 

Figure 5(b). From the figure, yield strength is higher for alloy 2 containing Zr, followed by alloy 4, then alloy 1 and 

last of all alloy 3.  

Figure 5(c) shows the elongation of the four alloys. Percentage elongation or ductility was the highest for alloy 1 

and lowest for alloy 3. Since Zr and Ti precipitates increases the strength of alloys, it substantially also reduces the 

ductility. Sudden abrupt decrease in elongation for alloy 3 can be demonstrated by the defects in the testing setup 

along with structure of the alloy. Ti provides better grain refinement than Zr as can be stated by UTS values, but it 

reduces elongation as well. Al3Ti is very coherent with Al matrix and thus provide it lower elastic energy of the 

coherent interface. Their smaller grain size and lower misfit also reduces elastic energy hence ductility decreases. 

Hardness Test: 

Figure 5(d) shows that alloy 4 has the highest hardness value followed by alloy 2. Alloy 4 has both Zr and Ti 

addition in the structure. Hence both Al3Zr and Al3Ti intermetallic compounds are present in the structure. Both of 

these intermetallic compounds are hard and from coherent particles with grain boundaries. They inhibit the 

propagation of grain boundary sliding. All of these criteria increase the hardness of alloy 4. On the other hand, 

unexpected large decrease of hardness in alloy 3 can be attributed to the inhomogeneous distribution of Al3Ti 

particles. 

CONCLUSIONS 

It can be concluded that, Al-Mg alloy solidifies as a dendrite structure and the mechanical properties of the alloy 

depend on the extent of dendrites formed in the structure. Increase in secondary dendrite arm spacing (SDAS) 

decreases tensile strength and percentage elongation while decrease in SDAS increases them. Addition of both Zr 

and Ti refines the grains of Al-Mg alloy, refining action of Ti is being greater than that of Zr. Ultimate tensile 

strength is highest when both Zr and Ti are added. The yield strength of alloys containing both Ti and Zr is 

somewhat lower than alloy containing only Zr. Percentage elongation and ductility decreases with the addition of Zr 

or Ti or both. Ti reduces much ductility than Zr while combined action of Zr and Ti is higher than Ti alone. 

Combined action of Zr and Ti addition increases hardness than any other alloys tested. 

The effect of Ti addition is more pronounced than when only Zr is added while combined action of Zr and Ti is 

higher than that of Ti alone. Combined action of Zr and Ti addition is most effective to increase hardness of Al-Mg 

alloys. 
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Abstract. Inventory has been a major concern in supply chain and numerous researches have been done lately on inventory 

control which brought forth a number of methods that efficiently manage inventory and related overheads by reducing cost 

of replenishment. This research is aimed towards providing a better replenishment policy in case of multi-product, single 

supplier situations for chemical raw materials of textile industries in Bangladesh. It is assumed that industries currently 

pursue individual replenishment system. The purpose is to find out the optimum ideal cycle time and individual 

replenishment cycle time of each product for replenishment that will cause lowest annual holding and ordering cost, and 

also find the optimum ordering quantity. In this paper indirect grouping strategy has been used. It is suggested that indirect 

grouping Strategy outperforms direct grouping strategy when major cost is high. An algorithm by Kaspi and Rosenblatt 

(1991) called RAND is exercised for its simplicity and ease of application. RAND provides an ideal cycle time (T) for 

replenishment and integer multiplier (ki) for individual items. Thus the replenishment cycle time for each product is found 

as T×ki. Firstly, based on data, a comparison between currently prevailing (individual) process and RAND is provided that 

uses the actual demands which presents 49% improvement in total cost of replenishment. Secondly, discrepancies in 

demand is corrected by using Holt’s method. However, demands can only be forecasted one or two months into the future 

because of the demand pattern of the industry under consideration. Evidently, application of RAND with corrected demand 

display even greater improvement. The results of this study demonstrates that cost of replenishment can be significantly 

reduced by applying RAND algorithm and exponential smoothing models. 

INTRODUCTION 

The Study of inventory problems dates back to 1915, when F. N. Harris developed a very simple however useful 

model of an inventory problem [1]. Inventory is the total amount of goods or materials contained in a store or factory 

at any given time. The raw materials, work-in-process goods and completely finished goods that are considered to be 

the portion of a business's assets that are ready or will be ready for sale. Inventory represents one of the most important 

assets that most businesses possess. 

The textile industry is primarily concerned with the production of yarn, and cloth and then the subsequent designing 

or manufacture of clothing and their distribution. A textile industry has a large variety of inventories that are critical 

to the overall profit of the firm and managing those are as a result very crucial. Inventories that are maintained by 

textile industries are (1) Raw materials (2) Finished fabric (3) Spare parts and (4) General store. 

Inventory control involves maintaining a certain level of raw materials with safety stock for production that can 

response with the changing demands. For replenishing two way generally considered- (1) Independent replenishment 
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(2) Joint replenishment (JRP). Several algorithms have been suggested to find the solution for JRP. Kaspi and 

Rosenblatt in 1991, suggested a simple procedure, RAND, for determining the economic ordering quantity for items 

jointly replenished and their ordering frequency with respect to an ideal cycle time [2].In this research this algorithm 

has been followed to offer a suitable replenishment policy with replenishment cycle and ordering quantity. RAND is 

a mathematical programing method, with multi stage programming. A simulation based approach can provides more 

accuracy and less time consumption. That is why a simulation was used to run this model for determining the optimum 

solution. 

In practice, inventory control system generally work in dynamic environment. Calculating ordering quantities, 

determining the appropriate reordering point, picking the accurate inventory replenishment policies and managing 

safety stock are not enough for rapidly changing environment. The decision maker must be able to monitor the trend 

and modify the replenishment strategy. From this viewpoint, this research is based on selecting an appropriate 

replenishing model for textile industries and demand forecasting by analyzing the trend of product demands. 

LITERATURE REVIEW 

Joint replenishment Problem (JRP) has been heavily researched since the early work of Starr and miller (1962), 

Goyal (1973) Shu (1971). Because of the major ordering cost, using group replenishment may lead to substantial cost 

savings. The savings from group replenishment are significant when the major ordering cost is higher. Many algorithm 

have been proposed to find the quality solution for JRP. Tactics to solving the JRP can be classified into two types: A 

direct grouping strategy (DGS) and an indirect grouping strategy (IGS). It is suggested that IGS outperforms DGS 

when major cost is high. This paper include the reviews of previous work on indirect grouping strategies. Goyal (1973) 

& Shu (1971) introduced methods to find an inventory replenishment policy which produced sub optimal solution [3, 

4]. In 1974 Goyal developed an algorithm to find the optimal solution to minimize the total cost. He presented a 

systematic and enumerative method for determining the basic cycle time [5]. But his solution may be computationally 

prohibitive for large problem. In 1976 Silver introduced a simple heuristic to find the optimal or near optimal set of 

ki, (frequency of ordering of product/multiple integer). His method then uses this ki, to find the optimal or near optimal 

cycle time T minimal TC (total cost) [6]. Goyal & Belton (1979) published a modification of Silver’s method which 

gave closer to optimal solution in most cases. He has given a modified formula to for getting ki [7]. Goyal in 1988 

published a method which improved upon Goyal (1974), Goyal & Belton (1979) and Silver (1976) [8]. A complete 

review of early work is found in Goyal & Satir (1989) [9]. 

Additional work by Kaspi & Rosenblatt (1991) resulted in an algorithm called RAND [2]. RAND was an 

improvement over Kaspi & Rosenblatt (1983) [10].  Silver (1976) heuristic became a part of new heuristic algorithm 

proposed by Kaspi & Rosenblatt (1983). Kaspi & Rosenblatt used the formula of determining the value of T (cycle 

time) from Silver’s algorithm with a small modification of denoting item 1 with the lowest value of (S+si)/Divi. Their 

algorithm may be viewed as a local improvement of Silver’s in finding the ki. RAND was improvement over this 

algorithm by determining minimum and maximum values for T, Tmin and Tmax. A set of initial values of T are then 

determined from this range. For each values of these initial T, the 1983 algorithm is used to find the values for ki. The 

authors did extensive experiment in order to compare their result with others. They concluded that RAND was an 

improvement over all other strategies and was almost as good as the optimal solution. 

The approach to forecasting time series is to first specify a model, which is not for all case. This model is a 

statistical formulation of the dynamic relationships between that which we observe (i.e. the so called information set), 

and those variables we believe are related to that which we observe. It should thus be stated immediately that this 

discussion will be restricted in scope to those models which can formulated parametrically [11]. 

Muth was the first to suggest a statistical foundation for simple exponential smoothing (SES) by demonstrating 

that it provided the optimal forecasts for a random walk plus noise [12]. Further steps towards putting exponential 

smoothing within a statistical framework were provided by Box and Jenkins, Roberts, and Abraham and Ledolter who 

showed that some linear exponential smoothing forecasts arise as special cases of ARIMA models [13, 14, 15]. 

However, these results did not extend to any nonlinear exponential smoothing methods. 

Exponential smoothing methods received a boost from paper published in 1985(Gardener) which laid the 

foundation for much of the subsequent work in this area [16]. Later in the same year, Snyder showed that SES could 

be considered as arising from an innovation state space model (i.e., a model with a single source of error) [17].Most 

of the work since 1980 has involved studying the empirical properties of the methods (e.g., Bartolomei and Sweet; 

Makridakis and Hibon) [18, 19], proposals for new methods of estimation (Ledolter and Abraham) [20] or has 

concerned statistical models that can be considered to underlay the methods (e.g., McKenzie) [21]. The damped 



multiplicative methods of Taylor gave the only genuinely new exponential smoothing methods over this period [22].  

PROBLEM DEFINITION AND MODELING 

The problem addressed in this article, called the inventory replenishment problem, is that of determining the 

replenishment cycle of ‘n’ different items that come from the same supplier as well as defining a proper demand for 

each item in order to minimize the total cost in due course. In these companies, the demand for each item is estimated. 

Then, based on these estimates, the inventory and planning department proceed to material planning. This results to 

two potential bad consequences, which ultimately causes increased production cost. For some cases, due to faulty or 

non-scientific demand forecast and replenishment policy, a large amount of excess raw material inventory is left off. 

On the other hand, a non-methodical forecast may also cause raw material shortage. In this study, we plan to suggest 

the optimal inventory replenishment strategy along with a scientific method of forecasting demand of chemical raw 

materials in a joint replenishment policy for the textile industry under consideration such that the current superfluous 

cost over chemical raw material replenishment is minimalized. The costs are (1) holding cost for on hand inventories, 

(2) major ordering cost (fixed cost associated with each order) and (3) minor ordering cost (variable cost incurred with 

each item included in the order). 

The assumption that holds the most importance is that the replenishment policy currently pursued by textile 

industries is considered to be one which happens to be an individual replenishment for each item. This assumption is 

made as most of the textile industries do not follow any sort of scientific and systematic method of replenishment 

rather they highly depend on managerial decisions. A few other basic assumptions are – (1) Supply is readily available, 

(2) Demand for the each item is known and constant, (3) Holding cost is linear in the number of units held, (4) No 

quantity discounts, (5) No stock-outs are allowed, (6) No limit on the amount of storage available 

Notations and Equations 

Di=Annual demand for product i (units/year)  

hi= Annual holding cost of product i ($/year) 

si= The minor ordering cost incurred if product i is ordered in a replenishment ($/order) 

ki= Integer multiplier of replenish cycle time T for each product(ordering frequency) 

T=Time between successive replenishment (years) 

S= Major ordering cost associated with each ($/order) 

For IGS the cycle time for product i is, 

 TkT ii   (i) 

And the ordering quantity for product i is, 

 iii D= TQ  (ii) 

The total annual holding cost is, 
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The total annual ordering cost is, 
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Finally the total annual cost is, 
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RAND Approach 

The total annual cost is given by TC in equation (v) where T is a continuous variable and ki (i=1, 2... n) is an 

integer. Initially from all products data, Tmin and Tmax are measured using the following two formulas, 
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Further calculation is proceeded by dividing this range with ‘m’ different equally spaced values of T, Tj (j=1, 

2….m). For every Tj, and for all product’s (i=1, 2…, n) optimum ordering frequency, ki
* is measured. For finding ki, 

firstly ki
2 is determined from, 
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This ki
2 is compared with a condition, L (L-1) <ki

2≤ L (L+1). Here L is an integer number, which will increase in 

iterative way, for first iteration, L=1. Where the above condition will be fulfilled that L will be the value of ki* which 

means, ki
*=L. By this procedure for all products (i=1, 2, 3…n) ki

* is calculated. 

In addition an optimum T* is calculated by these ki* using, 
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This T* is used to find the total cost using equation (v) in place of T. This way, varying the values of Tj, m number 

of total cost is calculated. Among which the minimum TC is selected. And for that TC corresponding values of T* and 

ki* are chosen. 

EXPERIMENT AND RESULTS 

Based on the data collected from a textile industry the total cost of holding for 1 year is approximately $274383.28, 

total minor ordering cost is $4871.00 and after totalling with major ordering cost for 12 replenishments ($282.05×12) 

in 1 year causes a total cost of $282,638.88 for replenishment of chemical raw materials. 

Cost analysis using RAND algorithm 

Following the procedure mentioned in section 3.2, RAND algorithm is applied using the collected inputs from the 

textile industry. Different values of ‘m’ were considered ranging from 5 to 50 as we know that a higher value of ‘m’ 

will provide a more precise result. However, the outcomes from m=10 was convincing. In table 1, T8 is chosen to be 

the optimum cycle time for having the lowest number of replenishments among the lowest TCs (T7 and T8). Using 

this RAND algorithm the total cost of replenishment is $144,450 which is nearly half of the cost currently occurring. 

TABLE 1. Total cost and optimum cycle time for different values of Tj (where, m=10) 

 1 2 3 4 5 6 7 8 9 10 

Tj 0.0086 0.0096 0.0106 0.0116 0.0127 0.0137 0.0147 0.0157 0.0167 0.0177 

T* 0.0101 0.0108 0.0137 0.0141 0.0147 0.0152 0.0154 0.0157 0.0161 0.0164 
TC ($) 154990 153630 147190 146250 145020 144500 144450 144450 144610 144840 

 

The following table 2 shows the values of cycle time for few individual items, Ti (Ti=T*×Ki
*), as a fraction of year 

along with their replenishment quantity, Qi (Qi= T*×Ki
*×Di), in terms of kilograms in correspondence to the lowest 

value of TC, $144450. 

TABLE 2. Individual replenishing cycle time and order quantity 

Item 523 565 601 602 604 606 607 609 610 612 614 621 622 626 

T
C

  
=

 $
 1

4
4

4
5

0
 Ki* 1 1 2 1 1 3 1 1 1 1 2 1 1 1 

T* 0.016 

Ti* 0.016 0.016 0.032 0.016 0.016 0.048 0.016 0.016 0.016 0.016 0.032 0.016 0.016 0.016 

Di 384880 100442 34908 21975 87635 37640 156150 294450 1408000 166680 41590 101000 82490 63290 

Qi 6043 1577 1096 345 1376 1773 2452 4623 22106 2617 1306 1586 1295 994 



Cost analysis using RAND algorithm with forecasted demand 

As some noteworthy anomaly is observed in the demands and consumptions, a forecast of the demand for each 

item is performed using Holt’s method along with corresponding errors. A comparison between observed data, forecast 

demand and corrected demand is shown for item 523 in the fig. below. 

FIGURE 1. Comparison of observed data and forecast demands of item 523 

Total cost of replenishment is again calculated using the same procedure as in the previous calculation by means 

of RAND algorithm. 

TABLE 3. Total cost and optimum cycle time for different values of Tj (where, m=10) with forecast demand 

 1 2 3 4 5 6 7 8 9 10 

Tj 0.0151 0.0163 0.0176 0.0188 0.0200 0.0213 0.0225 0.0238 0.0250 0.0262 

T* 0.0199 0.0201 0.0203 0.0210 0.0214 0.0221 0.0221 0.0222 0.0229 0.0234 

TC ($) 97195 96925 96736 96251 96104 95952 95952 95973 96145 96321 

Here T6 and T7   presents the lowest value for TC as $95,952. Any of these two can be chosen as optimum since 

they both have identical values of T*, TC and KI
*. It is seen from repeated simulation of the RAND algorithm that this 

set of data for all values of m from 5 to 50 provides the same lowest value for total cost of replenishment. The values 

of cycle time, Ti and replenishment quantity, Qi for few individual items are shown in the following table. 

TABLE 4. Individual replenishing cycle time and order quantity 

Item 523 565 601 602 604 606 607 609 610 612 614 621 622 626 627 

T
C

  
=

 $
 9

5
9

5
2

 

Ki* 3 1 1 4 1 2 1 1 1 1 2 1 1 1 2 

T* 0.022 

Ti* 0.066 0.022 0.022 0.088 0.022 0.044 0.022 0.022 0.022 0.022 0.044 0.022 0.022 0.022 0.044 

Di 17287 75002 22616 1619 58456 32572 87420 115827 739595 29966 14831 66626 58718 37365 18639 

Qi 1146 1658 500 143 1292 1440 1932 2560 16345 685 656 1472 1302 826 812 

DISCUSSION AND CONCLUSION 

This research presents the inventory replenishment problems, where joint replenishment was considered as a 

replenishing policy. The work was done on the basis of present textile industrial environment and the purpose of this 

research was to minimize their annual holding and ordering costs using RAND algorithm. This actually refers that the 

purpose is to identifying replenishment cycle time for individual products that will generate the lower holding and 

ordering cost. Firstly, the total annual cost was calculated according to their current practice of replenishment and the 

cost was about $282,638. This cost, however, may slightly differ from the real case as there were some assumption in 



the calculation yet it can be considered nearly accurate. Afterwards, RAND was applied with the same demand. The 

total annual cost of replenishment was calculated for this procedure which was $144,450 and it was 49% lesser then 

actual. As an additional work, forecasting was carried out for the precision of their demand data to minimize the cost 

further. For forecasting, double exponential smoothing method (Holt’s method) was used as there was no seasonality 

rather some trend in product demands was visible. With error comparison, it was proved that Holt’s forecasting method 

provide more accurate demand. As a final work RAND was applied with these new forecasted demands to find out 

the total cost. The total cost was reduced by 66% from the currently pursued process and 33% from the previous 

RAND. Thus, this research undoubtedly exhibits this fact that application of RAND will enormously improve the 

replenishment policies of textile industries in Bangladesh. 
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Abstract. The most important addition of modern science is renewable energy. And the most useful and the most cheaply 

renewable power generation source is Hydropower. Flowing water creates energy that can be captured and turned into 

electricity. This is called Hydroelectric power or Hydropower. Hydropower is considered a renewable energy resource 

because it uses the earth's water cycle to generate electricity. Water evaporates from the earth's surface, forms clouds, 

precipitates back to earth, and flows toward the ocean. As far as Bangladesh is concerned, only a small fraction of 

electricity is generated by hydropower. The government has set a target of meeting 5 per cent of the electricity demand 

by 2015 by utilizing renewable energy and 10 per cent by the year 2020. Currently, renewable energies contribute to less 

than 1 per cent of the country's total electricity generation .The aim of our analysis is to demonstrate and observe the 

hydropower of our country in micro-scale by our experimental setup which is completely new in concept .This paper 

consists results of our findings and we find larger the number of stroke higher the rpm correspondingly higher efficiency. 

We find maximum rpm for 2stroke when fixed fly wheel weight was 18Kg and water was 10liter. It might help in case of 

utilizing this renewable energy potential at high scale.  

INTRODUCTION 

From the beginning of human race human beings has been consuming energy .A world without energy cannot be 

imagined. At every step of life, human depends on energy. Global primary commercial energy consumption has 

grown at an average annual rate of about 2% per year over the last 200 years; during 1990-2000, the consumption 

increased by 11%.  The demand for energy is increasing day by day. Hydroelectric power, or hydroelectricity, is 

generated by the force of falling water. (Hydro comes from the Greek word for water.) It‟s one of the cleanest 

sources of energy, and it‟s also the most reliable and costs the least. The hydrologic cycle–water constantly moves 

through a vast global cycle, in which it evaporates from lakes and oceans, forms clouds, precipitates as rain or snow, 

then flows back to the ocean. The energy of this water cycle, which is driven by the sun, is tapped most efficiently 

with hydropower [1]. There are various types of hydro power facilities like; Impoundment hydropower, Undershoot 

waterwheel, Overshoot waterwheel, Small hydro power etc. Hydropower, large and small, remains by far the most 

important of the “renewables” for electrical power production worldwide, providing 19% of the planet‟s electricity 

[2]. Small hydro is in most cases „run-of-river‟; in other words any dam or barrage is quite small, usually just a weir, 

and generally little or no water is stored. The civil works purely serve the function of regulating the level of the 

water at the intake to the hydro-plant. Therefore run-of-river installations do not have the same kinds of adverse 

effect on the local environment as large hydro. . Hydropower has various degrees of „smallness‟. To date there is 

still no internationally agreed definition of „small‟ hydro; the upper limit varies between 2.5 and 25 MW. A 

maximum of 10 MW is the most widely accepted value worldwide, although the definition in China stands officially 

at 25 MW. In the jargon of the industry, „mini‟ hydro typically refers to schemes below 2 MW, micro-hydro below 
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500 kW and Pico-hydro below 10 kW [3]. These are arbitrary divisions and many of the principals involved apply to 

both smaller and larger schemes. Much of the technical effort to develop small hydro in recent times has therefore 

focused on measures to improve cost-effectiveness of the technology [4]. A reliable bank of such field information 

is now growing. It exists to help spread the word about these and other technologies, lessening the dependence of the 

developing world on expensive and finite energy resources [5]. Using the water flow rate, head and torque motion 

hydro power can be produced in a micro scale without facing any problem related to cost, performance and 

efficiency. It can work over a range of water flow and head conditions with very simple build up and virtually no 

maintenance required. And it is shown in Fig.1. The overall performance of this micro hydro power plant will 

change by the number of stoke it will have [5]. The efficiency of this plant maximize by increasing of stroke 

number. The larger the stroke number larger output it will have with same amount of flow and fixed weight.  

Nomenclature 

1.  M - Mass 

2.  F – Force 

3.  r- Radius distance 

4.  T- Torque 

5.  N- Revolution 

6.  Rpm- Revolution per minute 

7.  w- Angular velocity 

8.  P- Power 

 

9.  L- Length 

10. W- Width 

11. H- Height 

12. M.W- Mega Watt 

13. K.W- Kilo Watt 

14. Kg- Kilogram 

15. t- Time 

16. g- gravity acceleration 

EXPERIMENTAL METHOD 

Experimental Setup 

Our setup is shown in Figure1. (a) and Figure1.(b). The setup comprises of 4 basic parts: Arm, Flywheel, Frame, 

Shaft and bearing. Arm is basically serves as the prime mover in the setup. Weights and counter weights are places 

at the two ends to create the up and down motion .It consist of a wooden hub, metallic extensions, and bearings with 

rachet joint, buckets. We assembled the two parts of the arm by inserting CI bar in wood slots and sandwich it 

between two wood bars. For proper supports   and to prevent movement and free ball set in the engraved gear shape 

and fixed by two wood bars over it. A 6 inch screw has been fitted through the wood and CI bar. A fly- 

       
 

              FIGURE 1 (a) The prototype Experimental Setup                      FIGURE 1 (b) Design of Experimental Setup 

 

wheel is an inertial energy-storage device. It absorbs mechanical energy and serves as a reservoir, storing energy 

during the period when the supply of energy is more than the requirement and releases it during the period when the 

requirement of energy is more than the supply. The flywheel we used is a custom made flywheel whose weight can 

be adjusted. This flywheel constructed by CI 2/2 inch hollow bar is cut to suitable size .They are filled with cement 



to increase weight. 8 were made each weighing 2kg .The heavy weight bars are fixed on the circumference of a 

rickshaw‟s wheel. The frame holds all the apparatus. A cast iron frame is built using arc welding in the MIST 

welding shop according to the design. And set accordingly cutting by Hex Saw, Cutting by machine saw and Joining 

by Arc welding. The shaft connects the Flywheel and Arm .Its rotary motion is the required output motion .Bearing 

connects the frame and shaft. Along with bearing hub it supports the shaft. 

Experimental Procedure 

 At first we let the water flow from the water tank. The water then hit the water bucket linked with the arm. In 

our model there were only two buckets linked with two arms. As water flows into bucket and make enough 

torque to rotate the shaft 

 Two arms are connected with the shaft perpendicularly. They are connected via bearing which helps to rotate 

the shaft. 

 First we varied the quantity of water that was flowing into the water bucket. And we observed the “rpm” of the 

flywheel through a Tachometer. The Tachometer was “contact point type”. 

 We calculated the power output from the speed (rpm) data which were recorded during the operation of rotating 

shaft. 

 Then again we repeated our experiment, but this time the mass of the flywheel was changed gradually and the 

water quantity was also changed. 

 We recorded the values and calculated the power from different rpm (speed) recorded. 

 After that we plotted graphs containing rpm, power for different water quantities and different flywheel. 

RESULT AND DISCUSSION 

The graphs were plotted, time (sec) in X direction and Speed (rpm) in the Y direction. We plotted 9 graphs in 

total for different amount of water quantities (Liters). We varied the amount of water and observed the results for 1 

stroke and 2 stroke arrangements. The Blue color line was 2 strokes and the red color line was 1 stroke .The curve 

tends to set a constant value after rising sometime. 

 

General Formula:  

 

POWER = TORQUE * ANGULAR VELOCITY  

               = FORCE * DISTANCE * 2 * π * RPS 

               = MASS * ACCELATION * DISTANCE * 2 * π * RPS 

               = m * g * s * 2 * π * RPS  

               = M * 9.81 * 1.22 * 2 * π * (RPM / 60) 

 

In Figure.2 (a) the 1st graph shows that the curve for 10 kg flywheel and 5 liter water. Red line steady at 23 

seconds and blue in 25 seconds. Corresponding rpm and power were 28rpm 176 Watt and 38 rpm 238 watt.  

In Figure.2 (b) the 2nd graph shows that the curve for 10 kg flywheel and 7 liter water. Red line becomes steady 

at 15 seconds and blue in 17 seconds. When rpm and power were 37 rpm 325 Watt and 50 rpm 437 Watt.  

In Figure.2 (c) the 3rd graph shows that the curve for 10 kg flywheel and 10 liter water. Red line steady at 35 

seconds and blue line in 40 seconds. Corresponding rpm and power were 48rpm 602Watt and 71rpm 890Watt. 

In Figure.2 (d) the 4th graph shows that the curve for 14 kg flywheel and 5 liter water. Red line steady at 12 

seconds and blue in 9 seconds. Corresponding rpm and power were 37rpm 232Watt and 49rpm 308watt. 

In Figure.2 (e) the 5th graph shows that the curve for 14 kg flywheel and 7 liter water. Red line steady at 16 

seconds and blue in 12 seconds. Corresponding rpm and power were 50rpm 437Watt and 68rpm 597watt.  

In Figure.2 (f) the 6th graph shows that the curve for 14 kg flywheel and 10 liter water. Red line steady at 22 

seconds and blue in 16 seconds. Corresponding rpm and power were 77rpm 965Watt and 98rpm 1228watt. 

In Figure.2 (g) the 7th graph shows that the curve for 18 kg flywheel and 5 liter water. Red line steady at 22 

seconds and blue in 6 seconds. Corresponding rpm and power were 40rpm 250Watt and 58rpm 363watt.  

In Figure.2 (h) the 8th graph shows that the curve for 18 kg flywheel and 7 liter water. Red line steady at 28 

seconds and blue in 30 seconds. Corresponding rpm and power were 59rpm 518Watt and 73rpm 640watt.  



In Figure.2 (i) the 9th graph shows that the curve for 18 kg flywheel and 10 liter water. Red line steady at 26 

seconds and blue in 28 seconds. Corresponding rpm and power were 80rpm 1020Watt and 103rpm 1291watt 

 

 

 

 

    

         FIGURE 2 (a) Variation of speed with time for 10 kg                  FIGURE 2 (b) Variation of speed with time for 10 kg   

          flywheel and 5 liter water                                                          flywheel and 7 liter water 

 

 

 

           

  FIGURE 2 (c) Variation of speed with time for 10 kg                       FIGURE 2 (d) Variation of speed with time for 14 kg 

                 flywheel and 10 litre water                                                        flywheel and 5 litre water                                                       



         

      FIGURE 2 (e) Variation of speed with time for 14 kg                   FIGURE 2 (f) Variation of speed with time for 14 kg  

                      flywheel and 7 litre water                                                              flywheel and 10 litre water 

 

 

     FIGURE 2 (g) Variation of speed with time for 18 kg              FIGURE 2 (e) Variation of speed with time for 18 kg 

                        flywheel and 5 litre water                                                         flywheel and 7 litre water 

 

 
 

FIGURE 2 (i) Variation of speed with time for 18 kg flywheel and 10 litre water 



In our experiment we varied the fixed weight fly wheel and the amount of water flow and got variable speed for 

1 stroke and 2 stokes. In all the graphs 2 Strokes performance is better than 1 stroke. And also see that when the 

fixed weight is maximum 18kg with 10 liter water the setup produces better speed, performance and torque than 

others. For 2 stroke operation maximum rpm 103 and power 1291 watt and 1 stroke operation maximum rpm 80 and 

power 1020watt. So 2stroke provides better operation than 1 stroke. We also find maximum rpm for 2 strokes when 

fixed fly wheel weight was 18 Kg and water was 10 liter. And by increasing the fixed weight and water flow we can 

get more efficient performance. 

CONCLUSION 

Energy runs the civilization. The world is based on various types of energies especially renewable energy. From 

the graphical representation with the data of our constructed structure we saw a common trend that the shaft rpm 

rises steadily for a short period of time and then continues along a straight line. Increasing the flywheel weight and 

flow rate improves the quality of the straight line and reduces noise. We find maximum rpm for 2 strokes when 

fixed fly wheel weight was 18 Kg and water was 10 liters. It might help in case of utilizing this renewable energy 

potential at high scale. Result might vary with the parameters fixed flywheel weight, water amount and number of 

stroke. Most satisfactory pattern of design may vary up to some extent from case to case.  
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Abstract. 16MnCrS5 steel is applied in different structural and other industrial applications. However, it is considered 

to be hard and difficult-to-machine material. In this work, this steel is chosen for turning tests under different cutting 

conditions and machining environment (dry and wet) with narrow groove carbide tool insert. Using these diverse 

conditions, types of chips formed, cutting force, etc. were noted, and machinability of the tool-work combine under 

different conditions is explored, so that some conditions can be found out at which good machinability can be achieved. 

Wet condition is found to give good tool performance within a range of cutting conditions. 

NOMENCLATURE 

CRC chip reduction coefficient fc main cutting force, N 

fcn cutting normal force, N MRR material removal rate 

t depth of cut, t So feed, mm/rev 

Vc cutting velocity, m/min  

INTRODUCTION 

Traditionally, grinding is employed for finishing and semi-finishing of hard materials, but it involves low MRR, and hence, 

may take long manufacturing lead time. To overcome this, hard turning is being explored [1,2,3,4] to obtain benefits of fewer 

process steps, increased MRR, etc. This process is usually done on workpiece material hardness of 45 HRC or more. One such 

material, AISI D2 steel, was tested [5] to turn with different tool materials to find out suitable ones. Hard chromium plated 

workpiece surface was also tried [1] to turn. Hard machining was reported to have been done successfully using high toughness 

tools with high abrasion resistance and heat conductivity [6]. 

Super abrasive tools, such as PCBN and cBN, were employed for hard turning, and it could produce better surface finish 

than grinding with the use of right combination of insert nose radius and feed [3]. For turning of harder materials, high velocity, 

low feed and low depth of cut are taken for finishing operation. Many researchers chose cutting velocity, Vc between 100-250 

m/min [7,8], while Yallese et al. used [9] Vc up to 350 m/min. Due to stability problem, researchers were constrained to restrict 

machining parameters.  

Tool wear and tool life are very significant in connection with hard turning as tool wear rate is quite fast in this case. 

Experimental results revealed that TiN/TiCN/Al2O3/TiN coated inserts performed better than TiN/TiCN/ Al2O3/ZrCN coated 

carbide inserts [10]. Hard turning may or may not use coolant. Dry machining was reported to show lower tool wear rate and 

surface roughness than minimum quantity lubrication (MQL) [11,12] in a work. 

In the present work, 16MnCrS5 steels were chosen for turning tests under varying cutting conditions and machining 

environment. Performance of tool insert considered is compared with respect to turning under different conditions. Tool wear 

tests were carried out at a cutting velocity in two environmental conditions.  

MATERIALS AND METHODS 

Hard turning experiments were done on a lathe with 16MnCrS5 steel rod held between a 3-jaw chuck and a 

revolving centre. TiC coated carbide inserts were employed. Detail of the experimental setup is given in Table 1.  
Five levels of cutting velocity with three levels of feed were chosen in the 1st set of experiments. Experimental conditions 

are detailed in Table 2. A constant depth of cut was maintained through out the experiment. Machining tests were carried out 

using sharp new edges of cutting tool insert. Narrow groove inserts were used for controlled contact machining. Two 
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environmental conditions chosen were dry and wet. Dial vernier caliper was taken for measuring chip thickness. Response 

variables noted were chip thickness, type and colour of chip, chip reduction co-efficient (CRC), and build-up edge formation. In 

experiment set II, wear tests were carried out under dry and wet conditions as detailed in Table 3. 

Table 1. Experimental set-up and conditions 
Machine tool Precision lathe, Model: Turnmaster TM-35, Make- The Mysore Kiloskar Ltd., Bangalore, India 

Workpiece 16MnCrS5 steel, size: 80 x 300 mm 

Compositions C= 0.177%, Si= 0.283%, Mn= 0.753%, Cr= 0.854%, Mo= 0.126%, Ni= 1.186%, W= 0.161%. 
Ceqv= 0.583% 

Cutting condition Dry, wet (water soluble oil, Make: Burma shell, India, 1:60 ratio) 

Insert type Titanium carbide (TiC) coated carbide tool insert with narrow  groove chip breaker 
Make: Sandvik Asia Ltd, India, Specification: SNMG 12 04 08/ 315 K 15 

Tool geometry -6º, -6º, 6º, 6º, 15º, 75º, 0.8 mm 

Tool holder Make: Sandvik Asia Ltd., India, Grade: Coromant T max-P, Specification: R174.3 2020 12 

Table 2. Experimental conditions 
Experiment set Cutting velocity, Vc (m/min) Feed, So (mm/rev) Depth of cut, t (mm) Environment 

I a 
44, 68, 109, 172, 271 0.063, 0.08, 0.1 0.5 

Dry 

I b Wet 

Table 3. Experimental conditions for tool wear test 
Experiment set Cutting velocity, Vc (m/min) Feed, So (mm/rev) Depth of cut, t (mm) Environment 

II (a) 
132 0.063 1 

Dry 

II (b) Wet 

 

RESULTS AND DISCUSSION 

Experiment set I a: Machining tests were conducted in dry environment, and results obtained are shown in Table 4, Fig. 

1 and Fig. 2. Chip reduction coefficient (CRC) is found to be less when irregular flat continuous chips are produced at cutting 

velocities of 109, 172 and 271 m/min. This mostly indicates desirable machining operation involving less shear deformation of 

chips consuming less force. Coiled type fractured, as well as half and full round, chips are formed at a low cutting velocity of 44 

m/min at the three feed values chosen, and these conditions show higher CRC. 

Table 4. Experimental observations under dry condition in experiment set I a 
Sl. No. Cutting velocity (m/min) Feed (mm/rev) Chip form observed Type of BUE CRC 

1 271 0.1 Blue, flat long continuous No 1.89 

2 271 0.08 Brown & blue, flat long continuous No 1.57 

3 271 0.063 Brown & blue, flat long continuous No 1.67 

4 172 0.1 Brown & blue, flat long continuous No 1.89 

5 172 0.08 Brown & blue, flat long continuous No 1.71 

6 172 0.063 Shining grey, flat long continuous No 1.83 
7 109 0.1 Brown & blue, flat long continuous No 1.78 

8 109 0.08 Brown & blue, flat long continuous No 1.86 

9 109 0.063 Brown & blue, flat long continuous No 1.83 

10 68 0.1 Shining grey, long continuous irregular, flat and open coiled No 2.00 

11 68 0.08 Blackish blue, flat long continuous No 2.14 

12 68 0.063 Blackish blue, flat long continuous No 2.33 
13 44 0.1 Brownish blue, coiled with 4-6 turns, full round & half round Tiny loose 2.11 

14 44 0.08 Brownish blue, coiled with 4-6 turns, full round & half round Tiny loose 2.43 

15 44 0.063 Brownish blue, coiled with 2-3 turns, full round & half round Tiny loose 2.67 

 

It is expected as coiled type chip formation needs more deformation sideway to facilitate curling [13], and narrow chip 

breaking groove may promote it. Fractured chips of half and full round types and coiled with few turns as obtained from these 

experiments are shown in Fig.1 (m-o). Higher CRC at these conditions may be due to high degree of curling over a narrow radius 

resulting in their breakage. Also, presence of unstable built-up-edge at this low Vc may have caused variable rake angles 

resulting in cutting force variation, thereby causing broken chip formation. At a low cutting velocity of 44 m/min expectedly, tiny 

loose built-up-edges are seen. At higher cutting velocities of 68,109, 172 and 271 m/min, expectedly, no built-up-edge is detected 

and long continuous chips, mostly flat type, are seen at all the feed values. Tendency of BUE formation is mostly reported at low 

velocities, and observations made in this work are in-line with the previous works reported [6, 13]. Figure 2 shows variation of 

cutting force components (Fc: main cutting force component and Fcn: cutting normal force) with cutting velocity (Vc) and feed 

(So). Expectedly, force values are increased with an increase in feed due to high shear area. Change in force shows a decreasing 

trend up to a cutting velocity of 109 m/min. There is no appreciable change in force at higher velocities. BUE formation as 

detected in 44 m/min Vc and formation of coiled and broken chips needing higher deformation may have resulted in higher force 

values at a low cutting velocity of 44 m/min. At higher Vc, there is no BUE formed, and force values are less and do not show 



remarkable variation. Formation of flat to irregular continuous chips needing less deformation supports less value of cutting force 

components. From the above discussion, it can be stated that fairly good tool performance is obtained when narrow groove 

coated carbide insert is employed at cutting velocities of 68, 109, 172 and 271 m/min at the chosen feeds even in dry condition. 

Experiment Set I b: Observations made regarding chip and built-up edge formation as obtained from experiment set I b 

are detailed in Table 5 and Fig. 3.  
 

     

a) At expt. Sl. No. 1 b) At expt. Sl. No. 2 c) At expt. Sl. No. 3 d) At expt. Sl. No. 4 e) At expt. Sl. No. 5 

     
a) At expt. Sl. No. 6 b) At expt. Sl. No. 7 c) At expt. Sl. No. 8 d) At expt. Sl. No. 9 e) At expt. Sl. No. 10 

     
a) At expt. Sl. No. 11 b) At expt. Sl. No. 12 c) At expt. Sl. No. 13 d) At expt. Sl. No. 14 e) At expt. Sl. No. 15 

FIGURE 1. Photographs of observed chips for experiment set I a under dry condition 
 

 

FIGURE 2. Variation of forces with cutting velocity at different feed at dry condition for experiment set Ia 

Table 5. Experimental observation for experiment set I b under wet condition 
Sl. No. Cutting velocity (m/min) Feed (mm/rev) Chip form observed Type of BUE CRC 

1 271 0.1 Blue, flat long continuous type No 1.67 

2 271 0.08 Blue & brown, flat long continuous type No 1.86 
3 271 0.063 Blue & brown, flat long continuous type No 1.67 

4 172 0.1 Blue & brown, flat long continuous type No 1.56 

5 172 0.08 Blue & brown, flat long continuous type No 1.57 
6 172 0.063 Shining grey, long continuous coiled type No 1.83 

7 109 0.1 Blue & brown, flat long continuous type No 1.67 

8 109 0.08 Blue & brown, flat long continuous type No 2.00 
9 109 0.063 Shining grey, long continuous coiled type No 1.67 

10 68 0.1 Shining grey, long continuous coiled type No 1.56 

11 68 0.08 Shining grey, long continuous coiled type No 1.71 

12 68 0.063 Grey, long continuous coiled type No 1.67 
13 44 0.1 Grey, coiled 8-12 turns Tiny hard 2.22 

14 44 0.08 Brownish grey, coiled 8-12 turns Tiny hard 2.57 

15 44 0.063 Brownish grey, coiled 6-8 turns Tiny hard 2.67 

 
At this set of experiments, at Vc 43 m/min, presence of BUE is noted similar to that in dry condition. CRC is found to be 

within 1.56 to 2.67. Chip forms observed (shown in Fig. 3) are mostly of flat irregular long continuous types at a cutting velocity 

of more than 100 m/min with a feed of 0.08 and 0.1 mm/rev. Long coiled continuous type of chips are observed at 68 m/min Vc, 
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and at 0.063 mm/rev feed at 109 and 172 m/min Vc. Fractured coiled chips with few turns are obtained at a low cutting velocity 

of 44 m/min. Therefore, no clear chip breaking effect of using the narrow groove chip breaker can be noticed within the 

experimental domain chosen. Application of water soluble oil as the cutting fluid seems to be extending fairly good cooling and 

lubrication effect during machining. 

Figure 4 shows the variation of cutting force components (Fc, Fcn) at different cutting velocities and feeds. Expectedly, 

forces increase with increase in feed due to increasing shear area. Similar to previous experiment set 1 a, in this experiment also, 

it is obtained that forces are high at the cutting velocity of 44 m/min. However, if force values are compared with that seen in dry 

condition with the same groove type insert, in some cases cutting force requirement is noted to be a bit higher in wet machining. 

Possible reasoning behind this may lie in the fact that in dry condition due to high heat generation, tool nose may have started 

micro-chipping during turning test. This may have reduced depth of cut to some extent causing lesser cutting force requirement. 

In wet condition, condition of the tool insert may have retained its edge sharpness under well lubricated and cooled environment. 

So, even if it takes more machining force than that in dry condition, it indicates better machining.  

 

     
a) At expt. Sl. No. 1 b) At expt. Sl. No. 2 c) At expt. Sl. No. 3 d) At expt. Sl. No. 4 e) At expt. Sl. No. 5 

     
a) At expt. Sl. No. 6 b) At expt. Sl. No. 7 c) At expt. Sl. No. 8 d) At expt. Sl. No. 9 e) At expt. Sl. No. 10 

     
a) At expt. Sl. No. 11 b) At expt. Sl. No. 12 c) At expt. Sl. No. 13 d) At expt. Sl. No. 14 e) At expt. Sl. No. 15 

FIGURE 3. Photographs of observed chips for experiment set I b under wet condition 
  

 

FIGURE 4. Variation of forces with cutting velocity at different feed at wet condition for experiment set I b 
 

It may be stated that desirable tool performance can be obtained when cutting velocity chosen is from 109 m/min up to 271 

m/min within the domain of experiments of the present investigation on turning of high hardness 16MnCrS5 steel with narrow 

groove TiC coated carbide insert. 

Experiment set II: Tool Wear Test: Wear test is carried out on the insert used at a machining condition as shown in Table 

3 in dry and wet environment. Growth of flank and nose wear with machining time is shown in Fig. 5. Progress of average flank 

wear and nose wear with machining time shows that under wet condition, wearing of both average flank wear (VB) and nose wear 

(VN) is significantly lesser than that at dry condition. After 12 minutes, dry machining gives 168 µm of average flank wear and 

more than 250 µm nose wear, while under wet condition, these become to be of only 94 µm and about 160 µm respectively. This 

indicates that dry machining for long may not be recommended with narrow groove TiC coated carbide insert for turning 

16MnCrS5 steel rod.  

Low tool wear rate in wet condition is quite natural as application of soluble oil reduces interfacial friction between tool, 

workpiece and chip, and hence, machining temperature. Thereby, thermal softening of the cutting tool becomes less probable. 

After 27 min. of machining, photographs of cutting tool inserts showing wear pattern under dry and wet conditions are given in 
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Fig. 6 and Fig. 7 respectively. High nose wear, significant notch wear and flank wear are seen clearly in dry condition. In wet 

condition, turning could well be done for long using the tool insert considered.  
 

 

FIGURE 5. Tool wear curve in dry and wet conditions 
 

 

 

FIGURE 6. View of tool at Vc= 132 m/min, So= 0.063 mm/rev in dry condition after 27 min. of machining [a) Flank, b) 
Crater, c) Nose wear] 

 

 

 
 

FIGURE 7. View of tool at Vc= 132 m/min, So= 0.063 mm/rev in wet condition after 27 min. of machining [a) Flank, b) 
Crater, c) Nose wear] 

 

CONCLUSION 

From turning experiments carried out on 16MnCrS5 steel rod with narrow groove titanium coated carbide tool insert, good 

tool performance is observed while undertaking hard turning in wet condition giving reduced tool wearing and force requirement 

significantly. This may be due to reduction in friction and temperature due to cooling and lubrication action of water soluble oil 

in wet condition. 
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Abstract. Aqueous-phase reforming of biomass derived oxygenated hydrocarbons are expected to produce fuel cell grade 

(CO<300 ppm) H2 for sustainable power generation in near future. In this work, monometallic and bimetallic catalysts of 

Pt and Ni, supported on multi-walled carbon nanotubes (MWNT), were prepared and tested in the aqueous-phase reforming 

(APR) of glycerol. Amongst the catalysts tested, bimetallic 1Pt-3Ni/MWNT catalyst gave the higher H2 yield (93%) and 

selectivity (91%) than the bench mark  1Pt/MWNT catalyst. Irrespective of Pt and Ni ratio, bimetallic Pt-Ni catalysts 

showed two times higher activity and selectivity towards H2 production than the monometallic Pt catalysts. Catalyst 

characterization by XRD, XPS showed a peak shift of Pt in bimetallic Pt-Ni catalyst than the monometallic Pt catalyst. 

Also the presence of Pt and Ni emission lines, in STEM EDS spectra, from both the bulk and the single crystal particles 

strongly suggests that Pt is present in close vicinity of Ni particle. The bimetallic interaction  between Pt and Ni is thought 

to be responsible for the high glycerol conversion and gas phase C yield and, ultimately, the high H2 yield observed. 

INTRODUCTION 

Hydrogen, a clean fuel that emits only water when combusted or used in PEM (proton exchange membrane) fuel 

cells, is in growing demand due to the technological advancements made in the fuel cell industry [1]. The full 

environmental benefit of generating power from hydrogen fuel cells is achieved when the hydrogen is produced from 

renewable sources such as solar power and biomass. Various renewable oxygenate compounds, such as methanol, 

sorbitol, glycerol, ethyleneglycol and ethanol, have been used in APR process [2]. Glycerol is produced as a by-

product during biodiesel production by transesterification of vegetable oils or animal fats. One ton of biodiesel yields 

about 110 kg of crude glycerol or about 100 kg of pure glycerol [3]. As biodiesel production increases exponentially, 

the crude glycerol is also produced in a large amount. One of the promising ways to utilize this diluted crude glycerol 

is to produce hydrogen by APR. Glycerol can be converted into hydrogen by APR according to the following overall 

reaction [Eq. (1)]: 

(1) 

Recently, several precious and non-precious metals in combination with different supports have been reported for 

APR of glycerol [4]. Among this variety of catalysts, the effect of the nature of the metal, as well as the nature of the 

support on activity, has been studied. Shabaker et al. studied Pt catalysts supported on TiO2, Al2O3, C, SiO2, Al2O3-

SiO2, ZrO2, CeO2 and ZnO for the production of H2 by APR [5]; TiO2-supported Pt was the most active. However, 

the oxide supports are not very stable in the aqueous phase at these reaction conditions. Therefore, less reactive or 

inert catalyst supports are desired for APR. Wang et al [6] studied both monometallic Pt and bimetallic Pt-Ni catalysts 

supported on single walled carbon nanotubes (SWNT) prepared by wet-reduction method. Both of them showed higher 

C3H8O3 +3H2O«3CO2 +7H2O
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APR activity than the alumina supported catalyst. In addition, the catalytic activity and selectivity remained unchanged 

after a week of steady-state reaction. In this work, we have focused on the APR of glycerol, and have compared a 

Pt/MWNT catalyst with Pt-Ni/MWNT catalysts having the same Pt loading and different Ni loadings.    

EXPERIMENTAL 

Catalyst Preparation 

The MWNT were sonicated in 1M HNO3 at 25 C (Branson sonifier 450) at 20 kHz for 15 min. The objectives 

were to obtain good dispersion of MWNT in solution and to ensure surface modification of the outer layer of the 

MWNT with functional groups (i.e. –COOH and –OH) to provide nucleation sites for the deposition of Pt and Ni 

nanoparticles. The surface modification of MWNT is necessary for metal deposition onto carbon [7, 8]. The nanotubes 

were then filtered and dried for further use. [Pt(NH3)4](NO3)2 (Strem Chemical) and Ni(NO3)2
.6H2O (Sigma–Aldrich) 

were dissolved, individually or together, into ethanol to make monometallic or bimetallic catalysts, respectively. These 

were deposited on refluxed MWNT using a conventional impregnation technique. The mixture was then stirred 

overnight at room temperature, and the ethanol was allowed to evaporate. The sample was then dried in air at 100 C 

for 12 h and calcined under flowing NO (1.5 vol.% with Ar) at 500 C for 60 min (heating rate 5 C/min). Catalysts 

were reduced in situ in flowing H2 (25 vol.% with N2) at 650 C for 30 min (heating rate 5 C/min) at atmospheric 

pressure.  

Catalytic Test 

The APR of glycerol was studied in a continuous flow type fixed bed reactor system. The catalyst (100mg) was 

loaded into a 5-mm i.d. stainless steel tubular reactor and held in position with quartz wool plugs. Reaction temperature 

was measured by a K-type thermocouple that was placed inside the reactor, very close to the catalyst bed. The reactor 

was mounted in a tube furnace (MTI GSL-1100X). A backpressure regulator (0 to 1000 psig, Swagelok) attached to 

a pressure gauge was used to pressurize the system with N2, typically at 40 bar. A 1-wt% glycerol solution was 

introduced by a hplc digital pump (Waters 510) at a rate of 0.05 mL/min, and heating of the catalyst bed was initiated. 

When the reactor reached at 250 C, N2 flow was set at 50 sccm using a Bronkhorst mass flow controller. The system 

was allowed to stabilize for about 2 h before analysis of the reaction products began. Gas products were analyzed at 

25-min intervals using an online gas chromatograph (Varian CP-3800) equipped with one Hayesep N, 60/80 Mesh, 5 

m x 1/8˝ SST column and one Molsieve 5Å, 60/80 Mesh, 1 m x 1/8” column, connected in series. Liquid products 

were analyzed with a Shimadzu HPLC, comprising a degasser (DGU-20A5), a pump (LC-20AD), an autosampler 

(SIL-20A HT), an oven (CTO-20A), and a refractive index detector (RID-10A). A Rezex RCM-Monosaccharide 

column (300  7.8 mm) was used for analyte separation. Also Shimadzu TOC-L (with auto sampler ASI-L) was used 

to know the total organic carbon content of the liquid phase.  

RESULTS AND DISCUSSION 

Catalyst Characterization 

TABLE 1. N2 physorption and H2 chemisorption results. Unless otherwise noted, the catalysts were calcined under the flow of 

NO (1.5 vol.% with Ar) at 500 C for 60 min  
 

Catalysts SBET 

(m2/g) 

VPore 

(cm3/g) 

DPore 

[nm] 

H2 uptake 

(mol/g) 

Mdisp 

(%) 

1Pt/MWNT 296 1.6 31.9 21 38 

1Pt-3Ni/MWNT 290 1.58 31.6 24 45 

1Pt-6Ni/MWNT 284 1.55 31.3 26 41 

1Pt-12Ni/MWNT 269 1.40 31.0 22 32 

12Ni/MWNT 272 1.41 31.0 15 29 

 



The specific surface area (Brunauer-Emmett-Teller, SBET) [10], pore size (Barrett–Joyner–Halenda, BJH, 

adsorption branch) [11], and pore volume were measured by N2 adsorption at liquid nitrogen temperature (196 C) 

using an Autosorb-IQ apparatus; the results are given in Table 1. Results showed that both the surface area and pore 

volume decreases with the increase of metal loadings. No significant change of pore diameter was observed.          H2 

chemisorption was carried out using an Autosorb-IQ apparatus (Quantachrome Corporation), and measureing at water 

bath temperature of 60 C. The H2 chemisorption data is summarized in Table 1.  The highest metal dispersion, 45%, 

was observed for the introduction of 3 wt% Ni into 1Pt/MWNT catalyst, even though metal dispersion decreased with 

higher Ni loading. This highest metal dispersion (45%) could be partly responsible for higher H2 yield (Figure 3) and 

reaction rate (Table 2) observed by 1Pt-3Ni/MWNT catalyst.    

 

 

FIGURE 1. X-ray diffraction patterns of Pt and Pt-Ni 

catalysts. Pt catalyst was reduced at 350 C and the Pt-Ni 

catalysts were reduced at 650 C in flowing H2 (25 vol.% with 

N2) for 30 min (ramp rate of 5 C/min). 
 

 

FIGURE 2. XPS patterns of Pt, Pt-Ni and Ni catalysts. 

Samples were calcined  at 500 ºC for 60 min in flowing NO 

(1.5 vol.% with Ar). 

 

 

The crystalline structure of the supported catalysts was determined by X-ray diffractometry using Cu K radiation 

( = 0.1542 nm) and a graphite monochromator (model S6000, Shimadzu). Figure 1 shows that Pt (111) diffraction 

peak positions of bimetallic Pt-Ni catalysts slightly move to higher positions compared to monometallic Pt catalyst, 

indicating an interaction between Pt and Ni. The similar phenomenon of bimetallic interaction between Pt and Ni, Pt 

and Cu, Pt and Co were observed and confirmed in the previous reports [12]. The bimetallic interaction between Pt 

and Ni is thought to be responsible for the higher catalytic activity and selectivity towards H2 production than the 

monometallic Pt and Ni catalysts. X-ray photoelectron spectra were recorded on an ESCALAB250Xi (Thermo 

Scientific, UK) using a monochromated Al K source (1486.68 eV) operating at 164W (10.8 mA and 15.2kV) and 

under a vacuum of ≤2  10-9 mbar. Binding energies were referenced to the adventitious hydrocarbon C1s signal at 

285.0 eV. As shown in Figure 2, the Pt 4f XPS peaks of Pt-Ni catalysts shift to low binding energy compared to pure 

Pt catallyst, in particular to 1Pt-3Ni sample, indicating that the electronic structure of Pt was modified when Ni was 

introduced. Also Ni 2p peak intensity decreases as the Pt/Ni atomic ratio increases. This result is similar to the results 

of Pt coated Au nanoparticles with core-shell structure [13]. 

 



Catalytic Tests 

 

 
 

FIGURE 3. Effect of Ni addition to 1Pt/MWNT catalysts on 

yield and selectivity in the aqueous phase reforming of glycerol 

(250 ºC, 40 bar, 0.05 mL/min, 100mg catalyst; data are mean 

values over t = 3–100 h). 

 

 

 

 
 

FIGURE 4. Repeated runs in the ARR of glycerol on 1Pt-

3Ni/MWNT catalyst (240 C, 40 bar, 1 wt% glycerol, 0.05 

mL/min, 100 mg catalyst; data are mean values over t = 3–

100 h). Error bars indicate one standard deviation; each bar is 

the average of ≥2 experiments.  

 

Several bimetallic catalysts have been studied for APR of glycerol to date [6, 14-18]. We chose to study the 

influence of Ni as the promoter element on the performance of 1Pt/MWNT catalyst for the APR of glycerol.  The 

effect of the Ni loading in the catalyst on the gas phase yield is presented in Figure 3. The combination of Pt and Ni 

increased the hydrogen yield and selectivity rather than monometallic Pt and Ni catalysts. Results shows that as the 

Pt:Ni ratio increases from 1:3 to 1:12, both the hydrogen yield and selectivity decreases, as the methane yield increases. 

The higher hydrogen yield (93%) and selectivity (91%) was achieved for 1 wt% Pt-3 wt% Ni loading than the 

benchmark 1Pt/MWNT catalyst.  Even though, the non-novel metal catalyst, 12Ni/MWNT, showed promising results 

compared to highly expensive novel metal catalyst, 1Pt/MWNT, but it showed severe deactivation after 40 hours on 

stream, infact H2 peak was completely disappeared after 60 h on stream. Also traces of CO and C2H6 was identified 

for 12Ni/MWNT catalyst, but were not further quantified. Among the bimetallic catalysts we tested, 1Pt-3Ni/MWNT 

gave the highest H2 yield, glycerol conversion, gas phase C yield, H2 rate and lowest CH4 yield. So to investigate the 

stability of the 1Pt-3Ni/MWNT catalyst, further 4 runs were made each with 100 h on stream, the results were depicted 

in Figure 4. After the first run, the reactor was heated at 120 C for 6 h and at the same time flashed with Ar to get 

ride of all the gaseous and liquid species trapped in the rig and the same procedure was followed before each run. As 

shown in Figure 4, H2 yield was almost same for the first three runs and then decreased in 4th and 5th run. Over all 

after 5th run (more than 500 h on strem) H2 yield decreased 14% and glycerol conversion decreased about 17% of the 

1st run. 

 

The liquid phase after reaction was also analyzed for all the reactions. Apart from un-reacted glycerol, traces of 

some other compounds were also identified, particularly ethanol, ethylene glycol, acetic acid and propylene glycol, 

but were not further quantified. Glycerol conversion rate, gas phase C yield, and reaction rates are shown in Table 2. 

Compare to monometallic Pt and Ni catalyst, all bimetallic Pt-Ni catalysts showed much higher glycerol conversion 

and gas phase C yield, which might be due to the interaction between Pt and Ni. Similar phenomenon has been 

observed by Boga et al. [19] while studying the APR of glycerol over bimetallic Pt-Cu catalysts. The highest glycerol 



conversion rate (>99%) and gas phase C yield (99%) was observed for 3 wt% Ni loading in 1Pt/MWNT catalyst and 

as the Ni loading increased to 12 wt%, glycerol conversion rate and gas phase C yield decreased to 90% and 88% 

respectively. The lowest glycerol conversion rate (44%) and gas phase C yield (41%) was observed for 12Ni/MWNT 

catalyst. The interaction between Pt and Ni greatly increased the conversion of the APR reaction, even the co-existence 

of individual Pt and Ni nanoparticles can greatly increase the conversion of the APR reaction, in good accordance 

with the literature [6].  

 

TABLE 2. Glycerol conversion, Gas phase C yield, Reaction rate and H2 formation rate in the aqueous-phase reforming of 

glycerol over MWNT supported catalysts (250 ºC, 40 bar, 0.05 mL/min, 100mg catalyst); data are mean values over t = 3–100 h). 

 

Catalysts Gly. Conv. 

(%) 

Gas phase  

C yield (%) 

Reaction rate 

(mol gPt-1 h-1) 

H2 formation rate 

(mmol gCat-1 h-1) 

C Balance, 

out/in (%) 

1Pt/MWNT 53.6 46 0.17 1.02 97 

1Pt-3Ni/MWNT >99 99 0.32 2.12 98 

1Pt-6Ni/MWNT 93.4 91 0.30 1.93 95 

1Pt-12Ni/MWNT 89.7 88 0.29 1.74 103 

     12Ni/MWNT 44.0 41 0.11 0.78 96 

  

Inductively coupled plasma atomic emission spectrometry (ICP–AES) analysis of the liquid effluent showed no 

measurable leaching of Pt and Ni. XRD pattern of spent 1P-3N/MWNT catalyst showed diffraction lines for NiO at 

2θ = 37.2, 43.3, and 62.9 representing the (111), (200), and (220) planes, respectively [4, 20], means some of the Ni 

particles were oxidized to NiO ,which could be responsible for the deactivation of the catalyst. Also the deactivation 

of the catalyst might be ascribed to the carbon deposition on the catalyst [21, 22]  

CONCLUSIONS 

In this work, monometallic Pt and bimetallic Pt-Ni catalysts having the same Pt loading but different Ni loading, 

supported on multi-walled carbon nanotubes (MWNT), were prepared and tested in the aqueous-phase reforming 

(APR) of glycerol.  Amongst the catalysts tested, bimetallic 1Pt-3Ni/MWNT catalyst gave the higher H2 yield (93%) 

and selectivity (91%) than the bench mark 1Pt/MWNT catalyst. Irrespective of Pt and Ni ratio, bimetallic Pt-Ni 

catalysts showed two times higher activity and selectivity towards H2 production than the monometallic Pt catalysts.  

To study the effect of support on the performance of monometallic Pt catalyst in APR process, two others support 

Al2O3 and MgO was also tested. MWNT support showed a positive effect on APR process, which could be due to its 

hydrophobic nature.   Catalyst characterization by XRD, XPS showed a peak shift of Pt in bimetallic Pt-Ni catalyst 

than the monometallic Pt catalyst. Also the presence of Pt and Ni emission lines, in STEM EDS spectra, from both 

the bulk and the single crystal particles strongly suggests that Pt is present in close vicinity of Ni particle. The 

bimetallic interaction between Pt and Ni is thought to be responsible for the high glycerol conversion and gas phase 

C yield and, ultimately, the high H2 yield observed. 
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Abstract. The Beauty Leaf Tree (Callophylum inophyllum) is regarded as an alternative source of energy to produce 2nd 

generation biodiesel due to its potentiality as well as high oil yield content in the seed kernels. The treating process is 

indispensable during the biodiesel production process because it can augment the yield as well as quality of the product. Oil 

extracted from both mechanical screw press and solvent extraction using n-hexane was refined. Five replications each of 25 gm 

of crude oil for screw press and five replications each of 25 gm of crude oil for n-hexane were selected for refining as well as 

biodiesel conversion processes. The oil refining processes consists of degumming, neutralization as well as dewaxing. The 

degumming, neutralization and dewaxing processes were performed to remove all the gums (phosphorous-based compounds), 

free fatty acids, and waxes from the fresh crude oil before the biodiesel conversion process carried out, respectively. The results 

indicated that up to 73% and 81% of mass conversion efficiency of the refined oil in the screw press and n-hexane refining 

processes were obtained, respectively. It was also found that up to 88% and 90% of biodiesel were yielded in terms of mass 

conversion efficiency in the transesterification process for the screw press and n-hexane techniques, respectively. While the 

entire processes (refining and transesterification) were considered, the conversion of beauty leaf tree (BLT) refined oil into 

biodiesel was yielded up to 65% and 73% of mass conversion efficiency for the screw press and n-hexane techniques, 

respectively. Physico-chemical properties of crude and refined oil, and biodiesel were characterized according to the ASTM 

standards. Overall, BLT has the potential to contribute as an alternative energy source because of high mass conversion 

efficiency.  

582

http://www.sciencedirect.com/science/journal/22120173
mailto:m.bhuiya@cqu.edu.au


INTRODUCTION 

The BLT is a prospective source of non-edible vegetable oil for producing 2nd generation biodiesel due to its 

capability of growing in a varieties of climate conditions. It can be easily cultivated, the fruit production rate is 

higher as well as its seeds kernel contains high oil yield. Plenty of native species which are capable to produce 

biodiesel at substantial quantities have been evaluated for growth on decadent land in Australia 1. BLT fruits are 

produced abundantly two times/year and seed kernels contain up to 65% of non-edible oil 2, 3 and higher than most 

of the general oil seed harvests such as Jatropha curcas- 40%, Pongamia pinnata – 30%, oil palm - 60% 4. BLT 

accomplishes reproductive maturity in 7 years as well as can yield fruits up to 200 years 2. Based on the fatty acid 

composition of BLT oil, it has been established that the fatty acid methyl esters of BLT abide by the American 

Society for Testing Materials (ASTM) and European Union (EN) biofuel standards 4. 

However, the oil treatment process is significant as the gum, FFAs, water, phosphorous compounds as well as 

wax substances are contained in the crude vegetable oil which can reduce the biodiesel quality, and these should be 

removed prior to the biodiesel production 5. Generally, crude oil treating process is done in order to remove the 

undesirable components such as dirt, moisture, proteins, gums, resins, phosphates, waxes etc. 6, 7. Furthermore, the 

biodiesel produced from the refining oil affects the yield as well as quality of the biodiesel 8. The unwanted 

components are removed by means of the treatments of purification, degumming, neutralization, bleaching and 

deodorization 7, 9. Therefore, the purpose of the treatment process is to improve the oil quality by eradicating the 

undesirable compounds such as phospholipids, FFAs and pigments 7, 10. 

Biodiesel is produced from vegetable oils via a transesterification process which is the most popular technology 
11, 12. Moreover, this technique has been identified as a widely accepted technique for industrialized biodiesel 

production due to its high conversion efficiency and low cost 13. Transesterifictaion is the chemical reaction in 

which triglycerides is reacted with alcohol in the presence of appropriate catalyst. Crude glycerol and monoalkyl 

ester (biodiesel) are the output products of a successful transesterification process. 

Therefore, the aim of this study is to accomplish a complete refining process of the BLT crude oil produced from 

screw press and n-hexane techniques, conduct the transesterification process to produce biodiesel and mass balances 

for the refining as well as biodiesel conversion processes. The American Society for Testing Materials (ASTM) 

standards D6751 was used to characterize the physico-chemical properties of resulting biodiesel. 

MATERIALS AND METHOD 

BLT oil extractions 

Two methods namely mechanical oil extraction using an electric powered screw press and chemical (solvent) 

extraction using n-hexane as a solvent were used for oil extraction from the prepared seed kernels. The mechanical 

oil extraction technique was conducted using a Mini 40 Screw Press at Centre for Plant and Water science (CPWS) 

in Central Queensland University (CQU). Properly dried and treated BLT kernel samples were used to extract oil by 

this method.  

In solvent extraction, the kernels were ground using a blender and coffee grinder machine to achieve a fine 

consistency to maximize particle surface area. Then n-hexane was added at a ratio of 2:1 (ml hexane: grams kernel) 

into conical flasks in which ground kernels were put. After reacting the oil mixtures were collected, filtered and 

decanted into aluminium foil containers for evaporating the solvent and placed under the fume hood. 

Oil refining processes 

Vegetable oils must be properly pre-treated prior to the transesterification process for biodiesel production. Oil 

refining processes consists of degumming, neutralization (deacidification) as well as dewaxing. The degumming 

process removes unwanted phosphorous content, whereas neutralization and dewaxing processes removes free fatty 

acids (FFAs) and waxes, respectively. If FFAs are not removed, it will latter convert into soap. Moreover, FFAs will 

reduce the conversion efficiency for the production of biodiesel as these sometimes contain some of the catalysts 14. 



Degumming 

The purpose of the degumming process was to remove the gums i.e. phosphorous-based compounds, primarily 

lecithin and cephalin from the fresh crude oil before converting it into biodiesel. First heated the filtered oil up to 

600C about 2 hours and then added the heated (600C) deionized water (DI) into each replication of oil (5 for screw 

press and 5 for n-hexane). Acid degumming and water degumming were conducted for 4 replications and 1 

replication of the crude oil, respectively. Acid degumming was performed by adding 4% (wt.) H3PO4 solution. The 

solution was heated at about 650C and kept for 30 minutes. After centrifugation all the hydrated gums and the oil 

were separated, weighted and the results were recorded.  

Neutralization 

In general, the crude vegetable oils contain free fatty acids from natural hydrolysis of triglycerides. The 

neutralization process was conducted to remove the free fatty acids before biodiesel production. In order to do this 

the sodium hydroxide (NaOH) aqueous solution (8% wt) was mixed with the degummed oil of each replication 5 for 

screw press and 5 for n-hexane techniques. After that the oil was washed with 350C warm tap water twice to make 

sure that all traces of soap were eliminated. Finally, the oil, gum and soap solution were separated by centrifugation. 

The oil as well as recovered gum and soap were recorded.   

Dewaxing 

The vegetable oil also contains large amount of waxes approach to the cloud when refrigerated or brought to 

lower temperatures. Therefore, the waxes have to be removed before biodiesel conversion process carried out. In 

order for that 5% (wt.) sodium hydroxide aqueous solution and 5% (wt.) de-ionised (DI) water were added, 

respectively, into the neutralized oil of each replication. The mixture was placed in a chiller at 50C and agitated for 

about 4 hours. The soapy water wetted the waxes and helped to move from oil to water phase. Finally, the oil, wax 

and soap were separated by centrifugation and recorded their weights. 

BIODIESEL CONVERSION THROUGH TRANSESTERIFICATION PROCESS 

The BLT refined oil was converted into biodiesel via transesterification process. To carry on the 

transesterification process sodium methoxide solution was prepared first by adding NaOH solution (1% wt.) and 

methanol (11.12% wt.) in a covered conical flask. The transesterification process was then conducted by adding 

sodium methoxide solution into the heated refined oil. The reaction temperature was maintained less than 650C and 

allowed for half an hour. After completing the reaction, the mixture was poured in the separatory funnel to separate 

the biodiesel and glycerin. Finally, the glycerin was removed and the biodiesel was washed with warm DI before 

further processing i.e. analyzing its properties. 

Characterization of BLT oil and biodiesel 

Physico-chemical properties of BLT crude as well as refining oil produced from screw press and n-hexane 

techniques were characterized according to the ASTM standards which are shown in Table1. Adhvaryu et al. 15 

reported that the deposition of wax substances in oil directed to the increase in viscosity. Therefore, it is necessary to 

remove the wax materials which results in a lower viscosity in refined oil. Moreover, the refined oil was found to be 

clearer and lighter yellow colour than the crude oil. This is because of the elimination of some unwanted 

components through the refining process. 

     Biodiesel obtained through transesterification was characterized in accordance with ASTM D6751-08 standard. 

Physico-chemical properties of BLT biodiesel are shown in TABLE 1.  



Mass balance 

The mass balance for the refining oil and the biodiesel were determined in accordance with the oil input and the 

weights of the products. 

TABLE 1. Physico-chemical properties of BLT crude and refined oil, and biodiesel. 

Method Oil Type Property Sample No. 

1 2 3 4 5 

Screw press Crude Density@ 280C (g/mL) 0.8905 0.8875 0.8882 0.8936 0.8953 

Viscosity@ 400C (poise)  0.5336 0.5277 0.5288 0.5318 0.5333 

Acid value (mg KOH/g oil) 31.42 31.19 31.3 31.86 30.24 

pH value 4.68 4.67 4.62 4.32 4.14 

n-hexane Crude Density@ 280C (g/mL) 0.9011 0.8969 0.9012 0.9036 0.9057 

Viscosity@ 400C (poise)  0.5372 0.5426 0.5339 0.5412 0.5333 

Acid value (mg KOH/g oil) 32.65 32.87 32.71 32.58 31.96 

pH value 4.82 4.65 4.46 4.58 4.49 

Screw press Refined Density@ 280C (g/mL) 0.8744 0.8666 0.8748 0.8711 0.871 

Viscosity@ 400C (poise)  0.4184 0.4464 0.4207 0.4248 0.4318 

Acid value (mg KOH/g oil) 6.23 6.34 5.78 6.17 6.4 

pH value 7.82 7.42 7.79 7.44 7.49 

n-hexane Refined Density@ 280C (g/mL) 0.8655 0.8716 0.8682 0.8728 0.8631 

Viscosity@ 400C (poise)  0.4054 0.4103 0.4278 0.4156 0.4034 

Acid value (mg KOH/g oil) 3.37 3.31 4.14 3.2 3.09 

pH value 7.63 7.99 7.31 7.24 7.38 

Screw press Biodiesel Density@ 280C (g/mL) 0.8631 0.8578 0.8616 0.8653 0.8625 

Viscosity@ 400C (poise)  0.0497 0.0489 0.0503 0.0483 0.0479 

Acid value (mg KOH/g oil) 0.79 0.67 0.73 0.61 0.56 

pH value 8.83 8.94 8.68 8.56 8.79 

n-hexane Biodiesel Density@ 280C (g/mL) 0.8571 0.8548 0.8514 0.8523 0.8483 

Viscosity@ 400C (poise)  0.0448 0.0441 0.0453 0.0445 0.0458 

Acid value (mg KOH/g oil) 0.45 0.56 0.51 0.63 0.43 

pH value 9.55 9.4 9.48 9.57 9.64 

The mass balance for a refining process was evaluated based on the weights of initial crude oil and products 

obtained at each step, whereas, for a transesterification process, it was obtained based on the refined oil and the 

biodiesel yield. The mass balance for a refining process for screw press and n-hexane techniques are shown in 

FIGURES. 1 and 2, respectively. And the mass balance for a transesterification process for screw press and n-

hexane techniques are shown in FIGURES 3 and 4, respectively. The efficiency of BLT crude oil conversion into 

refined oil and then produce biodiesel and by-products (glycerin) namely “% Mass conversion” was estimated using 

equations 1 and 2.  

 % Mass conversion =
𝑊𝑝𝑟𝑜𝑑

𝑊𝑐𝑟𝑢𝑑𝑒 𝑜𝑖𝑙
× 100%    (1) 

% Mass losses = 100% − ∑(% 𝑀𝑎𝑠𝑠 𝑐𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛 𝑜𝑓 𝑎𝑙𝑙 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠)          (2) 

Where, 𝑊𝑝𝑟𝑜𝑑   is the weight of products, kg

𝑊𝑐𝑟𝑢𝑑𝑒 𝑜𝑖𝑙 is the initial weight of BLT crude oil, kg

The overall mass balance by considering the whole processes (refining and transesterification) is presented in 

FIGURES 5 and 6. 



FIGURE 1. Mass balance for a refining process in screw 
press  

FIGURE 2. Mass balance for a refining process in n-

hexane 

RESULTS AND DISCUSSION 

The BLT oil extracted from both a screw press and n-hexane was refined through degumming, neutralization and 

dewaxing processes. 

FIGURE 3. Mass balance of transesterification process 
in screw press 

FIGURE 4. Mass balance of transesterification process 

in n-hexane  

The degumming process was conducted for both acid degumming and water degumming. Approximately 73% of 

mass conversion efficiency of refined oil was obtained in screw press technique which include 8.786 % gum, 

10.50% soap, 4.53% wax and 2.73% % other losses as shown in FIGURE 1. On the other hand, about 81% of mass 

conversion efficiency of refined oil was obtained in n-hexane method which include 8.86 % gum, 4.66% soap, 

3.68% wax and 1.96% % other losses as shown in FIGURE 2. Large amount of soap by-product in neutralization 

process indicated high FFA composition, which reduced the yield of biodiesel conversion 16 

      Refined oil was converted into biodiesel via a transesterification protocol by using a sodium methoxide solution 

into the oil sample. Up to 88 % (wt.) of mass conversion efficiency of biodiesel with 9% glycerine and 3% other 

losses was obtained in screw press method through transesterification process as shown in FIGURE 3.  

      The transesterification technique yielded the mass conversion efficiency up to 90 % (wt.) of biodiesel with 8% 

glycerine and 2% other losses in n-hexane method as shown in FIGURE 4. While the entire processes (refining and 

transesterification) were considered, up to 65% and 73% of mass conversion efficiency were obtained for screw 

press and n-hexane methods, respectively, which are shown in FIGURES 5 and 6, respectively. The ASTM 

characterization of obtained biodiesel was performed to confirm that the biofuel would meet the specification of 

standard fuels. The values of the physico-chemical properties were varied for crude and refined oil, as well as the 

biodiesel. All properties of BLT biodiesel met the ASTM standard specifications. 

CONCLUSION 

    In this study, BLT oil purifying process and then conversion of refined oil into biodiesel through 

transesterification protocol were successfully performed. The results indicated that after treating the oil the good 

quality of BLT biodiesel was obtained. The properties of the BLT crude and refined oil, and BLT biodiesel were 
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determined in accordance with the ASTM standards and the results showed that the BLT biodiesel has met the 

ASTM standard of fuel. 

FIGURE 5. Mass balance for the complete (refining and 
transesterification) process in screw press 

FIGURE 6. Mass balance for the complete (refining and 
transesterification) process in n-hexane 

Approximately 73 and 81% of mass conversion efficiency was obtained through screw press and n-hexane refining 

processes, respectively. In biodiesel production through transesterification process, around 88% and 90% of mass 

conversion efficiency were yielded for screw press and n-hexane techniques, respectively. The conversion of BLT 

refined oil into biodiesel was yielded up to 65% and 73% of mass conversion efficiency for screw press and n-

hexane techniques while the entire processes (refining and transesterification) were considered, respectively 
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Abstract.Nylon 6 microfiltration membrane, for the treatment of brewery wastewater, was fabricated using an 

electrospinning technique, followed by hot-pressing. The fabricated membrane was robust and demonstrated 

superhydrophilicity (water contact angle 0°), and higher porosity (68%) with pore sizes of 100 to 210 nm. The electrospun 

nylon 6 membrane showed higher pure water flux (850 LMH) at an applied pressure of 4 psi. The same membrane also 

demonstrated a 95% rejection rate of suspended solids (SS) in brewery wastewater treatment.  

INTRODUCTION 

Beer is the world’s 5th most consumed beverage after tea, soft drinks, milk, and coffee. It continues to be a favorite 

with an average global consumption of 23 L/person each year [1]. The brewing process requires a high volume of 

water for both the production of beer, as well as heating and cooling, cleaning, and sanitation processes that can 

produce a large amount of wastewater [2]. Hence, the brewery industry is considered to be a primary source of 

environmental and water pollution, particularly in developing countries. This is because of the numerous organic and 

inorganic chemical species (suspended solids) found in brewery wastewater. The aim of this research is to fabricate a 

highly porous and superhydrophilic microfiltration membrane through electropsinning technique to remove suspended 

solids from brewery wastewater.  

EXPERIMENTAL 

Materials 
     Nylon 6 (N6) was obtained from Sigma-Aldrich, USA. Solvents, formic acid and acetic acid were received from 

Fisher Scientific, USA. Brewery wastewater and de-ionized (DI) water were obtained from Labatt Brasserie Quebec, 

Montreal, Canada and a Millipore Integral 10 water system (Millipore, Billerica, MA), respectively. 

Membrane Fabrication 
      Nylon 6 (21% by weight) was dissolved in a formic acid and acetic acid mixture (80% formic acid and 20% acetic 

acid by volume) under magnetic stirring for 5 hrs at room temperature to prepare the nylon 6 solution for 

electrospinning. In electrospinning process, high-voltage electricity (Nanospinner NE300, Inovenso, Turkey) was 

applied to the prepared solutions in a syringe via an alligator clip attached to the syringe nozzle. The applied voltage 

was adjusted to 30 kV. The solution was delivered to the nozzle tip via a syringe pump to control the solution flow 

rate (0.18 mL/h). Fiber mats were collected on an electrically grounded metallic drum placed 8.8 cm abovethe nozzle 
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tip[3-4]. Then, the fabricated nanofiber mats were pressed for 3 sec at 50 °C and 1500 psi applied pressure using a 

hydraulic press instrument (Model: SSI 509 E). 

 

Characterization 
 

       Morphology and EDX spectrum analyses of the membrane were performed with field emission-scanning electron 

microscopy (FE-SEM) after platinum coating (QUANTA FEG 450). Water contact angle and mechanical strength of 

the membrane were investigated using a VCA optima instrument (AST Products, Inc.),and Chatillon (John Chatillon 

and Sons New York, NY), respectively.Thickness of the membrane was measured using a TMI instrument (Testing 

Machines, Inc.).  

 

Porosity 

      The gravimetric method was used to investigate porosity of the membrane using the following equation [5]: 

                                                                    Ɛ(%) = [(Ww-Wd)/(ρw × A ×L)] × 100                                                  (1) 

where Ww and Wd are the weight of the wet and dry membranes respectively, ρw is the water density (0.998 g cm-3), 

A is the effective area of the membrane, and L is the membrane thickness. 

Membrane Performance Evaluation 

Permeation Experiment 

      Water flux was measured using a dead-end stirred cell filtration device (Millipore stirred ultra-filtration cells, 

8010, USA) connected to a nitrogen gas cylinder.  The membrane was pre-compacted at 3 psi pressure for 30 min 

until constant water flux was achieved. Water flux was measured at an applied pressure of 4 psi. The equation below 

was used to calculate the pure water flux (J0) for the membrane [6]: 

                                                                                      J0 = V/(A × ∆t)                                                                   (2) 

 where V, A, and ∆t are permeated water volume, membrane effective area, and measurement time, respectively. This 

experiment was conducted at ambient temperature.  

 

Rejection Test 

        Suspended solids rejection rate for the membrane was tested using brewery wastewater. A dead-end stirred cell 

filtration device (Millipore stirred ultra-filtration cells, 8010, USA), connected with a nitrogen gas cylinder, was used 

to investigate rejection.  The membrane was pre-compacted at 3 psi pressure for 30 min. Then, wastewater was allowed 

to permeate throughthe membrane at a stirring rate of 500 rpm and 4 psi applied pressure under nitrogen gas. The 

rejection of suspended solids was calculated according to the procedure outlined in the Standard Method [7].  

 

RESULTS AND DISCUSSION 
 

Morphology 
 

       Figure 1 demonstrates the FE-SEM images of N6 nanofibers just after electrospinning (Fig. 1A) and after hot-

pressing of the electrospun nanofibers (Fig. 1B). The electrospun nanofibers were uniform in diameter (150 nm) with 

spider-web like structure (Fig. 1A). In fact, the ionization of N6 took place because of acidity of the N6 solution [8].  

The ionization of N6 was increased at higher applied voltages throughout the electrospinning process that caused the 

formation of sweb-like structure of nanofibers [9]. After applying hot-press, the nanofiber mats were compacted, 

creating micron sized pores (100-210 nm) (Fig. 1B).  

 



 
FIGURE1. FE-SEM images of electrospun nylon 6 nanofibers: (A) Before hot-pressing, and (B) After hot-pressing 

 

 

The SEM-EDX spectrum of electrospun nylon 6 nanofibers is exhibited in Fig. 2. The EDX analysis clearly suggests 

the presence of C, N and O atoms of nylon 6. Pt was obtained in EDX spectrum due to Pt coating for conducting SEM 

of nylon 6 nanofibers.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE.2. SEM-EDX spectrum of electrospun nylon 6 nanofibers (Fig. 1A). 

 

 

Characteristics of the Membrane 
       The membrane was characterized in regard to thickness, porosity, wettability, and mechanical strength (Table 1). 

The thickness of the fabricated electrospun membrane was 200 µm with a porosity of 68%. The ultrahigh surface area 

of electrospun nanofibers was the primary phenomenon to obtain higher porosity in the electrospun membrane. The 

membrane was also superhydrophilic (water contact angle 0 °) and physically robust with a tensile strength of 23.75 

MPa. The superhydrophilic surface was achieved due to capillary action of the highly porous electrospun membrane 

[10]. Higher mechanical strength was attained because of integrated effect of hydrogen bond formation and the highly 

interconnected spider-web-like structure of the nanofibers. The ionic species present in N6 solution can form stronger 

hydrogen bonds due to the more charge present on them in presence of the high voltage applied during electrospinning. 

The protonated amide group of ionic N6 molecules can effectively connect through hydrogen bonding with oxygen 

atoms of the N6 molecule in main fibers. Oxygen atoms of the ionic molecule can combine through hydrogen bonds 

with hydrogen atom of amides found in the main fibers as expected to form the interconnected spider-web-like fiber 

mats. 
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TABLE 1. Characteristics of electrospun nylon 6 microfiltration membrane 

 

Thickness (µm) Porosity (%) Water contact angle (°)  Tensile strength (MPa) 

200 68 0 23.75 ± 1.0 

 

 
Filtration Performance Of The Membrane 

 
 The prepared membrane was subjected to a permeation test for pure water and an SS rejection test for brewery 

wastewater. The obtained results are exhibited in Table 2. At the applied pressure of 4 psi, the pure water flux for this 

membrane was 850 LMH, which was significantly higher than observed in the literature (200-500 LMH) [11]. Both 

the superhydrophilicity and higher porosity are key factors in the observed higher water flux of the membrane. In the 

treatment of brewery wastewater, a 95% suspended solid rejection rate was obtained using this microfiltration 

membrane. After filtration through this membrane, the suspended solid content in the brewery wastewater was reduced 

from 533 mg/L to 26 mg/L. 

 

TABLE 2.Filtration performance of electrospun nylon 6 microfiltration membrane 

 

Pure water flux (LMH) 

at 4 psi applied pressure 

SS (mg/L) in brewery wastewater SS Rejection (%) for 

brewery wastewater 
Effluent Influent 

850 533 26 95 

 

 

CONCLUSIONS 
 

   A nylon 6 membrane was successfully prepared for microfiltration of brewery wastewater by the integration of a 

facile electrospinning technique and hot-pressing. The fabricated membrane provided higher water flux (850 LMH) at 

very low applied pressure (4 psi). In addition, this membrane was able to remove 95% of suspended solids from the 

brewery wastewater. These results demonstrate that electropsun nylon 6 microfiltration membranes can satisfy both 

parameters (water flux and SS rejection) for the treatment of brewery wastewater.  
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Abstract. This paper presents the experimental results of the measurement of erosion rate of carbon steel specimens in 

sand water slurry system in a slurry pot tester. Sylhet sand has been sieved to get three sizes of erodent particles; namely, 

less than 250 micron, 250 to 590 micron and 590 to 1190 micron. Experiments are done with three sand concentrations 

(10%, 15% and 20%). The rate of erosion of the carbon steel specimens is measured as the loss of weight per unit surface 

area per unit time under the dynamic action of solid particles. The eroded surfaces of the specimens are examined using 

Scanning Electron Microscopy (SEM) to visualize the impact of the slurry of various conditions. It is seen that 

irrespective of the particle size the rate of erosion increases with the increase of slurry concentration. This increment of 

erosion rate at high concentration is high for large particles. High erosion rate is observed in case of large sand particles. 

In case of small and fine particles erosion rate is small because of low impact energy as well as the wastage of energy to 

overcome the hindrance of the finer particles before striking on the specimen surface. 

INTRODUCTION 

Erosion is a process of progressive removal of material from a target surface due to repeated impacts of solid 

particles. It is encountered in numerous industrial applications such as crude oil processing equipment, 

hydrotransport pipelines and coal handling plants where coal is carried by mixing it in water or oil. Solid particles 

suspended in a flow of solid–liquid mixture cause gradual erosion in slurry transport systems. Fig. 1 shows a 

hydrotransport pipeline of a river dredging system and an eroded impeller of its pump. For designing and operating a 

slurry transport system, a good estimate of the rate of erosion in pipes and pump components is essential. Various 

types of tests are conducted to understand the mechanism and rate of slurry erosion. Slurry erosion tests in a pipeline 

require high cost and long time. As low cost solutions, laboratory-scale test rigs such as slurry pot testers and slurry 

jet testers have become popular for accelerated tests on slurry erosion.  

FIGURE 1. Hydrotransport pipeline of a river dredging system (left) and an eroded impeller of its pump (right). 
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Some researchers [1-3] carried out erosion test in pilot pipelines. Jacobs and James [2] from their experiments in 

a pilot plant have shown that erosion wear increases with increase in solid concentration, particle size and velocity. 

The rate of increase of wear with velocity is relatively much higher than that with two other parameters. Gupta et al. 

[3] performed experiments in both pilot pants and slurry pot testers and have shown that the pot tester results agree 

reasonably well with pipe line wear. 

 

Slurry pot testers are very simple to construct and easy to operate. They provide rapid results for ranking 

materials based on their resistance to slurry erosion. They are widely used [9-15] to understand, characterize and 

model erosion resistance of materials. Lynn et al. [9] conducted experiment on steel specimens with SiC in oil slurry 

and reported that the erosion rate decreases with decreasing particle size for suspensions of constant solids loading. 

It was due to the decrease in the proportion of particles impacting the target surface as well as the decrease in impact 

velocity. Gandhi et al. [10] modified a slurry pot tester in order to ensure that the erosive wear on a brass wear piece 

is primarily due to parallel flow of a mixture prepared by mixing water with the tailing material from a zinc 

processing plant. They reported that the parallel flow wear increases with increase in solid concentration, particle 

size and velocity. The parametric dependence on velocity is comparatively much stronger as compared to that on 

either solid concentration or particle size. Clark and Hartwich [11] discussed the difficulties in determining the 

particle size effects using both pot and jet impingement testers. They observed for cylindrical wear pieces of 

aluminium and pyrex glass rotating in a pot with SiC in diesel oil slurry that at a nominal speed of 18.7 m/s, erosion 

occurred on the aluminium specimen for all SiC particle sizes while erosion occurred on the pyrex glass specimen 

only for large particle sizes of SiC. They have attributed this to the presence of impact energy threshold in case of 

pyrex glass. Desale et al. [12-15] carried out a number of experiments using a slurry pot tester to investigate the 

parameters affecting erosion wear of ductile materials at different impact conditions. The effects of velocity, particle 

size, and concentration of erodent particles in water have been investigated using different ductile materials of 

varying hardness. It was observed that the erosion rate of ductile materials varies with the erodent properties. The 

effect of erodent shape and density is more dominant at shallow impact angles. 

 

Thus from the review of the previous studies, it may be inferred that in slurry transport pipelines, the wear of the 

pipe, the pump impeller and the fittings would depend on slurry composition, especially the type and size 

distribution of solid particles and the chemical nature of the liquid portion of the slurry. However, the current 

understanding is not enough to visualize the total picture of the interaction between the slurry and the pipeline that 

carries the slurry. Therefore, some experiments are carried out using a slurry pot tester in order to enhance the 

understanding of the slurry erosion mechanism. This paper presents the experimental data of erosion of carbon steel 

specimens by natural sand - water slurry of different sand concentrations and particle sizes. 

EXPERIMENTAL SET UP AND PROCEDURE 

 

 

 

FIGURE 2. Schematic diagram of the slurry pot erosion tester. 

 

 

1 - carbon steel specimens 

2 - spindle 

3 - baffles 

4 - cooling water inlet 

5 - cooling water outlet 

6 - slurry pot top cover 

7 - thermometer 



  
 

FIGURE 3. The specimen holder attached to the spindle. 
 

FIGURE 4. The slurry pot tester with the spindle attached a 

drilling machine. 

 

Slurry Pot Tester 

 

A schematic diagram of the slurry pot erosion tester used in the current experiments is shown in Fig. 2. The pot 

is made of a 252 mm long 148 mm diameter stainless steel pipe section with maximum volumetric capacity of 4.3 

lit. Two 50 mm long and 8.3 mm diameter cylindrical specimens (1) of carbon steel are mounted in the specimen 

holder attached to a spindle (2) as shown in Fig. 3. The distance between the two specimens is 100 mm and these are 

securely fixed to the specimen holder so that no axial rotation takes place during the test. The spindle is then rotated 

by clamping it to the chuck of a drilling machine shown in Fig. 4. The slurry pot contains four vertical baffles (3) to 

facilitate proper mixing of the slurry. 

 

Erodent Preparation 

 

Golden-brown color natural Sylhet sand which is mostly silica (silicon dioxide, or SiO2) in the form of quartz is 

used as erodent in the present experiments. Natural sand is sieved using US standard sieves of size 16, 30 and 60 to 

get erodent particles graded into three different size groups. The particle size ranges of the three erodent grades and 

the respective average bulk densities are shown in Table 1. Because of the inside pores, the bulk density is low for 

the sand with coarser particles. The SEM (scanning electron microscope) images of the three grades of erodent/sand 

are shown in Fig 5. 

 
TABLE 1. Sand Grading 

 

   
Erodent grade-A (100X magnification) Erodent grade-B (100X magnification) Erodent grade -C (50X magnification) 

FIGURE 5. SEM images of the three grades of erodent particles used in the experiments. 

Erodent grade US standard sieve size Size range (microns) Average bulk density (gm/cm3) 

A Passed through sieve no.60 0-250 2.59 

B Separated by sieve no. 30 and 60 250-590 2.56 

C Separated by sieve no. 14 and 30 590-1190 2.44 



 

 

 

FIGURE 6. Test specimen, AISI-SAE number 1015 (left) and the energy dispersive spectrum of the specimen (right). 

Target Materials 

AISI-SAE 1015 grade standard Carbon steel with less than 1 % Mn is used as the target material. Cylindrical test 

specimens are prepared by Digital-Controlled Electrical Discharge Machining so that the surface microstructure and 

roughness is minimally affected. The energy dispersive spectrum of the target material is generated by Scanning 

Electron Microscope (SEM) to check the composition of the material and a sample is presented in Fig. 6. 

Experimental Procedure 

The slurry is prepared by adding sand particles into the water in the pot to get desired concentrations of sand. 

Before each test run, a warming up run is conducted with two dummy specimens operated in the slurry inside the pot 

until the temperature is raised to 35ºC. The dummy specimens are then replaced by the actual test specimens, the pot 

top cover is closed and the spindle is rotated in the slurry at 1230 rpm which gives a linear speed of 3.3 m/s of the 

specimens. Stirring of slurry at this speed has been reported [12, 13] to produce uniform concentration of throughout 

the slurry. Temperature of the slurry is always maintained at 35ºC using flow of cold water through the cooling 

water jacket surrounding the pot. At the end of each run of 60 min duration, the loss of material from the test 

specimen is determined by weighing and the surface roughness is observed in a Scanning Electron Microscope. The 

erosion rate is determined by dividing the loss of material by the surface area of a specimen and the test duration in 

hour. Before the next run, the inside of the pot and the interior components are thoroughly washed and dried to 

remove the erodent particles. 

RESULTS AND DISCUSSION 

For each of the three size grades of sand, the sand water slurry is prepared in three concentrations by weight; 

namely, 10%, 15% and 20%. Two specimens are used in each experimental run. The erosion rate presented here is 

the average erosion rate of the two specimens used. Table 2 summarizes the experimental data of nine experimental 

runs. Fig. 7 shows the variation of erosion rate as function of the sand grade (i.e. the size of the sand particles) and 

the slurry concentration. It is clearly visible that for all of three concentrations, the erosion rate increases with the 

increase of particle size. With the increase of slurry concentration, erosion rate increases for any sand grade; i.e. the 

particle size. This increment of erosion rate at high concentration is high for large particles. 
 

The micrographs of the specimen surface are generated by Scanning Electron Microscope (SEM). The SEM 

images shown in Fig. 8 are for 20% concentration of the slurry. Examination of the images shows that in the current 

experiments the erosion wear occurred due to normal impact of the sand particles on the specimen surfaces. As the 

large particles have large impact energy, they cause more damage to the surface. So, high erosion rate is observed in 

case of sand particles of grade C. Grade A sands have fine particles and have less impact energy. Besides, a part of 

the impact energy might be wasted to overcome the hindrance of the smaller particles before striking on the 

specimen surface. This may have caused low erosion rate in case of sand particles of grade A. 

 



TABLE 2. Erosion rate for different sand grades and slurry concentrations 

Erodent 

grade 

Slurry concentration 

(% wt.) 

Slurry density 

(gm/cm3) 

Erosion rate 

(mg/cm2/ hr) 

 

A 

10 1.0592 2.07 

15 1.0871 3.18 

20 1.1141 7.14 

 

B 

10 1.0586 4.84 

15 1.0863 6.44 

20 1.1129 12.31 

 

C 

10 1.0570 6.70 

15 1.0830 10.58 

20 1.1090 19.27 

 

 

 
 

FIGURE 7. Erosion rate for different sand grades (i.e. the size of the sand particles) and slurry concentrations. 
 

 

 
Erodent grade-A 

 
Erodent grade-B  

 
Erodent grade-C  

 
FIGURE 8. SEM micrographs of the surface of the specimens after erosion experiments in sand water slurry of 20% 

concentration (200X magnification). 

CONCLUSION 

The result of slurry erosion tests of carbon steel specimens in sand water slurry system has been presented. It is 

seen that irrespective of the particle size the rate of erosion increases with the increase of slurry concentration. This 

increment of erosion rate at high concentration is high for large particles. 

Close examination of the SEM images show that in the current experiments the erosion wear occurred due to 

normal impact of the sand particles on the specimen surfaces. As the large particles have large impact energy, they 

cause more damage to the surface. So, high erosion rate is observed in case of large sand particles. In case of small 

and fine particles erosion rate is small because of low impact energy as well as the wastage of energy to overcome 

the hindrance of the finer particles before striking on the specimen surface. 
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Abstract. This paper contains prediction of ship motion in regular head waves. A computer program has been developed 

for calculating hydrodynamic coefficients and motion responses of a ship. For the validation of the result, a model of series 

60 ship has been taken. Heave and pitch motion results have also been compared with experimental and other numerical 

results. A reasonable prediction has been found for this model. A fine form destroyer and fuller form bulk carrier have been 

taken to check the motion results at various Froude numbers. It has been found that the present numerical code gives very 

close agreement with experimental results for these two different types of hull forms.  

INTRODUCTION 

A ship designer may need to assess the performance of vessel in different environment including extreme weather 

condition. As the performance of a vessel is directly related to motion responses, so an accurate prediction of motion 

response is very important for designer.  Motion prediction can be done either experimentally or theoretically. 

Experimental methods are expensive, time consuming and also not feasible at early design stage. As a result, designer 

depends on theoretical method mostly at least in the early stage of designing a ship. 

2-D based theoretical and computational methods of ship motion computations have been under development for 

over the past 40 years by various researchers such as rational strip theory of Ogilvie and Tuck [1] and the new strip 

theory of Salvesen [2]. One main difference between the different strip theories is the dependence of the coefficients 

on the forward speed and the treatment of the boundary conditions. In general, all of the strip-theory calculations give 

satisfactory results for slender-body ships with small amplitude motions, where the nonlinear and three-dimensional 

effects are insignificant. Many attempts have been made to overcome some of the shortcomings of strip theory. Wang 

[3] combined the strip-theory approximation and the dynamic theory to derive the hydrodynamic coefficients of ship 

motions. The dynamic theory treats the fluid and the body together as one dynamical system. The classical dynamic 

theory treats the fluid as an unbounded medium, while Wang's formulation takes into account 

the existence of the free surface. The results of this approach were very similar to those derived by Salvesen [2]. 

As a matter of fact, the two methods become identical when the interaction between the body and the free surface is 

neglected. Troesch [4] used the slender- body theory to derive formulae for the sway, roll, and yaw motion coefficients. 

Liu [5] tried to extend the strip theory and apply it to large-amplitude motions. An attempt was done to include some 

nonlinear effects by taking into account the instantaneous variations of the wetted hull surface during motion and its 

effects on the ship hydrodynamic characteristics. The method is a quasi-steady approach, which does not take into 

account the memory effects. Crossland [6] conducted a series of experiments to measure the heave and pitch decay-

time histories of a model ship. The aim of these experiments was to explain the over prediction of the sectional 

damping obtained using a strip-theory program. The over prediction of the sectional damping creates poor predictions 

of free decay motions. This issue has not been resolved completely and it has been concluded that strip theory should 

be used only in low-amplitude motions when making seakeeping predictions. As mentioned before, many research 

works are devoted to improving strip-theory predictions, including the applicability to situations where the 3D and 
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nonlinear effects are significant. Earlier prediction methods followed the pioneering works of Korvin-Kroukovsky [7] 

and were based on 2D theories. A number of 2D strip-theory based methods of computations were subsequently 

developed by various researchers.  

In this research work 2D linear strip theory by Korvin-Korvosky and Jacobs [7] has been used to predict 

hydrodynamic coefficients such as added mass, damping, and exciting force. A computer program has been developed 

to solve the hydrodynamic coefficients. Then these coefficients were used to solve the motion equations. 

 

 

NOMENCLATURE 

a-e, A-E, 

g, G 
Coefficient of equation of motion ωe Frequency of encounter 

Fr Froude Number τ Phase angle of pitching moment 

F0 Amplitude of time-varying heaving force �̈� 
Heaving acceleration of center of gravity 

of ship or model 

𝐹 Complex vertical (heaving) force z0 Amplitude of heaving motion. 

g Gravitational acceleration 𝑧 Complex heaving motion 

CB Block Coefficient δ 
Theoretically computed heaving phase 

angle 

t Time ∆ Displacement of ship or model 

ρ Density of Water ε 
Theoretically computed pitching phase 

angle 

L Length of ship or model θ Pitching displacement  

M Total pitching moment 
�̇� Pitching velocity 

�̈� Pitching accelerations 

M0 Amplitude of time-varying pitching moment θ0 Amplitude of pitching motion 

𝑀 Complex pitching moment 𝜃 Complex pitching motion 

N(ζ) Sectional damping coefficient λ Wavelength 

z Heaving motion of C.G of ship or model V Speed of ship or model 

�̇� Heaving velocity of C.G of ship or model σ Phase angle of heaving force 

 

 METHODOLOGY 

Strip theory given by Korvin-Korvosky and Jacobs [7] has been used for determining the parameters of the ship-

motion equations. The predictions are based on 2D evaluations of the ship parameters, whereby the ship is divided 

into several 2D transverse sections (strips) along the ship's longitudinal axis.  

 

The coupled set of linear differential equations can be expressed as: 

a�̈� + b�̇� + cz + d�̈� + e�̇� + gθ = 𝐹exp(iωe t)                                                                                                                (1)    

A�̈� + B�̇� + Cθ + D�̈�+ E�̇� + Gz = 𝑀exp (iωe t)                                                                                                           (2) 

 
Where, 

z and θ are the complex heave and pitch vectors , 

F and M are wave induced exciting force and moments, 

 

The above equations result from equilibrium considerations of the hydrodynamic forces and moments called 

equation of motion, when meeting head or astern regular waves. Following the principles of classical dynamics, these 

forces and moments are obtained by applying Newton's Second Law of Motion to both translatory and rotational 

displacements of the body's center of gravity. The wave induced excitation force and moment may be defined as: 



𝑭exp(iωet) = F0exp(-i𝝈) exp (iωet) = F0exp[i(ωet– 𝝈)]                                                                                                (3) 

𝑴exp (iωet) = M0exp(-i𝝉) exp (iωet) = M0exp[i(ωet - 𝝉)]                                                                                             (4)  

The differential exciting force acting on a control section distant ζ from the origin of the moving coordinate system 

(ship's C.G.), can be expressed in the simplified form, 

𝒅𝑭

𝒅𝒙
 = 

𝒅𝑭𝟏

𝒅𝒙
 cos ωet + 

𝒅𝑭𝟐

𝒅𝒙
 sin ωet= [{ ɸ1 sin 

𝟐𝝅𝜻 

𝝀
 + ɸ2 

𝟐𝝅𝒉𝑪𝒘

𝝀
cos

𝟐𝝅𝜻 

𝝀
 } exp (- 

𝟐𝝅𝒚

𝝀
) ]cos ωet + [{ɸ1 cos

𝟐𝝅𝜻 

𝝀
 +ɸ2 

𝟐𝝅𝒉𝑪𝒘

𝝀
sin 

𝟐𝝅𝜻 

𝝀
 } exp (- 

𝟐𝝅𝒚

𝝀
) ] sinωet                                                                                                              (5) 

Where,  

               ɸ1 = hρg B - 
𝟒𝝅𝟐𝒉𝑪𝒘

𝝀𝟐 (ρSk2k4)                                                                                                                          (6) 

                ɸ2 = N(ζ) – V 
𝒅(𝝆𝑺𝒌𝟏𝒌𝟐)

𝒅𝜻
                                                                                                                                 (7) 

While the differential exciting moment of this force about the C.G. is given by  
𝐝𝐅

𝐝𝛇
𝐝𝛇. Integration of the above two 

quantities over the ship length results in the values of the total time-varying exciting force and moment, which are 

considered as the real parts of the Equation (3) and Equation (4).  

 

Thus,   F=F1cosωet + F2sinωet = √𝐹1
2 + 𝐹2

2cos[ωet- arctan
𝐹2

𝐹1
] = F0 cos(ωet- 𝜎)                                                     (8) 

and ,  M = M1cos ωet + M2 sin ωet = √𝑀1
2 + 𝑀2

2cos [ωet- arctan
𝑀2

𝑀1
] = M0 cos(ωet- 𝜏)                                          (9) 

 

The analysis of the forces and moments which correspond to the ship's free oscillations in calm water yields terms 

which appear on the LHS of the Equation (1) and Equation (2). The final expressions for the coefficients of the 

equation of motion used in the computations can be found in reference Al Amin and Masudur [8]. 

After algebraic manipulation the complex heave and pitch amplitude becomes  

𝑧̅ = 𝑧1 − 𝑖𝑧2 = √(𝑧1
2 + 𝑧2

2)𝑒𝑥𝑝 [−𝑖 𝑎𝑟𝑐 𝑡𝑎𝑛
𝑧2

𝑧1
]                                                                                                  (10)  

�̅� = 𝜃1 − 𝑖𝜃2 = √(𝜃1
2 + 𝜃2

2)𝑒𝑥𝑝 [−𝑖 𝑎𝑟𝑐 𝑡𝑎𝑛
𝜃2

𝜃1
]                                                                                                 (11)  

Finally, 

𝑧 = 𝑅𝑒𝑧̅ exp(𝑖𝜔𝑒𝑡) = 𝑅𝑒√(𝑧1
2 + 𝑧2

2)𝑒𝑥𝑝 [𝑖(𝜔𝑒𝑡 − 𝑎𝑟𝑐 𝑡𝑎𝑛
𝑧2

𝑧1
] = 𝑧0cos (𝜔𝑒𝑡 − 𝛿)                                           (12) 

𝜃 = 𝑅𝑒�̅� exp(𝑖𝜔𝑒𝑡) = 𝑅𝑒√(𝜃1
2 + 𝜃2

2)𝑒𝑥𝑝 [𝑖(𝜔𝑒𝑡 − 𝑎𝑟𝑐 𝑡𝑎𝑛
𝜃2

𝜃1
)] = 𝜃0cos (𝜔𝑒𝑡 − 휀)                                        (13) 

 

VALIDATION 

For the validation of numerical results of developed computer program, a Series 60 ship of CB=0.7 has been taken. 

The principal particulars of the ship are shown in Table 1. Body plan is shown in Figure 1. Test results have been 

taken from Gerritsma and Beukelman [9]. 

 

 

 

 

Table 1. Model characteristics of series 60 ship 

LWL 2.479m 

LBP 2.438m 

Beam 0.3481m 

Draft 0.139m 

LCG 0.0119m (forward of amidships) 

CB 0.70 

Figure 1: Body plan of series 60 



 

 

 

 

 

 

 

Fig.2 shows the comparison between the calculated results with experimental and other numerical results for heave 

motion at Fr = 0.2. From this graph it is seen that the non-dimensional heave motion increases at a certain limit and 

then decreases gradually with the increase of the value of ωe(L/g)1/2 and the calculated value is slightly lower from 

the pick of the experimental value. 

Fig.3 shows the comparison between the calculated results with experimental and other numerical results for pitch 

motion at Fr = 0.2. From this graph it is seen that the non-dimensional pitch motion increases at a certain limit and 

then decreases gradually with the increase of the value of ωe(L/g)1/2 and the calculated value is slightly lower from 

the pick of the experimental value. 
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FIGURE 2. Heave motion at Fn=0.2 in head sea 
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FIGURE 3. Pitch motion at Fn=0.2 in head sea 

CASE STUDY 

After validation, present numerical code has been applied for a high speed Destroyer of CB=0.5374 and a slow 

speed Bulk Carrier of CB=0.804. The principal particulars of these two vessels are shown in Table 2. Body plans are 

shown in Fig.4 and Fig.5. Test results have been taken from Salvesen [2] for the comparison. 

 

 

 

 

 

Table 2.  Model characteristics of a destroyer and a bulk carrier 

Particulars Destroyer Bulk Carrier 

LWL 5.307m 4.5m 

LBP 5.307m 4.5m 

Beam 0.565m 0.793m 

Draft 0.194m 0.285m 

LCG 0.0856m (forward of amidships) 0.144m (forward of amidships) 

CB 0.5374 0.804 

FIGURE 1. Body plan of series 60 



 

 

 

 

 

 

 

 

 

 

shows the comparison between the calculated results with experimental results for heave motion at Fr = 0.25 for 

the destroyer. From this graph it is seen that the non-dimensional heave motion increases at a certain limit and then 

decreases gradually with the increase of the value of L/λ and the calculated value is slightly lower than  the pick value 

of the experimental one.  

Fig.7 shows the comparison between the calculated results with experimental results for pitch motion at Fr = 0.25. 

From this graph it is seen that the non-dimensional pitch motion increases at a certain limit and then decreases 

gradually with the increase of the value of L/λ and the calculated value is slightly lower than the pick of the 

experimental value.  
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FIGURE 6. Heave motion at Fn=0.25 in head sea. 
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FIGURE 7. Pitch motion at Fn=0.25 in head sea. 

 

Fig.8 shows the comparison between the calculated results with experimental results for heave motion at Fr = 

0.35. Fig.9 shows the comparison between the calculated results with experimental results for pitch motion at Fr 

= 0.35.  
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FIGURE 8. Heave motion at Fn=0.35 in head sea. 
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FIGURE 9. Pitch motion at Fn=0.35 in head sea. 

 

                      FIGURE 4. Body plan of Destroyer 
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FIGURE 5. Body plan of Bulk Carrier 



Fig.10 shows the comparison between the calculated results with experimental results for heave motion at Fr = 

0.45. Fig.11 shows the comparison between the calculated results with experimental results for pitch motion at Fr 

= 0.45.  
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FIGURE 10.  Heave motion at Fn=0.45 in head sea. 

0.0 0.4 0.8 1.2 1.6

0.0

0.4

0.8

1.2

1.6

2.0

 

 

X
5
/


a

L/

 present calculation

 experiment result [2]

 

FIGURE 11. Pitch motion at Fn=0.45 in head sea. 

 

 

 
Fig.12 shows the comparison between the calculated results with experimental and other numerical results for 

heave motion at Fr = 0.131 in head sea  for a bulk carrier ship.  

Fig.13 shows the comparison between the calculated results with experimental and numerical results for pitch 

motion at Fr = 0.131 in head sea from the same ship. For the compassion, NK(3D) and IRS(3D) data have been taken 

from Zhu et al. [12]. 
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FIGURE 12. Heave motion at Fn=0.131 in head sea 
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FIGURE 2. Pitch motion at Fn=0.131 in head sea. 

 

 

 

CONCLUSION 

 
From the numerical results calculated by the present computer code, the following conclusions may be drawn:  

-The present numerical result slightly deviates from the experimental results, but overall prediction is quite 

reasonable. 

-The program gives reasonable results for a wide range hull form (CB = 0.50 ~ 0.80). 

-As the experimental work is very costly, so this program might be useful for the prediction of ship motion at 

initial design stage.  



 

 

REFERENCES 

 

[1] Ogilvie, E.O. and Tuck, T.F., A Rational Strip Theory of Ship Motions, University of 

Michigan, 1969, Report No. 013. 

 

[2] Salvesen, N., Tuck, E.O., Ship Motion and Ship Loads, Transactions, S.N.A.M.E., 1970. 

 

[3] Wang., Dynamical Theory of Potential Flows with a Free Surface, A Classical Approach to 

Strip Theory of Ship Motions, Journal of Ship Research, September 1976. 

 

[4] Troesch., Sway, roll and yaw motion coefficients based on a forward-speed slender-body 

theory-part 1, Journal of Ship Research, March 1981. 

 

[5] Liu, Y. L. Li, and G. P. Miao, An Engineering Prediction Method for Large Amplitude Motions 

of Ships in Waves, In 6th International Offshore and Polar Engineering Conference, May 1997, 

volume III. 

 

[6] Crossland, Wilson, P. A. and Bradburn, J. C., The Free Decay of Coupled Heave and Pitch 

Motions of Model Frigates, Transactions of the Royal Institution of Naval Architects, January 

1993. 

 

[7] Korvin-Kroukovsky, B.V. and Jacobs, W.R., Pitching and Heaving Motions in Regular Waves, 

Transactions, S.N.A.M.E., 1957. 

 

[8] Al Amin, M., Masudur, R., Prediction of Ship Motion in Regular Head Waves, UG thesis in 

the Dept. of NAME, Bangladesh University of Engineering & Technology (BUET), Dhaka, 

Bangladesh, 2013. 

 

[9] Gerritsma, I.J. and Beukelman, W., Analysis of the Modified Strip Theory for Calculation of 

Ship Motions and Wave Bending Moments, 1967, Report No. 96S.   

 

[10] Gerritsma, J. and Beukelman, W., Comparison of calculated and measured heaving and 

pitching motions of a series 60, CB=0.7 ship model in regular longitudinal waves. Technische 

Hogeschool Delft, 1966, Report No. 139. 

 

[11] Inglis, R. E. and Price, W. C., A Three-Dimensional Ship Motion Theory-Comparison 

Between Theoretical Predictions and Experimental Data of the Hydrodynamic Coefficients with 

Forward Speed. Trans. Roy, Inst. Nav. Arch. W2., 1981. 

 

[12] Zhu, T., Xu, L., Singh, SP. & Ha, TB, A Comparative Study of 3-D Methods with 

Experimental Results for Seakeeping Analysis, ICHD Conference, Australia, 2004. 
 



Optimization of Bangladeshi Inland Vessels With Respect 

To Energy Efficiency Design Index (EEDI) 

Md. Mashud Karima), S.M. Rashidul Hasanb)

(Use the Microsoft Word template style: Paper Author)

Department of Naval Architecture & Marine Engineering,BUET, Dhaka-1000, Bangladesh 

a)Corresponding author: rashed.navalarch@gmail.com

Abstract. EEDI [1] was introduced by the International Maritime organization (IMO)to stimulate innovation and technical 

development of all elements that increase the level of energy efficiency of a ship at design stage. The basic formulation of 

EEDI is based on the ratio of total CO2 emission per tonne-mile. As CO2 depends upon fuel consumption and fuel 

consumption depends upon the total power requirements, eventually this EEDI formulation has certain impact on ship 

design parameters and hydrodynamics. So there has a lot of scope to optimize marine vehicle in light of EEDI. Sea going 

ships over 400 gross tonnages are considered in the current regulation of EEDI. But there are thousands of inland ships 

which are not under the regulation of EEDI at this moment. Since the inland ships are not covered by current EEDI 

formulation there is no scope to monitor the current status of inland ship’s CO2 emission rate and thus can be optimized to 

reduce CO2 emission. This optimization will reduce CO2 and increase energy efficiency which will in turn save lot of fuel 

for the country. In many cases, these inland and coastal vessel designs are not optimized and energy efficient. On the other 

hand, since IMO or Bangladesh Inland Water Transport Authority (BIWTA) does not have any CO2 reduction regulations 

for inland vessels current status is unknown. In this paper an effort was made to increase the energy efficiency level of 

Bangladeshi inland ships and a guideline to regulate/monitor/reduce CO2 emission. Bangladeshi inland passenger 

vesselswere under consideration and their current status of EEDI was calculated to make a reference line of CO2 emission. 

In the second stage, two ships (one small and one big) were selected and optimized in the light of EEDI and compared with 

the original one to understand how those vessels should be designed to make more energy efficient.It has been criticised 

[2] that EEDI regulation will force to make smaller vessels since the reference line allows higher EEDI value for small 

vessels. This criticism was also analyzed. 

INTRODUCTION 

Around 90% of global trade[3] is carried by water ways of the world due to the reason that it is the most economical 

and fuel efficient mode of cargo transportation. The total trade volume is increasing throughout the last century for the 

same reason. On the other hand, according to the 2ndGreen House Gas study[4] by IMO in 1999, shipping industry in 

the world has emitted 1.046 million tonnes of CO2 in 2007, which correspondsto 3.3% of the global emissions at that 

time. At the present trend, this percentage could go two or three times higher from the present by 2050. As a mandate 

to the Kyoto Protocol[5] in order to control CO2 emission from shippingIMO has developed the first ever global CO2 

reduction index in the world, known as Energy Efficiency Design Index (EEDI). The regulations apply to all new sea 

going ships of 400 gross tonnages and above and entered into force on 1st January 2013. Adopted CO2 emission control 

index EEDI has a target to reduce CO2 emission from shipping by 30%[1]from phase zero (1 Jan 2013 – 31 Dec 2014) 

with in 1st January 2025. The purposes of IMO’s EEDI are: 

 To achieve a minimum energy efficiency level for new ships;

 To stimulate continued technical development of all the components influencing the fuel efficiency of a ship;

 To separate the technical and design based measures from the operational and commercial measures; and
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 To enable a comparison of the energy efficiency of individual ships to similar ships of the same size which could 

have undertaken the same transport work (moved the same cargo). 

 

Inland vessels are not covered by current EEDI regulations. So where do they stand in terms of energy efficiency 

and CO2 emission? It has been consistently criticised about Bangladeshi inland ships that those are not stable enough, 

specially the passenger vessels. But are those vessels energy efficient and ready to meet the challenge of green 

shipping? The answer is, we do not know because we do not have any standard. 

In this paper, 29 passenger vessels were investigated and with the calculated results, a regression based reference 

line (CO2 emission control line) is proposed for further investigation by exact measurement. This line will be the phase 

zero for Bangladeshi inland vessel. After wards when this reference line values are validated with exact measurement, 

the CO2 emission control standard for Bangladeshi inland passenger vessel will be established and thus emission from 

those vessels can be controlled. 

Another aspect that has been considered in this paper is to examine two ships. Two existing passenger vessel with 

low efficiency has been analyzed and optimization in light of EEDI is considered. This examination will give us an 

opportunity how much it can be achieved to lower the EEDI (thus enhancing energy efficiency) by making some 

simple steps and the criteria that makes a ship efficient. 

BRIEF DESCRIPTION OF EEDI 

Basically EEDI is calculating the emissions of a vessel under design condition (installed power, trial speed etc.) 

divided with the transport work done under the same condition as per the equations below: 

     EEDIattained =
CO2Emission

Transport work
    (1) 

                                                  =
Power∗Specific Fuel Consumption∗CO2Conversion Factor

Capacity∗Speed
       (2) 

=

Emission from Main Engine+Emission from Auxiliary Engine+Emission for running 

shaft motor−Efficient Tech.Reduction

Capacity∗Reference Speed
    (3) 

=

Emission from Main Engine+Emission from Auxiliary Engine+Emission for running shaft motor

−Efficient Tech.Reduction 

Capacity∗Reference Speed
 (4)                         

=[(∏ fj
n
j=1 ) ∗ (∑ PME(i)

nME
i=1 ∗ CFME(i) ∗ SFCME(i)) + (PAE ∗ CFAE ∗ SFCAE) + ((∏ fj ∗ ∑ PPTI(i)

nPTI
i=1

n
j=1 − ∑ ∗neff

i=1

PAEeff(i)) ∗ CFAE ∗ SFCAE) − (∑ feff(i) ∗ Peff(i) ∗ CFME ∗ SFCME
neff
i=1 )] ∗

1

fi∗fc∗Capacity∗Vref∗fw
   (5) 

=
kw∗

gfuel
kwh

∗
gCO2
gfuel

Tonne∗knotical mile/h
          (6)  

=
gCO2

     Tonne∗knotical mile
          (7) 

The calculated EEDI for a ship will be called the attained EEDI. This attained EEDI must be less than the reference 

EEDI or reference line. This reference line becomes stringent at different phases.The Reference line values shall be 

calculated as follows: 

Reference line value = a ×b-c          (8) 

 

Where a, b and c are the parameters given in Table 1 [6]. The reference line is based on the vessel database of 

Lloyd’s Register Fair play [6]. Figure 1 gives a sample reference line for Container Vessels as per Lloyd’s Register 

Fair play database. The present EEDI rules will be more stringent in different phases [6] 

 

 

 

 

 

 

 



TABLE 1. Reference line parameter value of different types of vessel 
 

Ship type defined   

in regulation 

     a      b       c 

 Bulk carrier  961.79   DWT    0.477 

Gas tanker  1120   DWT    0.456 

Tanker  1218.8   DWT    0.488 

Container ship  174.22   DWT    0.201 

General cargo ship  107.48   DWT    0.216 

Refrigerated cargo 

carrier 

 227.01   DWT    0.244 

Combination 

carrier 

 1219   DWT    0.488 

  

 

 

 
FIGURE 1. Reference line sample for Container vessel 

 

 

EEDI OF INLAND PASSENGER VESSELS OF BANGLADESH 

29 number of inland passenger vessels have been taken into consideration to calculate their current status of CO2 

emission per tonne.mile.Principle particulars, installed engine power, service speed, type of fuel data were considered 

to calculate EEDI. Figure 2 shows the scattered result of EEDI at different GRT. A regression line (Power curve) is 

drawn among the data points.  As for equation 8, the value of a= 224.59 and c=0.174. For example, a vessel having 

GRT=500 will not be allowed to emit 224.59X500-0.174 = 76.1675 gmCO2/tonne.mile. So the vessel must be designed 

in such way that this would not emit 76.1675 gmCO2/tonne.mile. It is possible to have more refine reference line when 

the number of ships under scrutiny is increased. 

 

TABLE 2. Calculation of attained EEDI of Bangladeshi Inland Passenger Vessels 

Vessel name L WL (m) 

B MLD 

(m) L/B T (m) B/T GRT 

Speed 

(knot) EEDI_att 

M.L. Sharos 14.15 4.58 3.09 0.75 4.119 35.167 8 113.252 

M.V. Tarika-7 41.46 7.89 5.255 1.45 3.624 240.27 11 82.2755 

M.V. Eagle-2 30.8 7.8 3.949 2.2 1.795 254.68 12 104.071 



M.V. Eagle-4 52.17 9.76 5.345 1.6 3.341 508.15 11 57.021 

M.V. Eagle-3 67.47 10.98 6.145 1.7 3.615 807.67 11 56.8063 

M.V. Bangali 74.3 12.5 5.944 1.8 3.302 1020.2 12 90.603 

M.V. New Sabbir 52.2 10.37 5.034 1.8 2.797 610.99 11 71.494 

M.V. Keya-1 31.45 6.71 4.687 1.2 3.906 172.62 9.5 92.4987 

M.V. Anu 39.3 7.3 5.384 1.68 3.205 230.18 12 88.8741 

M.V. Pubali-3 30 6.7 4.478 1.3 3.444 146.66 10 96.571 

M.V. Pubali-1 45.95 9.15 5.022 1.4 3.587 302.53 11 81.8037 

M.V. Swarnadip-4 31.09 6.7 4.64 1.47 3.157 150.8 11 109.115 

M.V. Swarnadip-8 32.7 7 4.671 1.5 3.114 186.09 10 84.2921 

M.V. Swarnadip-7 41.47 7.32 5.665 1.4 4.047 332.7 9 88.234 

M.V. Prince of Russel-

3 61.21 10.37 5.903 1.8 3.279 793.57 10 59.9445 

M.V. Al Walid 45.4 7.31 6.211 1.33 4.67 265.05 10.5 79.1857 

M.V. Shahrukh-1 58.37 10.37 5.629 1.6 3.518 533.84 12 66.2923 

M.V. Reaz-2 29.3 6.9 4.246 1.4 3.033 153.09 8.8 71.1567 

M.V. Kirtankhola-2 82.82 14.64 5.659 2 2.83 1485.6 13 96.3573 

M.V. Farhan 40.05 9.15 4.377 1.92 2.28 328.82 11.5 72.8455 

M.V. Othoy 41.46 7.89 5.255 1.45 3.624 240.27 11.5 87.7228 

M.V. Manik-1 49.2 9.46 5.201 1.7 3.059 483 11 60.7343 

M.V. Shahrukh 52.17 9.76 5.345 1.6 3.341 498.9 10.5 61.0476 

M.V. Jaltaranga 30 6.7 4.478 1.35 3.317 151.54 10 97.6132 

M.V. Jamal-3 38.51 7.4 5.204 1.4 3.717 217.92 11 103.568 

M.V. Running Sun 34.15 6.77 5.044 1.35 3.737 248.79 9 111.984 

M.V. Modern Sun 36.1 7.56 4.775 1.83 2.609 264.28 11 93.98 

M.V. Jaltaranga-1 36.8 6.71 5.484 1.2 4.57 211.07 10 111.965 

 

 

FIGURE. 2. Reference line for Bangladeshi Passenger vessel 



RESULTS AND DISCUSSION 

Consolidated results of all considered passenger vessels are shown in table 2. Ships with different dimension, 

capacity, speed and other hydrodynamic properties have different EEDI values. Analyzing table 2 and figure 2 

efficiency criteria, that is, those characteristics that has made some vessels efficient and some vessels inefficient in 

terms of EEDI is understood for further investigation.   

As described in section 3, a vessel when designed for a specific service speed condition and capacity, her maximum 

achievable EEDI is fixed. Since we have now a reference line, the new vessels EEDI cannot go beyond the boundary 

of the reference line and limited by a specific value of EEDI. So, when a vessel’s EEDI goes beyond the boundary of 

the reference line, the design has to be modified and optimized to be more efficient so that she consume less fuel 

maintaining the same design speed and that is the target of IMO with EEDI. If we give a close look to the formulation 

the optimization with respect to EEDI will improve the propulsive efficiency, reduce hull resistance, increase the 

capacity of the vessel, reduce the power requirement by the vessel at certain speed and force the owner to have higher 

efficient and low fuel consumption engine and good quality of fuel. Another major intention of IMO is to implement 

innovative efficient technology (such as solar power or other renewable energy) which will reduce EEDI if we look 

at the equation.  

At first look of the graph in figure 1 & 2 it could be misunderstood that small vessels are allowed to have higher 

EEDI allowing smaller vessels to emit higher CO2 compared to a bigger vessel. This would falsely suggest that IMO 

is pushing the current design trend of ship to build smaller vessels whether we know that bigger vessels are more 

transport efficient than smaller one. So it does not make sense when we compare a small and large vessel in terms of 

EEDI from hydrodynamic point of view. Though the reference line allows having a higher EEDI for small vessels that 

does not mean that small vessel can attain low EEDI. In fact attained EEDI of smaller vessels is also high. In the next 

section where optimization of vessel with respect to EEDI is discussed, this issue would become clearer. 

OPTIMIZATION OF INLAND VESSEL WITH RESPECT TO EEDI 

In table 2, ships higher EEDI are colored in red and have some common characteristics compared to those other 

ships that have the same speed. Those characteristics are as follows: 

 Higher EEDI ships have Higher Froude number (M.V. Swarnadip = 0.324, M.V. Jamal-3 = 0.29 and M.V. Modern 

Sun = 0.3) comparing with low EEDI ship (M.V. Eagle-3 = 0.22) 

 Smaller vessels have high EEDI in general. 

 Smaller vessel have low L/B ratio making those ship comparatively bulky. 

 Higher EEDI vessels have low draft which do not allow large propeller. 

From hydrodynamic point of view the above points are the most common issue to have larger engines and thus 

consume more fuel and emit more CO2. Also we cannot forget the shallow water effect which .Now the question is 

 Can these higher EEDI vessels (beyond the boundary of the reference line) be optimized to lower EEDI under the 

reference line? 

 If possible, what are those criteria to optimize? 

In order to have proper answer M.V. Swarndip is taken under consideration. The reference line value for this vessel 

is= 209.08 X GRT-0.169 = 209.08 X GRT-0.169 =209.08 X 150.8-0.169 = 89.64. Attained EEDI is = 109.115. In 

table 3, 1st row shows the original data of the said vessel. After optimization the attained EEDI must be lower than 

reference EEDI.1st attempt of optimization is carried out only by changing the principle particulars. The change in 

principle particulars and reduction in EEDI are as follows: 

 Water line length increased by 1.9 meter. 

 Beam is decreased by 0.7 meter increase L/B ratio from 4.64 to 5.5 and B/T ratio increased from 3.157 to 3.75. 

 Reduction in EEDI is = 109.1155-102.03 = 7.0855 

This means, simply by choosing appropriate principle particulars EEDI can be reduced by 6.5% (thus the fuel 

consumption and the energy efficiency of the ship). Table 3 also suggests that it is not possible to achieve the reference 

line by only choosing appropriate principle particulars for the said vessel. Speed must be reduced (thus the Froude 

number). 2nd attempt of the optimization is a carry over the 1st optimization but the speed is reduced to 10.4 knots 

which gives attained EEDI value 87.86 that is below the reference line value. This signifies that if the vessel does not 

go under any further improvement (increasing hull smoothness or having more favorable hull form or adoption of 

innovative technology) maximum achievable speed is 10.4 knots for the said vessel. 

 



TABLE 3 Optimization ofBangladeshi small Inland Passenger Vessels, M.V. Swarnadip-4 

Objective 

L WL 

(m) 

B MLD 

(m) L/B CB 

T 

(m) B/T GRT 

Speed 

(knot) EEDI_att EEDI_ref 

Parent data 31.09 6.70 4.64 0.54 1.47 3.16 150.8 11 109.12 89.64 

1st attempt of optimization by only changing 

principle particulars for constant CB (without 

changing speed) 

33.00 6.00 5.5 0.54 1.6 3.75 150.89 11 102.03 89.64 

2nd attempt of optimization by only changing 

principle particulars for constant CB (speed 

reduction considered) 

33.00 6.00 5.5 0.54 1.6 3.75 150.89 10.4 87.86 89.64 

 

Now let us consider another vessel which is one of the biggest passenger vessels plying within the riverine area of 

Bangladesh, M.V. Kirtankhola-2. All possible optimization at design stage is considered in order to lower attained 

EEDI and presented at table 4. Originally the vessel has EEDI was 96.36. It came down to 63.7 which mean 33.89% 

reduction is possible by changing the ship’s original parameters within the reasonable range. How this happened? If 

we look table 4 closely, it can easily be understood that the new vessel was made slender by increasing water line 

length (Froude number reduced), decreasing breadth and block coefficient (making the vessel finer), increasing draft 

(allowing bigger propeller) and increasing GRT (increasing the denominator value of EEDI equation). It was possible 

to avail the original speed of 13 knots, which means new hull form will emit CO2 and consume fuel 33.89% less than 

the original one. 

TABLE 4.Optimization of Bangladeshi small Inland Passenger Vessels, M.V. Kirtankhola-2 

Objective 

L WL 

(m) 

B MLD 

(m) 
L/B CB T (m) B/T GRT 

Speed 

(knots) 
EEDI_att EEDI_ref 

Parent data 82.82 14.64 5.66 0.7 2 7.32 1485.6 13 96.36 64.51 

Optimization 

considering all 

parameters as variable 

87.5 14 6.25 0.64 2.5 5.6 1605.4 13 63.7 63.7 

 

CONCLUSION 

Though EEDI is not an accurate emission indicator at present, it can be used as an emission control instrument at 

the design stage. In many cases, inland and coastal vessel designs are not optimized and energy efficient, especially 

in Bangladesh. On the other hand, due to draft restriction of the rivers of Bangladesh higher availing draft is very 

difficult. Shallow depth of the river causes shallow water effect on these ships increasing the required power even 

more. The installed power in M.V. Kirtankhola-2 is 3350 kW which is actually almost 100% higher than the required 

power at unrestricted water at the same speed. So design modification or optimization will also have to overcome this 

effect as much as possible. Development of the reference line for inland passenger vessel actually needs more 

verification. Measuring actual emission per tonne-mile for ship will give accurate result and establish the validity of 

the reference line produced.  
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Abstract. Electronic Chart Display and Information System (ECDIS) is used to maintain safety of navigation. It was identified that
a major factor in the grounding of the CFL Performer on a sandbank off the UK east coast on 12 May 2008 is the poor training in
use of the ECDIS. However, ECDIS will be of very little benefit in enhancing navigational safety if the watch- keeping officer is
not fully trained and competent in its use. In addition, Human factor has been seen as the main source that contributes to accident in
shipping. Therefore, New Technology and Training should go hands in hand that reduced marine accidents. For improving safety
culture in shipping, it should be ensured that seafarer competency standards are kept up-to-date with ECDIS and other advanced
bridge navigational equipment.

INTRODUCTION
The emergence and mounting popularity of sophisticated bridge equipment assure increased safety however, at the
same time it places new demands on ship-owners and port authorities to provide appropriate training. Electronic Chart
Display and Information Systems (ECDIS) is such kind of advanced tool, which intended to replace paper chart based
navigation by providing increased benefits for safety and efficiency[1]. But this goose that is supposed to lay the
golden egg of a safety culture is elusive for shipping if mariners are not well trained to use it properly. This paper
first analyzes the grounding of CFL Performer then identifies the specific safety issues that are related to the accident,
makes some recommendations for considering the upcoming revision of the Standards of Training, Certification and
watch-keeping (STCW) convention for Seafarers from the maritime training and familiarity viewpoint before finally,
the conclusion is drawn.

ANALYSIS OF THE GROUNDING OF CFL PERFORMER
Experience breeds wisdom. So, the purpose of the analysis is to help prevent similar accidents occurring in the future
by determining the contributory causes and circumstances of the accident. According to the Marine Accident Inves-
tigation Branch (MAIB) on CFL Performer grounding at t h e North Sea on 12 May 2008, the vessels were taken on
a planned route across Haisborough Sand, UK one of the vessels draught was considerably deeper than the charted
depth of water. Also, the route was not adequately checked for navigational hazards either when planned or when
being monitored and amended route was not cross-checked by the master[2]. In addition, the depth sounder was not
switched on! [3]. On the other hand, MAIB found that neither chief officer nor second officer of the Dutch-flagged
CFL Performer had been trained in the use of ECIDS even though it was the primary means of navigation onboard
especially for paper chart-free ship. Moreover, none of the officers were aware of the significance of the safety contour,
the safety depth, and the shallow deep contours, and did not know how to create a watch vector ahead of the vessel[5].
In addition, the master didnt inform the DPA or save the VDR data immediately. Figure 1 shows the Vessels original
and revised planned routes
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FIGURE 1: Vessels original and revised planned routes. Source: (Report on the investigation of the grounding of CFL 
Performer, 2008)

Safety Issues
The safety issues related to the accident based on the MAIB report on CFL grounding are: automatic route monitoring,
reduction of human error, safety management and reduced workload.

Automatic Route Monitoring

ECDIS always helps a potentially invaluable asset to route planning by using user defined off track or channel lim-
its. Here, the data displayer indicates to ships position, course and speed continuously[6]. When ship crossed the
safety contour or selected danger then it showed red shaded area. However, regardless of the electronic aids available,
there is a need for bridge watch-keepers to remain vigilant and continuously monitor a vessels position in relation to
navigational hazards[7].

 Reduction of Human Error
Human factor is seen as the main source that contributes to accident in shipping. During the automatic monitoring 
based on pre-established parameters including alarm, indications and other forms of warnings are set off by the watch
officer. This system is used as a surveillance of the surrounding sea area, traffic situation and maneuvers.

Safety Management

Establishment of a safety management is paramount in the deliberations and actions of the international maritime
community. In order to develop a safety management system, it must analyze previous accidents, hazardous incidents
and other operational situations and make recommendations to protect the similar accident[2]. For improving the
safety culture, the Officer in charge of a navigational watch on ships have to have sufficient knowledge of the charac-
teristics of the various weather systems, reporting procedures and recording systems, which is part of ISM Code[8].
In addition, the masters responsibilities should be to provide the link between the shipboard training officer and the
company training officer ashore that fulfill the role of continuity if the shipboard training officer is relieved during the
voyage. At the same time, it should be ensured that all concerned are effectively carrying out the on- board training
Programme[8]. Besides, performance checks and tests to navigation systems comply with manufacturers recommen-
dations and good navigational practice is necessary[9].

Reduced Workload

The electronic chart contributes to improving the efficiency of shipboard operations and for compliance with required
safety procedures. A study of U.S. Coast guard found that electronic chart systems reduced the navigation workload
that allowed the mariner to concentrate more on collision avoidance and overall situational awareness[10]. On the base
of above discussion, the proper use of ECDIS could lead to navigational efficiency and also contribute to enhanced
safety. For that reason, IMO is phasing in the mandatory carriage of ECDIS over six years from July 2012, depending
on ship type and age[11]. Therefore, t h e key recommendations for the upcoming revision of the Standard Technical
Certification for Watch keeping (STCW) convention are:



• To ensure that seafarer competency standards are kept up-to-date with ECDIS and other advanced bridge navi-
gational equipment training.

• To confirm that ENC will be available world wide by means of IHO Initiatives as ENC coverage are the primary
means of using ECDIS

TRAINING AND FAMILIARITY OF ECDIS
ECDIS is designed to assist the mariner in route planning and route monitoring, and by displaying additional
navigation-related information that always help to navigate ship [3]. That is why the Canadian ship owners men-
tioned that Safe navigation is good for business and when safe navigation is required ECDIS delivers. As stated by
SGCG, bridge watch keepers need to be aware of the limitations of the equipment and the likely dangers, if there
are any failures, such as loss of position input from GPS, or datum errors [10]. So training is the solution, as a well-
trained crew always brings confidence. According to the Det Norske Veritas technical report (Report No: 2008-0048,
rev. 01) grounding frequencies may be reduced by at least 302008). Therefore, this is the demand of time that ECDIS
carriage should not longer become mandatory due to its benefit on the point of safety and environment. Prof. Dr Peter
Ehlers, president, Federal Maritime and Hydrographic agency, Germany state that the electronic chart only benefits
navigation safety if it is used correctly [6]. Consequently, it is necessary to prepare a manual for practical operations
and to practice by a real-time complex simulator. It should cover through route planning and both visual and auto-
matic route monitoring in typical navigational situations and sea areas. Therefore, STCW approved standardized IMO
Model Training Course on the operational Use of ECDIS and which should be both generic and type-specific [6].
Generic training in the use of ECDIS is already available through the IMO model course. However, it is 14 years since
the course was developed, and a review of its content may be beneficial to take into account the experience gained in
the use of the system over that period [2]. On the other hand, the type-specific training might be conducted by manu-
factures by following requirements of the IMO model course in a condensed version using a ship operation simulator.
So, through the comprehensive revision of the STCW Convention and the STCW Code, it should be ensured that
seafarer competency standards are kept up-to-date with ECDIS and other advanced bridge navigational equipment
[11].

ELECTRONIC NAVIGATION CHART COVERAGE
On the other hand, ENC coverage is the primary means of using ECDIS. At present, 85[7]. Therefore, it should be
available in world wide before ECDIS mandatory. One good news is that a strategy has taken to enhance ENC data
production in the region and acceleration of the carriage of several ships type with ECDIS through the HELCOM
Declaration (2001) [6]. However, maximum benefit will depends in large part on how soon national Hydrographic
Offices are able to provide sufficient ENC coverage and associated updating services required for use with ECDIS [6].

CONCLUSION

This paper is by no means comprehensive. The issues are much more complex and involved than what is presented
here. The message however is clear. Information at sea is power, and the most powerful way to present navigation
information is ECDIS. In contrast, ECDIS will be of very little benefit in enhancing navigational safety if the watch-
keeping officer is not fully trained and competent in its use. For Example, MAIB has identified that a major factor in
the grounding of the CFL Performer on a sandbank off the UK east coast on 12 May 2008 due to poor training in use of
the ECDIS. Hence, an efficient navigational tool is needed to enhance the conduct of safe navigation, and it is possible
when infrastructure such as the GPS and the use of official ENC data are significant complementary factors (Chua).
Consequently, the proposed inclusion of specific ECDIS competences within the STCW Code is a very positive step,
which merits strong and early support by IMO.
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Abstract. A blood pressure monitor is used to measure the blood pressure of a human body. In this paper, a semi-automatic
blood pressure monitor is designed which can automatically inflate and deflate an arm cuff and measure the blood pressure with
the help of a pressure sensor and a digital stethoscope. The detection of systolic and diastolic pressure is not fully automatic. It
requires manual operation to capture pressure reading while the Korotkoff sounds are heard on the stethoscope. Here the measuring
algorithm is the modified electronic version of mechanical auscultatory method.

INTRODUCTION

As the world population goes on increasing, the assurance of health safety of each individual has become challenging
day by day. Through the advancement of modern science and technology, the human race is blessed with various
biotechnological boons. However, this fact remains questionable in third world country like Bangladesh. Here the
highly advanced biomedical technologies are far reaching for the primitive class. Besides, the existing medical mon-
itoring devices are not so reliable in all cases of health issues due to higher cost. The abnormality in regular blood
pressure (BP) indicates a variety of potential threats to health safety. In other words, it shows the symptoms of various
fatal diseases like heart disease, diabetes, hypertension, kidney failure, obesity and so on. Drastic abnormality in blood
pressure may lead to permanent health damage. Hence, like other regular medical parameters, measurement of blood
pressure holds its own importance. A portable low cost reliable automatic BP monitoring device for general people
can largely mitigate this serious health issue. The aim of the present work is to design and fabricate a blood pressure
measuring device with the available technology, which can in turn be a reliable and economic BP monitoring device
for all classes of people.

BLOOD PRESSURE

The term ‘blood pressure’ refers the arterial blood pressure exerted by the circulating blood upon the walls of blood
vessels. In human body, blood pressure is pulsatile in nature. During each heartbeat, blood pressure varies between
maximum (systolic) and minimum(diastolic) value [1].

Blood pressure is usually measured at one’s upper arm where brachial artery exists [2]. It is one of the major
arteries in human body. The pumping action of heart enables cardio vascular circulation, which consists of pulmonary
circulation and systemic circulation. During pulmonary circulation, blood flows from right ventricle to lungs. In
lungs, the deoxygenated blood is oxygenated and flows toward left atrium and then left ventricle. After filling the left
ventricular, the systemic circulation starts. The systemic circulation enables blood to flow through the various systems
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of the body to conduct various physiological works. After passing through aorta, arteries, arterioles and capillaries,
blood returns to the right atrium of the heart via veins, venules and venacavas. Since blood flows from left ventricle
to the rest of the body, the blood pressure at left ventricle is three times higher than the right ventricle. As a result, the
blood pressure at the arteries is higher than the veins and hence, measurement is normally carried out at the brachial
artery [3].

HEALTH ISSUES OF BLOOD PRESSURE

Determination of blood pressure is one of the most important measurements in clinical practice but still the most
inappropriately performed measurement in the history of biomedical advancement. Among various cardio vascular
diseases, hypertension is a major risk for the health safety of human life. Recent statistics of WHO (World Health
Organization) reveals that about one third of the people of global population are under the potential threat of hyper-
tension. So the importance of accurately measuring blood pressure cannot be neglected. From the data of various
numerical observations, Pickering et al. [4] proposed the following classification of arterial blood pressure in human
body as listed in Table 1.

TABLE 1. Classification of blood pressure in adult.

Classification BP (mmHg)
Systolic Diastolic

Normal ≤ 120 ≤ 80
Pre-hypertension 120 − 139 80 − 89
Stage 1 hypertension 140 − 159 90 − 99
Stage 1 hypertension ≥ 160 ≥ 100

BLOOD PRESSURE MEASUREMENT METHODS

For human body, various types of methods are available to measure arterial blood pressure. However we can classify
these methods into two main categories as follows:

Invasive method
This method utilizes some medical instruments (e.g. needle, cannula) to penetrate the artery in order to measure the
blood pressure using some pressure sensors. This method is normally used in critical stage under the supervision of
experienced medical expert.

Non-invasive method
Non-invasive methods are simply the non-destructive methods, which are performed in external periphery of the
human body. These methods do not need any insertion of needle or catheter in the artery during blood pressure
measurement. The following methods are the most popular non-invasive techniques to measure arterial blood pressure.

Auscultatory method

The auscultatory method involves the use of inflatable arm cuff with a stethoscope to listen the Korotkoff sound [4]
(a special tapping sound having five phases but not the sounds of heartbeat) during the blood pressure measurement.
The cuff is placed around the upper arm (roughly the same vertical height as the heart position) and stethoscope chest
piece is placed on the skin where brachial artery is positioned. The cuff is linked to a manual hand pump and either an
aneroid manometer or a mercury manometer.

Initially the cuff is inflated to some high pressure to obstruct the blood flow in the brachial artery completely
[1, 3, 4]. Then the cuff is deflated slowly with a constant pressure reduction rate. During deflation state, the blood
starts to flow turbulently at some point. This sudden rush of turbulent blood flow creates vibration in the wall of
the artery. As a result, a special tapping sound is heard on the stethoscope which is known as Korotkoff sound. The



pressure in the cuff corresponded to this starting phase of Korotkoff sound is systolic pressure. The sound continues
to some periods and finally becomes dimmed completely. At this ending phase of Korotkoff sound, we get the reading
of diastolic pressure. Although the ending phase of Korotkoff sound is heard to detect via ordinary stethoscope, it is
convenient to reduce 5 mm Hg from the value of last pressure reading [4]. After the ending phase of Korotkoff sound,
the blood flow in the brachial artery becomes laminar.

Oscillometric method

The oscillometric method uses the oscillation of blood pressure at the deflating cuff from inflation state to detect
the mean arterial pressure (MAP) in order to calculate the systolic and diastolic blood pressure from some empirical
correlations. There are several ways to calculate MAP, which is the average of the arterial blood pressure. During each
cardiac cycle, diastole usually lasts longer than systole. Therefore, the MAP is not simply the average value of systolic
and diastolic pressure. At normal heart rates, systole usually requires one-third whereas diastole requires two-third of
the cardiac cycle time, which can be expressed as follows:

Pm =
Ps + 2Pd

3
, (1)

where, Pm is the mean arterial pressure, Ps is the systolic pressure and Pd is the diastolic pressure. However, this
idealistic assumption is not true for the tachycardic (faster heart rate) patient. Because the percentage of time the heart
spends in systole, increases as the heart rate increases. Therefore, most of the blood pressure monitors that involves
non-invasive technique to measure blood pressure, calculate the MAP using actual blood pressure waveform for more
accuracy [5].

At present, most of the automatic and manual BP measuring devices widely follow non-invasive techniques.
Modern digital machines for BP measurement adopt oscillometric method which is not accurate in all cases. How-
ever, based on the auscultatory method of BP measurement, the manual machines are comparatively reliable. By
considering the reliability factor and its accuracy, we have chosen the electronic auscultatory method.

HARDWARE DESCRIPTION

Basic power supply circuit
Figure 1 shows the circuit diagram used to supply 5V dc voltage into various parts of the central processing unit of
the proposed BP measuring machine. The input source of this circuit is a 9V dc battery which is reduced to 5V by
using a linear voltage regulator ‘L7805’ IC. This IC can givemaximum 1A current according to the requirement of the
system load. Anelectrolytic capacitor with the capacity of 100F is used as a decoupling disc to ensure stable output
voltage. This power supply circuit also provides 5V dc voltage to the digital stethoscope circuit. We have further used
an external 6V dc supply consists of four AAA size 1.5V batteries in order to run the air pump.

Central processing unit
The central processing unit of the BP machine mainly consists of a microcontroller (MCU), a piezoresistive monolithic
air sensor, a LCD (liquid crystal display) and a NPN silicon power transistor. The complete circuit diagram of the
central processing unit is presented in Fig. 2. The heart of the processing unit is the microcontroller, which is an
8 bit ‘atmega8l’ type with operating voltage from 2.7 to 5.5V. It has 8kB ISP flash memory, six channels 10 bit
ADC (for dual inline package) and 23 programmable input/output lines. The part number of the air pressure sensor is
MPXV5050GP, which is ideally suitable for microcontroller-based system. The maximum range of operating pressure
for the sensor is 50 kPa with 5V dc supply voltage. For displaying the measured blood pressure reading, a 16 characters
and 2 lines ‘LM016L’ type LCD is connected with the microcontroller. It has built-in LSI HD44780 Hitachi controller
and is operated by 5V dc supply. Moreover, the processing circuit consists of some basic passive elements such as
watt resistors, capacitors (ceramics and electrolytes), 16 MHz crystal oscillator, three push buttons (reset button, pump
start button, capture reading button), a diode to protect the MCU from the back emf of inductive load (dc motor of the
micro air pump) and some connectors.



FIGURE 1. Circuit diagram of a basic 5V dc power supply.

Digital stethoscope circuit
The digital stethoscope hardware consists of a condenser microphone which senses the Korotkoff sound, a chest piece
and a short medical grade tube of 6 cm length and 5 mm diameter [6]. The microphone is placed inside the tube at
one end and the chest piece is connected on the other end of the tube. The stethoscope signal conditioning circuit(see
Fig. 3) consists of an inverting preamplifier having a gain of 20, a second order Sallen-Key low pass filter with unity
gain and a cut of frequency of 600 Hz [7, 8, 9], and a power audio amplifier (LM386) with a gain of 200 to drive
the speaker of the earphone. The preamplifier and the filter are built using LM358N dual op-amp IC. To power the
op-amps, 5V single supply with 2.5V biasing voltage is used [10, 11]. The other mechanical hardwares are a standard
size adult arm cuff, some medical graded plastic tubes and a small mechanical gate valve coupled with the air pump
by a small tee.

SOFTWARE DESCRIPTION

The code for the microcontroller is written using Arduino IDE. The compatible Arduino hardware for the atmega8l
microcontroller is Arduino NG or older w/Atmega8 .The Arduino code is then loaded to the ‘atemaga8l’ microcon-
trollers ISP flash memory using serial communication. In order to write program in the microcontroller, a modified
RS232 usb to serial converter with a TTL level converter (MAX232 IC) is used. The pressure sensor calibration
software is developed using Processing IDE for 32-bit Windows XP operating system.

OPERATIONAL STEPS FOR BP MEASUREMENT

A schematic flow chart of the operational procedures of the proposed BP measurement machine included in the
appendices (see Fig. 4). However, we briefly explain the operational steps as follows:

1. At first the power button will be pressed to switch on the whole circuit, which will be connected to the power
supply system.

2. After powering on, the pump start button (which is connected to MCU) will be pressed to start the air pump by
sending an electrical pulse to the air pump driver circuit.

3. When the air pump is in operation, the MCU will start to monitor the pressure from the pressure sensor and to
check whether the pressure is higher than the fixed threshold value (i.e., 162 mm Hg) and will simultaneously
show the real time pressure value on the LCD.

4. After increasing the pressure in the cuff up to the threshold value, the MCU will automatically stop the air
pump.



FIGURE 2. Circuit diagram of central processing unit along with air pump (excluding the digital stethoscope and power supply
circuit).

5. Now the pressure in the cuff will be decreased continuously at a constant rate (5 mm Hg per sec). The gate valve
will regulate the flow rate. It is to mention that the gate valve must be tuned initially at maximum cuff pressure
to choose the desired flow rate. Since the flow rate of the pump is much higher than the pressure reduction rate
through the valve, the semi-opened gate valve does not create any problem for the pump to reach the desired
maximum pressure in the cuff.

6. At the same time, the observer will wear the earphone attached to the digital stethoscope and carefully hear the
Korotkoff sound. (The earphone should be worn at the very beginning of the measurement.)

7. When the Korotkoff sound will be heard first, the observer will press the pressure reading capture button and
when the sound will be heard no more the observer will press the same button again.

8. During the above operation, the MCU will record the instantaneous pressure value from the pressure sensor. In
fact, it will record two different pressure values corresponding to the beginning and the ending of the Korotkoff

sound, which indicate the systolic and the diastolic pressures respectively.

9. Finally, when the cuff is automatically deflated below the desired minimum pressure (i.e., less than 30 mm Hg),
the MCU will display the systolic and the diastolic pressure in the LCD screen.

10. In order to measure the blood pressure for another set of reading, the pressure reading capture button should be
pressed again and the procedures will start from step two.

11. Pressing master reset button will reset the central processing unit.

RESULT ANALYSIS FROM EXPERIMENTAL WAVE SIMULATION

We have taken some adult’s blood pressure by our digital stethoscope. The output of the stethoscope (see Fig. 5) was
recorded to a computer via mic in port [6]. Then the recorded sound was used as an input signal as shown in Fig. 6
to our final digital stethoscope circuit to study and simulate the amplified (gain 20) and the filtered output (see Fig. 7)
and the corresponding output voltage after the filtering stage. The result was to the expected limit. Because when the
Korotkoff sound starts, we heard an audible clean sound with a blinking led. Moreover, when the sound starts, the
output voltage from filtered circuit fluctuates around to 2.3 to 3.9V with reference to 2.5V. That means, when the
sound is not heard, the output voltage is constant to 2.5V.



 

 

 

FIGURE 3. Circuit diagram of a digital stethoscope.

PRESSURE SENSOR CALIBRATION

The pressure sensor used in this project is calibrated to quantify the voltage output from the input pressure as shown
in Fig. 8. The calibration results are presented below:

• Source offset voltage, Eo f f = 0.25V,
• Sensitivity, S = 89.44 mV/kPa,
• Best-fitted correlation, E = 0.012P + 0.196,
• Percentage of error in pressure reading from empirical relation is 0.22%.

BLOOD PRESSURE READING

The device has been used on seven subjects to study the performance and reliability of it. The results are then compared
with the readings of traditional aneroid sphygmomanometer. Table 2 shows the summary of the results. From the

TABLE 2. Blood pressure readings of the subjects.

Subject No.
Age

(years)
Psys

(mmHg)
Pdias

(mmHg)
Psys (device)

(mmHg)
Pdias (device)

(mmHg)
Psys error

(%)
Pdias error

(%)
1 25 125 90 120 92 4 2.2
2 30 130 80 124 78 4.6 2.5
3 24 120 85 112 88 6.7 3.5
4 35 143 92 132 95 7.7 3.3
5 32 135 82 125 80 7.4 2.4
6 25 127 78 122 80 3.9 2.6
7 23 120 80 115 82 4.2 2.5

above results, we can see that the variation of systolic pressure reading is higher than that of diastolic pressure reading.
Thus, the device shows relatively higher error while detecting the systolic pressure.

RECOMMENDATIONS AND FUTURE SCOPES

Any kind of device related to the life science is very sensitive to background noise of the signal. Because most of
the biosignals have very little amplitude and very poor signal to noise ratio. So most of the medical devices require
amplifier with moderate to high gain according to the certain applications. As a result the background noises get
amplified suppressing the original signal during the preamplification of the acquired signal. During the experiment,
we failed to detect the starting phase and ending phase of the Korotkoff sound (K-sound has five different phases)



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Cuff inflates 

Start pump 

MCU 

Pressure ≥ 

162 mm HgP? 

No 

Yes 

Stop pump 

Cuff deflates 

Display 

pressure at 

LCD 

Digital 

stethoscope 

Detect Korotkoff 

sound? 

Press capture 

button 

Is sound 

stopped? 

Continue 

listening 

End 

No 

Yes 

Yes 

No 

Start 

Press pump button 

Continue 

listening 

FIGURE 4. Flow chart of the operational procedures for BP measurement using electronic auscultatory method.

precisely which can be evident from the errors in the resulting pressure readings with respect to the readings of
standard BP monitor. A more sensitive microphone like capacitive microphone can be used to minimize this problem.
Besides the output of the microphone contains the interference from the 50 Hz main supply. So proper shielding of
the device and signal paths are necessary for the improvement of signal to noise ratio.

Initially, we planned to develop a fully automated device using electronic auscultation. However, this method is
later turned into semi-automatic because in real life we faced difficulty to process the output signal from the digital
stethoscope in the microcontroller ADC. In order to investigate the reason we have used a hi-fi medical data acquisition
device known as LabTutor. The result (see Fig. 9) from the LabTutor reveals that the korokoff sounds contain noise
prior to the starting phase and after the ending phase. So inorder to suppress the noise we have to implement some
higher order digital filter topology in the program firmware of the MCU. Again the the resolution of the adc also
plays a vital role in the processing of the K-sound significantly. The consideration for filter topology is also equally
applicable for the designing of analog signal conditioning circuit of the digital stethoscope. The cumulative effect of
both analog and digital filters can play a vital role for the faithful production of the signals only.

CONCLUSION

In this research, a digital semi-automatic device is developed to monitor the human blood pressure. Though there are
some hybrid BP monitors which involve digital pressure gauge to display only pressure readings but still require a
manual hand pump to inflate the arm cuff during the measurement process. In comparison to these types of device, our
machine involves automatic pumping action and digital stethoscope to have a clean audible Korotkoff sound. Final



FIGURE 5. Korotkoff signal with frequency spectrum (amplitude and frequency versus time).

Time (s)

 A
m

p
lit

u
d

e
 (

m
V

)

0 5 10 15 20
-0.75

-0.50

-0.25

0.00

0.25

0.50

0.75

1.00

Systolic Diastolic

FIGURE 6. Input signal from the sound transducer.

goals of this project are to reduce the product cost, to manufacture a reliable device, to increase human comfort and to
implement a new algorithm. Since using this semi-automatic device, any person can measure the blood pressure and
thereby it can help to contribute significantly in healthy life style.
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FIGURE 9. The pressure graph and the korotkoff sound (the regular pattern at the middle of the cardio microphone output) graph
from the LabTutor (Here BP reading is 123/78 mm HgP).
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Abstract. In this paper an analysis of the tidal power potential at five different sites along the coastal area of Bangladesh 

is presented. The Swandip channel site located at the Meghna-Feni estuatry is found to have the maximum tidal power 

potential. The ongoing geological changes due to sedimentation seem gradually increasing the tidal power potential at this 

site. 

INTRODUCTION 

Bangladesh is a country of 1,47,570 sq. km area and 160 million people located in South Asia at 24° N latitude 

and 90° E longitude. It has a long coastline of 710 km with 2 to 8 m tidal range in the Bay of Bengal. The periodic 

variation of the height of sea water level corresponding to this tidal range can be used for power generation. Some 

recent studies [1, 2] suggest that the most of the coastal zone is covered with many embankments and sluice gates and 

has potential for harnessing tidal power by utilizing small scale tidal energy technology. Tidal power generation may 

solve the electricity crisis in the coastal zone and reduce load on the national power grid [3]. Tidal energy is one of 

the cleanest renewable energy sources. It has become one of the promising energy sources due to their continuous 

availability and predictable characteristics [4]. Recently, tidal energy resource assessment has been conducted in the 

coastal areas of Vancouver island [5], Malaysian islands [6], Nova Scotia [7] and Roosevelt island, New York [8]. 

However, the potential of tidal energy in the coastal areas of Bangladesh has not been fully studied yet. In this paper, 

the potential of tidal power at five locations along the coastline of the Bay of Bengal is presented. Detailed analysis is 

conducted only for the Sandwip island, which seems to be the most promising site for harnessing tidal energy. 

TIDAL ENERGY 

Tidal energy is generated by the interaction of the gravitational attraction among the Earth, Moon and Sun, and the 

rotation of the Earth-Moon and Earth-Sun systems. Under the action of these forces, ocean surface on the Earth 

deforms to a roughly egg-shape with two bulges. One ocean bulge is faced towards the Moon and the other is on the 

opposing side of the planet, facing away from the Moon. A similar interaction between the Earth and the Sun produces 

two other ocean bulges that line up towards and away from the Sun. Although the sun is 27 million times more massive 

than the Moon, the Moon is much closer to the Earth and for that reason has a greater gravitational pull on the Earth. 

In fact, the tide-generating force of the Moon on the Earth is more than twice of that of the Sun on the Earth. At a 

smaller scale, the magnitude of tides can be strongly influenced by the shape of the shoreline. Funnel-shaped bays in 

particular can dramatically alter tidal magnitude. Local wind and weather patterns also can affect tides. Strong offshore 

winds can move water away from coastlines, exaggerating low tide exposures [7, 8]. 

There are three basic tidal patterns. In general, most areas have two high tides and two low tides each day. When 
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the two highs and the two lows are about the same height, the pattern is called a semi-daily or semidiurnal tide. If the 

high and low tides differ in height, the pattern is called a mixed semidiurnal tide. Some areas have only one high and 

one low tide each day. This is called a diurnal tide [9]. Due to the geographical location, the coastal area of Bangladesh 

experiences semi-daily or semidiurnal tide pattern. 

SITE LOCATIONS AND DATA COLLECTION 

Figure 1 shows a satellite view of the Bangladesh part of the coastline of the Bay of Bengal. There are many funnel 

shaped estuaries along the entire coastline which may be considered prospective sites for tidal power extraction. The 

Department of Hydrography of Bangladesh Inland Water Transport Authority (BIWTA) maintains 53 water level 

recording stations along the inland and coastal waterways of Bangladesh for monitoring water level round the year. 

The water level data acquired from these stations as well as from the commercial simulation models are processed and 

used for the production and publication of yearly tide tables and hydrographic charts. Among the funnel shaped 

estuaries along the coastline, five sites have been chosen in this work for studying the tidal power potential. The sites 

already have water level recording stations and the water level data for calculating the tidal power potential are 

collected from these tide tables [10] published by the BIWTA. The chosen sites are as follows. 

 

Hiron Point: Hiron point is located at 21°48'54"N 89°27'43"E in the estuary of the river Kunga inside the mangrove 

forest Sundarban in the south-east region of the country in Khulna division.  

Khepupara: Khepupara is located at 21°46'38"N 90°6'12"E in between the rivers Payra and Galachipa in the 

southern district Patuakhali under Barisal division. 

Sandwip channel: Sandwip is an island in located at 22°29′ N 91°26.5′ E in the Bay of Bengal at the estuary of the 

rivers Meghna and Feni and separated from the Chittagong coast by Swandip channel.  

Karnaphuli river - Sadarghat: This site is near the main river port in the Karnaphuli river in Chittagong and is 

located at 22°22′N 91°48′E. 

Shahpuri  Island: Shahpuri Island is located at 20° 46' N 92°19E in the estuary of the river Naf at the southeast 

end of Bangladesh. 

 

 

FIGURE 1. Bangladesh part of the coastline of the Bay of Bengal. The study sites are marked with  sign. 
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FIGURE 2. Calculation of the tidal energy potential. 

 

CALCULATION 

Consider a basin area A where the tidal range is R. The tidal range is the range of variation of water level during 

the high and low tides. If a volume element of height dh is chosen which spreads over the entire basin, then the mass 

of water contained in the volume is Adh. Thus the potential energy of the volume element becomes,  

AhdhAdhghdE       (1) 

If h varies from 0 to R due to tidal effect, then the tidal potential energy becomes, 

 

RR

hdhAAhdhE
00

     (2) 

So, the maximum value of the potential energy [9] would be, 

2

max
2

1
ARE       (3) 

In the coastal areas of Bangladesh, there are two high tides and two low tides every day. Therefore the maximum 

energy potential per day = 2Emax = AR2 and the maximum power potential = AR2/t, where, t = one lunar day. 

 

Taking basin area A = 1 sq. Km, average daily tidal range R = 4.21 m and specific weight of sea water  = 10055.25 

N/m3 and 1 lunar day = 24 hr 48 min. = 89280 sec, the energy potential per day is estimated to be 178.22 GJ/sq. km 

and the maximum power potential is estimated to be 2 MW/sq. km. 

RESULTS AND DISCUSSION 

The maximum power potentials are calculated using the tidal range data from tide tables [10]. The monthly 

averages of the maximum power potential of the five sites are presented in Table 1 for the year 2007.  

 
TABLE 1. Monthly averaged maximum tidal power potential at the selected study sites during 2007 

 

 

Month Hiron-Point Khepupara Sandwip 
Karnaphuli River_ 

Sadarghat 

Shahpuri 

Island 

January 

February 

March 

April 

May 

June 

July 

August 

September 

October 

November 

December 

0.271 

0.328 

0.379 

0.385 

0.356 

0.295 

0.314 

0.368 

0.422 

0.365 

0.302 

0.267 

0.385 

0.403 

0.458 

0.504 

0.540 

0.482 

0.505 

0.559 

0.594 

0.577 

0.509 

0.407 

1.867 

1.978 

2.327 

2.190 

1.967 

1.853 

1.847 

2.077 

2.207 

2.043 

1.773 

1.683 

0.903 

1.040 

1.120 

1.150 

0.980 

0.860 

0.883 

1.083 

1.167 

1.067 

0.920 

0.797 

0.487 

0.530 

0.567 

0.533 

0.483 

0.442 

0.474 

0.556 

0.584 

0.549 

0.490 

0.475 



 
 

 

FIGURE 3. Averaged maximum tidal power potential 

during different months of year 2007 for all of the five sites. 

 

FIGURE 4. Yearly averaged maximum tidal power 

potential during 2007 at all of the five sites. 
 

 

The plot of the monthly average maximum power potential vs. month in Fig. 3 shows that there are two peaks in 

the power potential occurring during the months of March and September. The distance between the Sun and the Earth 

changes every month and becomes the lowest twice in a year in the months of March and September. As a result the 

highest tidal power occurs in these months. 

 

The maximum power potential averaged throughout the year in 2007 is plotted in Fig. 4 for all of the five sites. It 

is observed that among the five sites, the yearly averaged maximum power potential is the highest in the Sandwip site. 

Monthly averaged maximum power potentials for every other year between 2007 and 2015 have been calculated for 

Sandwip and listed in Table 2. It is seen that the time of the peak maximum power potentials slightly varies from year 

to year. The first peak occurs during March-April and the second peak occurs during August-September. The yearly 

averaged tidal power potentials at Sandwip site are plotted in Fig. 5 for different years. It is interesting that every year 

the tidal energy potential is gradually increasing at this site. This is possibly due to the geological changes like 

sedimentation occurring at the site every year. 

 

 
TABLE 2. Monthly averaged maximum tidal power potential at Sandwip channel during 2007 - 2015 

 Year 

Month 2007 2009 2011 2013 2015 

January 

February 

March 

April 

May 

June 

July 

August 

September 

October 

November 

December 

1.867 

1.978 

2.327 

2.190 

1.967 

1.854 

1.847 

2.077 

2.207 

2.044 

1.774 

1.684 

1.837 

2.050 

2.400 

2.218 

1.987 

1.877 

1.875 

2.081 

2.230 

2.082 

1.822 

1.678 

1.783 

2.197 

2.251 

2.282 

2.065 

1.884 

2.048 

2.428 

2.363 

2.264 

1.983 

1.890 

2.058 

2.212 

2.492 

2.509 

2.356 

2.201 

2.154 

2.234 

2.312 

2.230 

2.090 

2.006 

1.989 

2.300 

2.361 

2.457 

2.208 

2.078 

2.120 

2.479 

2.648 

2.495 

2.137 

1.940 

 

 

 



 

FIGURE 5. Yearly averaged maximum value of the tidal power potential at Sandwip channel site for the years 2007 - 2015.  

 

CONCLUSIONS 

Tidal power potential has been calculated at five different sites in the coastal area in Bangladesh. Among the sites, 

Sandwip channel has the highest potential for harnessing tidal power. The Sandwip channel area is dominated by tide 

throughout the year. Analysis of the yearly averaged maximum values of the tidal power potential shows a gradual 

increase every year possibly due to the geological changes at the site. 
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