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Abstract—In a visibility representation of a graph, the vertices
map to objects in Euclidean space and the edges are determined
by certain visibility relations. A bar visibility representation of a
planar graph is a drawing where each vertex is drawn as a
horizontal line segments called bars, each edge is drawn as a
vertical line segment where the vertical line segment representing
an edge must connect the horizontal line segments representing
the end vertices. A graph is called a 1-planar graph if it can be
drawn in the plane so that each its edge is crossed by at most one
other edge. A 1-planar graph is said to be optimal if there are
highest number of edges available. In this Research, we proposed
an algorithm to numbering the optimal 1-planar graph and also
bar 1-visibility representation of optimal 1-planar graph.

Keywords-1-planar  graph,visibility  representation,bar  1-
visibility representation,optimal 1-planar graph.

L INTRODUCTION

The problem of determining a visibility representation of a
graph has been studied extensively in the literature due to the
large number of applications (as in VLSI design, CASE tools,
hidden-surface elimination problem, etc.) and, also, by the
combinatorial properties of those graphs.

In a visibility representation of a graph, the vertices map to
objects in Euclidean space and the edges are determined by
certain visibility relations.

A graph is called a 1-planar graph if it can be drawn in the
plane so that each its edge is crossed by at most one other
edge. We can also say a 1-planar graph is a graph that has al-
planar drawing. For a 1-planar graph G, we have an inequality
m<=4n-8 where n and m are its number of vertices and edges,
respectively. A 1-planar graph G is said to be optimal if m=4n-
8.

Since every planar graph has a 0-visibility representation,
algorithms for finding 1-visibility representation of planar
graphs are known. Thus the main idea is as follows: first
obtain a planar graph by deleting some edges from the input
non-planar graph, then obtain a visibility drawing of the planar
graph and finally place the deleted edges which give bar 1-
visibility representation.

The aim of this research is to study some properties of
optimal 1-planar graph, developing such an algorithm that will
produce bar 1-visibility representation for optimal 1-planar
graph.
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II.  APPLICATION OF VISIBILITY REPRESENTATION

The problem of computing a compact Visibility
Representation is important not only in algorithmic graph
theory, but also in practical applications such as VLSI layout
[3] .From a visibility representation, a planar polyline drawing
can be generated with O(1) bends per edge in linear time [16].
Visibility representations can also be used to generate planar
orthogonal drawings. In this section, we present some of these
applications in detail.

A. Planar Polyline Drawing

We can construct a planar upward polyline drawing of a
planar st-graph G using its visibility representation. We draw
each vertex in an arbitrary point inside its vertex segment. We
draw each edge (u, v) of G as a three segment polygonal
chain.

B. VLSI Design

Modules and their interconnections of a VLSI circuit are
given as a graph where a vertex of the graph represents a
module of the VLSI circuit and an edge represents an
interconnection between two modules.

C. Motion Planing

Motion planning is a problem of finding a path to move a
robot from a start configuration to a goal configuration
without colliding with obstacles.

D. Graph drawing

Graph drawing is an area of mathematics and computer
science combining methods from geometric graph theory and
information visualization to derive two-dimensional depictions
of graphs arising from applications such as social network
analysis, cartography, and bioinformatics.

III. HISTORY OF VISIBILITY REPRESENTATION

The problem of visibility representation has gained its own
inherent interest in related topics and has significant
researches based in its specific application and parameters. In
this section, we give an outline of the results found in this
area. Visibility representation has practical applications in
VLSI layout [3] and several researchers concentrated their
attention on visibility representations [3, 6]. Otten and
VanWijk [17] have shown that every planar graph admits a



visibility representation and Tamassia & Tollis [21] have
given a linear-time algorithm for constructing a visibility
representation of a planar graph. Di Battista, Tamassia, R. and
Tollis, I. G. have given Constrained Visibility Representation
of Graphs [2].

Alice M. Dean et al. have introduced a generalization of
visibility representation for a nonplanar graph which is called
bar k-visibility representation [8] . While it is easy to see that
all bar visibility graphs are planar, this is not true for bar k-
visibility graphs, and no other immediate property provides an
approach to their structure. Since all bar visibility graphs are
planar, they seek measurements of closeness to planarity for
bar k-visibility graphs. They have obtained an upper bound on
the number of edges in a bar k-visibility graph. As a
consequence, they have obtained an upper bound of 12 on the
chromatic number of bar 1-visibility graphs, and a tight upper
bound of 8 on the size of the largest complete bar 1-visibility
graph. They also considered the thickness of bar k-visibility
graphs, obtaining anupper bound of 4 when £ = 1, and a bound
that is quadratic in k for &> 1.

For the case £ = 1, Dean et al. used the Four Color
Theorem to show that their thickness is bounded by 4. They
conjectured that no bar 1-visibility graph has thickness larger
than 2.Recently, Fleshner and Massow have investigated some
graph theoretic properties of bar 1-visibility graphs [10].They
proved the tight upper bound on the thickness of bar 1-
visibility graphs is 3. In recent years, several works are
devoted to this field. Igor Fabrici,Tomas Madaras [14] study
the existence of subgraphs of bounded degrees in 1-planar
graphs which is also called bar 1-visibility graph. It is shown
that each 1-planar graph contains a vertex of degree at most 7;
they also prove that each 3-connected 1-planar graph contains
an edge with both end vertices of degrees at most 20.

Peter Eades and Giuseppe Liotta study the relationship
between RAC graphs and 1-planar graphs. Yusuke Suzuki
studied the Optimal 1-planar graphs which triangulate other
surfaces [24]. He proposed that A simple graph G is said to be
1-planar if it can be drawn on the sphere S2(or the plane) so
that each of its edges crosses at most one other edge. For a 1-
planar graph G, we have an inequality m<=4n-8 where n and
m are its number of vertices and edges, respectively. (This
inequality was proved in some papers. For example, see [14].)
A 1-planar graph G is said to be optimal if m=4n-8. It had
already proved in [23] that every optimal 1-planar graph G is
obtained by adding a pair of crossing edges to each face of a
3-connected quadrangulation on the sphere; hence every
vertex of G has even degree.

IV. THE PROPOSED METHODOLOGY FOR BAR 1-VISIBILITY
REPRESENTATION OF OPTIMAL 1-PLANAR GRAPH

We first introduce our proposed algorithm based on
Quadrangle Labeling of vertices of optimal 1-Planar graph.
Later we would like to represent our proposed algorithm for
finding the bar 1-visibility representation for Optimal 1-Planar
graph

A. Quadrangle Labeling of Vertices of Optimal 1-Planar
Graph

A simple graph G is said to be 1-planar if it can be drawn
on the sphere S2(or the plane) so that each of its edges crosses
at most one other edge. The drawing is regarded as a
continuous map f: G — S2 which may not be injective. To
simplify our notation, we often consider that a given 1-planar
graph G is already mapped on the sphere, and denote its image
by G itself. An edge is said to be crossing if it crosses another
edge in a 1-planar graph G, and to be non-crossing otherwise.

Quadrangle labeling is a way of numbering the vertices of a
quad so that the highest and lowest numbered vertices are not
in same diagonal.

From our proposed algorithm we have the following
lemma:

Lemma 1. Every optimal 1-planar graph admits quadrangle
labeling .

Proof : Let, G(V,E) be a input graph with maximum 4n-8
edges where n= number of vertices. Now we will number its
vertices. For this, at first we would select a vertex i=1 from the
graph G which is outer from sphere surface as source. Then
we will calculate n quadrangles which are connected to i
vertex. Number all the vertices of quadrangles adjacent to the
source, from left quadrangles to right quadrangles sequentially
ensuring that lowest and highest numbered vertices of the
quadrangle will not be in same diagonal and If Ep={Vi,Vj} is
an edge which intersects with another edge, Eq={Vk,Vl} ;
then assign number such that i<k<j<l. An example is shown
below

Figure 1: Quadrangle Labeling.

Same process will be repeated for i+1 to n. Then, for i=1 to n,
Check if there is any diagonal edge consisting of lowest and
highest numbered vertices of the quadrangle. If yes then swap
the vertex number with any vertex number adjacent to it to
ensure that lowest and highest numbered vertices of the
quadrangle will not be in same diagonals . Then, go to the
initial state, i=1 and repeat the step. If there is no diagonal
edge consisting of lowest and highest numbered vertices of the
quadrangle, increment i. Terminate when i=n.

The output of this algorithm would be such a numbering of
vertices of G for which there will be no diagonal edge
consisting of lowest and highest numbered vertices of the
quadrangle. An example of this algorithm is shown below:



Input graph

Initial numbering

After swapping

Figure 2: Labeling the vertices of an Optimal 1-Planar graph with n=8.

Algorithm:

Input : Optimal 1-planar graph.
Output : Quadrangle labeled optimal 1-planar graph.

e At first selected a vertex i=1 from the graph G which
is outer from sphere surface as source.

e Calculate n quadrangles which are connected to i
vertex.

e Number all the vertices of quadrangles adjacent to the
source, from left quadrangles to right quadrangles
sequentially ensuring that lowest and highest
numbered vertices of the quadrangle will not be in
same diagonals and If Ep={Vi,Vj} is an edge which
intersects with another edge, Eq={Vk,V1}; then assign
number such that i<k<j<I.

e  Repeat the process for i+1 to n.

e For i=1 to n Check if there is any diagonal edge
consisting of lowest and highest numbered vertices of
the quadrangle:

» If yes then swap the vertex number with any
vertex number adjacent to it to ensure that
lowest and highest numbered vertices of the
quadrangle will not be in same diagonals. Then
i=1 and repeat the step.

» Ifno then i=i+1.

B. Bar 1-Visibility Representation of Optimal 1-Planar
Graph

From quadrangle labeled optimal 1-planar graph we have
the following Theorem:

Theorem 1. Every quadrangle labeled optimal 1-planar
graph admits bar 1-visibility representation.

Proof : Let G is a quadrangle labeled optimal 1-planar
graph. First, between the two intersecting edges of a
quadrangle, we will remove the edge whose starting vertex
number is higher than the starting vertex number of other edge
in order to get a planar structure. This step is demonstrated in
Figure 3(b).

Then, we convert the present graph into up-word planar
graph as Figure 3(c).

Next, we will draw the dual graph of the upward planar
graph as shown in Figure 3(d).

From the dual graph we got the Bar visibility
representation using R. Tamassia, I. G.Tollis algorithm
[1986]. Excepting the fact that ,starting and ending vertex u
and v , draw the vertex -segment 1 (u) at y-coordinate Y (u)
and the vertex -segment t (v) at y-coordinate Y (v) and
between x-coordinates X(left(u)) and X(right(u)) and
X(left(v)) and X(right(v)). This step is demonstrated in Figure
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Figure 3: Bar 1-Visibility Representation of Quadrangle Labeled Optimal 1-
Planar graph.

Then, added the intersecting edges which had been removed
from the input graph to the up-word planar graph. The edge
should be drawn on left or right of the point of the left region
number, P. If there is more than one left region then choose
the minimum one. We have to increase the intersecting bar
either on Left or Right depending on the value of left region,
P. If we want to increase the bar in left direction than the bar
must have starting point at P-0.5 and inserted the edge at P-
0.5. If we want to increase the bar in right direction than the
bar must have ending point at P+0.5 and Insert the edge at



P+0.5. This step is demonstrated in Figure 3(f) and Figure
3(g).

Finally, if there is any edge drawn on a fraction point, draw
it on the ceil value of the point and increase the sequential
point by 1. Thus we get the final representation. This step is
demonstrated in Figure 3(h).

Algorithm:

Input: Quadrangle labeled optimal 1-planar graph.
Output: Bar 1-visibility representation of optimal 1-planar
graph.

e To make the graph planar; between the two
intersecting edges of a quadrangle, remove the edge
who’s starting vertex number is higher than the other
edge starting vertex number.

e Converting the present graph into up-word planar
graph.

e Converting the up-word planar graph into its Dual
graph.

e  Bar visibility representation of the dual graph using R.
Tamassia, 1. G. Tollis algorithm[1986].Excepting the
fact that ,starting and ending vertex u and v , draw the
vertex -segment T (u) at y-coordinate Y (u) and the
vertex —segment T (v) at y-coordinate Y (v) and
between x-coordinates X(left(u)) and X(right(u)) and
X(left(v)) and X(right(v)).

e Adding the intersecting edges which had been
removed from the input graph to the up-word planar
graph. The edge should be drawn on left or right of the
point of the left region number, P. If there are more
than one left region then choose the minimum one.

e  We have to increase the intersecting bar either on Left
or Right depending on the value of left region, P.

1) If we want to increase the bar in left direction
than the bar must have starting point at P-0.5.
a) Insert the edge at P-0.5.
2) If we want to increase the bar in right direction
than the bar must have ending point at P+0.5.
a) Insert the edge at P+0.5.

e If there is any edge drawn on a fraction point, draw it
on the ceil value of the point and increase the
sequential point by 1.

C. Complexity of the Algorithm

The drawing we have proposed in this Algorithm to
represent bar 1-visibility of an optimal 1-planar graph can be
constructed in linear time. We have the following theorem:

Theorem 2. Let G be a quadrangle labeled optimal 1-planar
graph. Then a Bar 1-visibility representation of G can be
computed in linear time.

Proof: Let G be a quadrangle labeled optimal 1-planar graph.
In step 1 and 2, we construct planar graph from optimal 1
planar graph by deleting one edge from each intersection and
draw upward planar graph. Then we construct dual graph of
the planar graph and compute topological numbering of the
dual graph. The visibility representation of the planar graph
can be constructed in linear time. Then shifting the vertex
segment corresponding vertices at x coordinate, the deleted
edges are placed in the representation in linear time. One edge
intersects one vertex segment which maintains the properties
of bar 1-visibility representation. Thus we can obtain a Bar 1-
visibility representation of quadrangle labeled optimal 1-
planar graph in linear time.

V. CONCLUSIONS

In this paper, we have regarded the problem of computing
algorithms on bar 1-Visibility Representations of non-planar
graph such as optimal 1-planar graph. Given an undirected 1-
planar graph G, this paper gives a drawing algorithm that
gives bar 1-Visibility Representations. In this paper, we have
addressed the problem of drawing Visibility Representation of
non-planar graph. We have proved that some classes of non-
planar graphs admit Bar 1-visibility representation.
Consequently, we focused on those non planar graphs which
contain at most one edge crossing. If given the directed graphs
having diagonal labeling where each edge crossing bounded
by a quadrangle and vertices of lowest number and highest
number aren’t on a diagonal then this paper also gives drawing
algorithm for computing bar 1- visibility representation. So,
finally we introduced a new algorithm for quadrangle labeling
of optimal 1-planar graph. Based on this labeling we also
represented a linear time algorithm for finding the bar 1-
visibility representation of optimal 1-planar graph.
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Abstract— We present a fully automated non-photorealistic
rendering technique for color pencil sketch drawing. Because
of a very simple stroke drawing technique, it is more
efficient than previous state-of-the-art algorithms. In our
method, we first segment the input image into foreground
and background through an automated region segmentation
procedure; then we draw hatching strokes all over the image
and cross-hatching strokes only in the foreground region;
the color to draw strokes are taken from the input image
after mapping the color to one of the 12 colors of our
color palette. Finally we overlay the stroke-drawn image
with the input image to create an intermediate output and
impose an edge detected image on that intermediate image to
produce the final output. Through experimental results, we
demonstrate the time efficiency and aesthetic pleasantness
of our algorithm.

Keywords— Non-photorealistic rendering, pencil sketch,
color pencil sketch, edge detection, color mapping, overlay.

I. INTRODUCTION

Color Pencil Sketch drawing is a very pleasing artistic
drawing technique; with only a limited amount of color
pencil, artists are able to draw versatile types of pictures.
In NPR (non-photorealistic rendering) research, creating
color pencil (sketch) drawing can be a very intriguing
challenge, but surprisingly meager amount of works has
been done on automated or interactive color pencil sketch
drawing to date.

Works on artistic image filtering, in general, is going
on for several decades. Many researchers are working
on image filters like WaterColor [1], Pastel Drawing
[2], Color Pencil Sketch [3]-[8] but the results from
existing techniques still lacks from visual quality and
efficiency. Most of the works on pencil and color pencil
drawing underpins on Linear Integral Convolution (LIC)
[9]. A lot of works in this area, especially which focuses
on color pencil sketch, also depend appreciably on the
segmentation of image into different regions, which are
then painted with different colors; the segmentation is not
automated and depends considerably on user interactions
for good performance.

A. Problem Statement

Given an image (color or gray-scale), the task is to
convert it to a color pencil sketch drawing. We have
divided the task into several sub-tasks:

1) Region Division: Extraction of foreground and

background regions from the image.

2) Color Selection: Selection of colors from color

palette to draw strokes.

3) Stroke Generation: Generation of different type
of strokes to draw onto the image.

4) Output Generation: Blending the stroke-drawn
image and the original image and perform further
post-processing.

B. Related Works

There are not much works in literature which focuses
on color pencil drawing or color pencil sketch drawing.
We can divide the works that have been done so far mainly
on two categories: works that depend on LIC, and those
do not.

Of the few works that has been done on color pencil
sketch, most of the works depend, in one way or other, on
LIC [9]. With the help of a vector field and noise addition
in image, LIC can be used to create pencil stroke like
effect; applying this method on three channels (RGB) of
a color image, it is also possible to create color strokes in
images. In their papers, Yang and Min [3] and Yang et.
al [4] used modified LIC for stroke generation. Yang and
Min applied a modified LIC filter named swing bilateral
LIC (SBL) filter and then produced monochrome pencil
drawing images; Yang et. al, on the other hand, first
find out feature lines and segment the image according
to those lines; they then generate noises in CMY color
space and implement two types of strokes: feature strokes
(for subject) and hatching strokes (for background). In the
work of Matsui et al. [7] which precedents the works of
Yang and Min, they proposed a stroke-based algorithm in
which they place strokes along the boundary of the curves
of an image using 12 colored pencils. Another work
regarding LIC is done by Yamato et al. [5], where they
after segmenting the source image into several regions,
choose two colors for each region, generate two noise
images with those colors, apply LIC on both images and
blend those images with Kubelka Munk (KM) Model [10]
to create the final color sketch image.

Of the works that do not depend on LIC, Lu et al. [§]
based their work on pencil stroke generation and tone
drawing; they created a stroke image similar to edge
detected image and transferred the tone of the image to
give the output an abstracted look. The other and one of
the most popular works on color pencil sketch generation,
is covered by [6]; this attempt is a bit different from all
others as it does not incorporate any kind of stroke to the
image, rather segments the image into several regions,
shrinks the image boundary and shifts the color of the
image to match to their color database, and fills the
regions chosen from some arbitrary colors.
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Figure 1: (1a): Sketch of A natural scenario; used strokes - hatching (in different angles) and scumbling (in tress)
(1b) : Sketch of apple; left: hatching, middle: cross-hatching, right: scumbling.
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Figure 2: Common Stroke Types [11].

C. Overview of the System

In drawing color pencil sketches, the artists after mak-
ing the rough outline of the objects, fill out different
regions with different types of colors and strokes. The
strokes used by color pencil artists include hatching(line
drawing), cross-hatching, stippling, scumbling etc. With
the employment of different colors and strokes one over
another, the artists create different shades and complex
colors from a limited number of color pencils. We have
shown the basic strokes (Fig. 2) and their deployment in
real color pencil sketch drawing in Fig. 1.

In our proposed system, we have tried to emulate
the drawing styles of the artists. First we try to di-
vide the image into two different regions: foreground
and background; as there is no system of automatic
segmentation of image into foreground and background,
we have employed an approximated mechanism. We use
Otsu thresholding [12] and Sobel edge detection [13]
to produce two intermediate binary images and combine
them to produce a segmented image. Depending on the
foreground and background regions in segmented image,
we draw two different kinds of strokes: hatching and
cross-hatching. We cover the background region only
with hatching and the foreground region is a mixture of
cross-hatching over hatching. The color needed to draw
the strokes are selected from the image color, which is
converted to one of 12 colors from our color palette before
drawing of strokes; this color mapping process gives us
necessary color quantization of image that we observe in
real color pencil sketch drawings. After the generation of
stroke drawn image, input image and currently obtained
stroke drawn image are overlaid [14] for intermediate
output image. Finally we take the weighted average of
the Sobel edge detected image and the intermediate output
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Figure 3: Process Overview.

image to obtain the final output image. The whole process
is described in Fig. 3.

The rest of the paper is organized as follows. In section
II, we describe the schemes for automated foreground
and background detection. Section III proposes the color
selection method for drawing strokes. In section IV, we
present methods for stroke generation. The main algo-
rithm is described in section V which depends on the
processes elaborated in section II, III and IV . Perfor-
mance evaluation and comparison with previous works
and conclusions are presented in section VI and section
VII, respectively.

II. REGION DIVISION

For any input image, we first convert it into a grayscale
image. Then we deploy two algorithms on the input
image:

1) Thresholding: Implement Otsu thresholding algo-

rithm [12] to break the image into two regions.

2) Edge Detection : Edge detection using Sobel’s

Edge detection [13] operators.

The output of both of the procedures give us a binary
image; we consider the black portion of the image from
Otsu thresholding as the foreground of the image; the
black (edge) regions from Sobel operator are considered
the most prominent features (feature strokes) within the
image. We then add both images using an OR operator
assuming black region as 1 and white region as 0,
which gives us an approximately separated foreground-
background regions as final output: black as foreground
and white as background; the algorithm used for region
segmentation is given in algorithm 1.

We generate and use Sobel edge detected region at
section V again, when we blend edge detected image



Algorithm 1 RegionSegmentation(I, Iotsu, Isobel)

1: Create a binary image Io;s, using Otsu thresholding
method.

2: Create a binary image Igope; using Sobel Edge de-
tection with threshold parameter 16.

3: Apply OR operation between Iois, and Igope; tO
generate final segmented image Igcg.

4: return Ig.q

Figure 4: Most used basic colors by the artists.

with the overlaid image (between sketch and input). The
parameter used as threshold for Sobel is different in those
cases; in the first case, we want as much foreground as we
can cover which leads us to assign a low threshold value
of 16 to get a lot of edges (sometimes non-prominent
edges also); in the second case though, we only want
significantly prominent edges and therefore increase our
threshold to a more restrictive 100; both of the values are
determined empirically.

III. COLOR SELECTION

Before drawing a stroke, we decide the color with
which the stroke is going to be drawn; two things that
we consider mostly are:

1) Color Reduction: To make a drawing, artists only
have a limited number of colors at their disposal
which motivated our decision to keep the number
of colors restricted. In this paper, we have mapped
almost all of the colors in an input image to the
12 basic colors artists use for drawing (Fig. 4)
according to [15].

2) Color Mapping: To preserve color harmony be-
tween input and output image, in spite of choosing
random colors for mapping, we take the closest
color, considering color difference between the
color of input image (at the center point) and the
constituent colors of our intended color palette,
taking each at a time.

A. Color Mapping

This is an inevitable method to select colors before
drawing any stroke. According to our color reduction
consideration, we have already chosen 12 colors to map
the whole image to. Now another important thing is how

Figure 5: Each brush stroke is drawn with the properties
shown in the image: an anchor point, suitably in middle
of the length two length variables, width, angle and color.
Color is chosen according to section III

o

Figure 6: Top row shows four half squares drawn each
time; combined together, they will give a cross-hatching
output like the one shown in the bottom row.

should we map varieties of colors from the original image
to only 12 colors. For that, We consider to measure color
differences in three different ways:
1) Square root difference in RGB color space.
2) Color conversion to CIE Lab Color Space and
finding difference using CIE 1974 difference [16].
3) Color conversion to CIE Lab Color Space and
finding difference using CIE 1994 difference [17].
We have used the CIE 1994 color difference for our
algorithm as the output from this one looks better than
the other two difference mechanisms; it is less time-
efficient than the other options though. To get a better
visual quality, in spite of replacing the stroke color with
the nearest color, we have taken 3 closest colors according
to color differences and chosen one randomly from those
three before choosing the final color to draw stroke. Also
for color mixing, when we have to redraw a pixel, we
are taking an average color between the previous color of
that pixel and the new one presently obtained.

IV. STROKE GENERATION

In original color pencil sketch drawing, the artists use
different kind of strokes as shown in section I-C ; of those,
the most commonly used strokes are hatching and cross-
hatching. Therefore we have implemented hatching and
cross-hatching strokes in our algorithm; the basic stroke
generation process is shown in Fig. 5.

A. Hatching

To implement hatching style strokes, we have to draw
strokes of different lengths in parallel; for that, we take
as parameter center (anchor) point, two lengths, width,
color and angle of the stroke we are going to draw. A
stroke of width = 1 is essentially a single line with the
predefined angle, and a stroke of width > 1 is simply a



Figure 7: Sample Input Images (In-House images from SRBD)

width amount of lines drawn side by side. Fig. 5 illustrates
the parameters necessary to draw a stroke and algorithm 2
gives the procedure to draw a stroke where, SP = starting
point, L = length, W = width (preferably odd, and >= 3
), C = color (RGB), A = angle.

Algorithm 2 Hatching(I,SP,L,W,C, A)

1: Taking the starting point as the middle element of
width, we create width amount of starting points

2: for each starting point in starting points do

3:  Draw a line with length L, angle A and color C

4: end for

B. Cross-Hatching

We draw cross-hatching strokes always within a square
block whose size is determined beforehand. To generate
cross-hatching within a block we need to draw four times,
differently, each time half of a square as shown in Fig. 6;
the process is also described in algorithm 3.

Algorithm 3 CrossHatching(I, Start, BlockSize)

1: Divide the block into 4 sub-regions (4 half squares)
2: for each half square regions do
3:  Generate a set of middle points for strokes,

SPoints
4:  Calculate length L and width W to draw hatching
strokes.
5:  for each starting point SP in SPoints do
6: find three closest colors to the color at SP from
the color Palette and randomly choose a color
C.
7: Hatching(SP,L,W,C, A)
8: end for
9: end for

V. OUTPUT GENERATION

Using the methods described in section II, III, IV, we
are now going to devise the complete algorithm for color
sketch generation. Before using these algorithms, we do
some pre-processing steps as described in algorithm 4;
then after going through the main algorithms, we perform
some post-processing as described in algorithm 5; the
entire process is described in algorithm 6.

Fig. 8 shows various color pencil drawing results for the
input images provided in Fig. 7; we have chosen different
images covering disparate subjects: natural scenarios, hu-
man, artificial objects, cartoon like drawing, real painting
from artists, gray-scale images etc.

Algorithm 4 PreProcessing(I,Iscq)

1: Prepare a color palette of 12 colors and convert those
to Lab color space.

2: Generate two variables, NumOfHatchingPoints and
NumOfCrossPoints, depending on the height and
width of input image.

3: Generate a set of points SPrgiching Of size Nu-
mOfHatchingPoints randomly from the image

4: Generate a set of points SPg.ss of size Nu-
mOfCrossPoints randomly from the black (1) portion
of I Seg

5: return SPHatching, SPC’I“OSS

Algorithm 5 PostProcessing(I, Isiroke)

1: Overlay Ig¢roke and I and keep the output in Io,:
2: Create Sobel edge detected image Ig,pe; using thresh-
old 100

3: for each point S P from the black pixels of Ig,pe; do
Set Ipy: as the average of color from Ip,; and
Isopet-

5: end for

6: return o,

Algorithm 6 ColorSketchDrawing(I, L, W, BlockSize)

1: Create imagCS: IStroke’ IOtsua ISobela ISeg IOut
2: Iseq = RegionSegmentation(I, Iotsu, Isobei)
3: SPHatching, SPcross = PreProcessing(I, Iseq)

4: for each point SP in SPratching do
find three closest colors from the color Palette to
SP and randomly choose a color C.
HatChing(IStrokea SPa La VV? C> 45)

7: end for

8: for each point SP in SPcyss do
. CrossHatching(Isiroke, Start, BlockSize)
10: end for

11: Iy = PostProcessing(I, Isiroke)
12: return o,




TABLE I.: Time Requirement of Our Algorithm

Image Image Size | Run time
Restaurant | 1664 * 2496 5s
Girl 900 * 1280 ls
Two Boys 831 * 1247 1s
Fruits 407 * 541 0.25 s
Barbie 1350 * 1800 22's
Hepbern 1600 * 1265 2.1s

TABLE II.: Time Comparison

Algorithm Image Size Time
[3] Pent. QuadCore 872 * 847 | 33.69 s
[8] Pent. Core i3 600 * 600 2s
[6] Pent. IV 481 * 321 20 s
[7] Pent. IV 435 * 535 45's
[5] Pent. IV 640 * 480 600 s
Our Algorithm Pent. IV 900 * 1280 Is

VI. PERFORMANCE COMPARISON

The performance of our algorithm for images of differ-
ent resolutions are shown in Table I which was generated
using Pentium IV processor and developed in C.

The output of our process is faster than previous algo-
rithms suggested in the literature. A run-time comparison
with other methods is given in Table II; in this table,
we have compared the running time of [3], [8], [6], [7]
and [5] with our proposed algorithm. As we don’t have
all the source codes available, we ran our algorithm with
the lowest CPU configuration and on an image of higher
resolution than all of the algorithms we compared with.

As an important goal of our work was to reduce
the time complexity of color pencil sketch effect with
insignificant reduction in output quality, we had to make
some trade-offs. We used Sobel edge detection as it is
faster than other popular edge detection methods, but if
we give less concentration on time complexity, we can
think of applying better edge detection techniques like
Canny edge detection [18], Flow Based Difference of
Gaussian (FDOG) filter [19] etc.

A subjective (visual) comparison of our algorithm
and some of the previous state of the art algorithms
are provided in Figure 9. Our method introduces cross-
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Figure 8: Output of Color Pencil Sketch

hatching technique first in color pencil sketch generation;
the effect is clearly visible in the 3rd image (fruits) of
Figure 9. Our color pencil sketch effect can be made
even better in future, if strokes of different shapes and
directions are considered. We may try to use other stroke
types mentioned in section I-C. Also it is also possible to
make the quality of generated strokes better by keeping
library of strokes obtained from real artists as done in

[20].

VII. CONCLUSION

In this paper, we have proposed a fully automated color
pencil sketch drawing system; our method includes region
segmentation, two types of color stroke generation and
mapping the colors of original image to 12 predefined
colors; to keep the finer details, we have also kept the
edges obtained from the original image.

Though our method is automated, with the help of
user interaction, the segmentation could have been done
almost realistic and the visual quality of the output can be
made significantly better. Also, we can extend our work to
provide color sketch effect in videos where we also need
to consider temporal coherence across different frames
of a video. In addition to color pencil sketch, with some
changes in stroke drawing, the methods we have provided
here can also be used to generate crayon, pastel etc. based
drawing effects.
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Abstract-To Kkeep pace with the advancement of technology,
software products are overlooking the chances of soft errors in
the program. Program analysis to check program execution flow
is an effective way to detect soft errors. High level language
computer program execution can be analyzed on the basis of the
dependence of the variables used in the program. This paper
illustrates a novel method to analyze variable dependencies of
program based on automated generation of dependence graph.
Dependence graph depicts the connectivity between the program
variables where variables works as the vertices and dependence
between variables perform as edges. The automated generated
dependence graph also discovers the critical variables of a
program and these critical variables perform as the key to detect
the sequential execution of a program outperforming the existing
methods of program analysis.

Keywords- Critical variables, variable dependence, dependence
graph, program execution flow, soft error.

I. INTRODUCTION

Software programs need to be more reliable and error free
with the advancement of technology. But, the speed at which
technologies are being advanced, error rate is proportionally
increasing too. So, there is no chance to avoid analyzing the
code to check program execution flow and program data
consistency. Developing a technology which can add checkers
to the program steps early in the design process will be very
much effective.

The method proposed in this paper is automated variable
dependence analysis [11] [12] which can be used to analyze
the flow of a computer program and work as an error checker.
The method introduced in this paper adds a new dimension to
the variable Dependence analysis [12] [13] by adding dynamic
and automatic tracing of the critical variables [15] instead of
all effecting variables.

High level language computer program consists of
variables, functions, procedures, structures etc. Variables are
the important component of a program which has the effect of
total program flow. A program can be generalized using three
main parts. These are input, output and the program execution
based on an algorithm. Input, output is defined using
variables. Variables are also used to maintain program
processing. All the variables which used in the program are
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connected to each other directly or indirectly. Some variables
can be also in the program which has no effect on any other
variables for a particular algorithm. These variables can be
termed as isolated variables. Dependence of variables can also
be classified as data dependence and control dependence of
variables. In this paper proposed analysis is based on the data
Dependence of variables [12]. If the data value of variable x
depends on data value of y then x has data dependence to y. A
variable can be dependent on one or more than one variable.
The variables which have a Dependence on other variables is
called the precedence variable to the others. Those variables
by which we can check the data value effect of the other
variables of the total code (most precedence variables) as well
as the isolated variables are summed as the critical variables
[15]. The term ‘Critical variable’ in this paper denotes the
variable which holds data dependency of all other variables in
a program. Those critical variables can be used to detect soft
error in a system with less time consumption as the effects of
other variables are centralized to the critical variables. Critical
variables will be traced out using the auto-generated
dependence graph. As a result, the proposed method of
variable Dependence analysis will be effective to the field of
program analysis as program flow can be determined
automatically.

The paper is structured as follows: Section II
describes related works. Section III presents the proposed
methodology to analyze variable dependence of computer
programs. Section IV presents experimental analysis.
Section V summarizes the contributions of this paper and
discusses future possibilities.

11. RELATED WORKS

A good number of works have been performed in the field
of variable dependence analysis to analyze codes. All these
works have introduced diversity of methods like program
slicing, procedural approach, transformational approach,
program rewriting etc. Among these methods, program slicing
has been the most of interest for researchers. Program slicing
is a technique which analyzes the wvariables and their
dependence of a computer program written in high level
language. Program slicing [1] [2] consists of identifying the
parts of a program that can potentially affect the values of a



chosen set of variables. Program slicing also introduces
various ways of methods like inter-procedural program slicing
[3], dynamic program slicing [4]-[6], forward and backward
slicing [7], program slicing based on dependence graph [8]
[9]. Two types of slicing introduced previously are forward
slicing and backward slicing. Both forward slicing and
backward slicing consists of all program points that are
affected by a given point in the program. According to the
slicing techniques, a program point has been set by the
programmer and then the dependence is analyzed. The
programmers were responsible to find out the program point
or precedence variables manually. Any mistake taken by
programmers would change the output remarkably. Daniel
Jackson et al. [10] introduced another method of program
dependences for reverse engineering of software products. K.
Muthukumar et al. [11] introduced abstract domain
independent fix point algorithm using abstract interpretation to
derive variable Dependence in compile time. M. Harman et al.
[12] proposed to rewrite program code in an intermediate core
language using a subset of the C programming language. They
also introduced transformational approach of variable
Dependence analysis [13] which also known as VADA where
they used the relationship between variable Dependence and
slicing. Alfred V. Aho mentioned some techniques based on
compiler tools which has been very much useful in the field of
code analysis [14]. The idea of critical code blocks and critical
variables is also introduced [15] to mitigate soft errors in
software programs. But, automation of detecting precedence
and critical variables was never introduced for code analysis
which can pave the way of dynamic detection of errors in
program execution flow. The proposed methodology finds out
the precedence variables automatically by generating
dependence graph and detects the critical variables.

I11. PROPOSED METHODOLOGY

The proposed method illustrates the analysis of variable
dependence which will be achieved by generating a
dependence graph of the program variables. An algorithm is
also mentioned later in this paper which will generate the
dependence graph automatically based on the data dependence
of variables. A computer program will be passed as input and
the proposed method will generate the precedence graph as
output with identifying the critical variables. And this process
consists of several steps.

A. Parsing the Computer Program and Detecting Variables
As mentioned earlier in this paper, a computer program
consists of more than one variable. It is very easy to detect the
variables and their dependence in a small computer program
manually. But, automatic and dynamic detection of variables
from a high level language computer program needs an
efficient parser. So, a parser has been developed which detects
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all the variables from the program and saves in the memory.
The first stage is to trace all variables and save those variables.
Fig.1 portrays a very simple C program.

int a=4,c=1,p=6;
int x=10,q,w=40;
int y=x+c;

int z=y+a+1;

int d=5;

q=w+tz;

Figure 1. A Simple C Program

Here the variables are ‘a’, ‘c’, ‘p’, ‘x’, ‘q’, ‘W’, ‘y’, ‘Z’
and ‘d’. These variables are filtered by parsing the simple C
program of Fig.1. A generalized parser is developed which can
trace out all the variables of any types of C program based on
regular expression and C program language syntaxes.

B.  Dependence Analysis

The main target of this step is to find precedence and
isolated variables and finally the critical variables. To achieve
this, an algorithm is also proposed which analyzes dependence
between variables and in consequence traces out the
precedence variables. Fig.2 depicts the pseudo code to find the
precedence variables.

[Definition:] variables array=set of variables, right variable= variable
right side of assignment operator, right=set of right variable,
Variable_status=type of variable.

[initialize:] variables_array=NULL,
right_variable=NULL,right=NULL, Variable_status=NULL.
Begin

variable,

Begin
Each statement of a program
Assign variable to variables_array
Assign right_variable to right
End loop
Begin each variable of variables_array
ariable not in right and has no Dependence
Variable_status:=isolated
Else Variable_status:=precedence

End loop

End

Figure 2. Pseudo Code to Find Precedence

Dependence is the term defined as, if one or more
variable’s data with numeric operation or without numeric
operation is assigned to another variable, then the last variable
is said to be dependent on previous variable(s).
Mathematically, dependency of variables can be described
using “Transitive Relation”. In mathematics, a relation R over
a set X is transitive if whenever an element « is related to an
element b, and b is in turn related to an element ¢, then a is



also related to ¢. In mathematical

X:(aRb A bRc).

syntax:- Va,b,c €

For our proposed method, if b is dependent on ¢ and a is
dependent on b then a is also dependent on ¢. Here, b and ¢
are intermediate variables and a is precedence variable. The
effect of b and ¢ in the program can be detected from the
variable a. From Fig.1 it is clear that variable ‘y’ is dependent
on variable ‘x’ and ‘c’. Variable ‘z’ is dependent on ‘y’ and
‘a’. And so on.

C. Generating Dependence Graph

This step is the most vital step which automatically
generates a dependence graph. Data dependence of variables is
used to generate this graph as described earlier in the paper.
The variable which is in the left side of an assignment operator
is dependent on the right side variable(s) of assignment
operator. If any variable has numeric value on the right side of
assignment operator or no other variable is dependent on this
variable, the variable is defined as isolated variable. In
general, an isolated variable has no dependence on other
variable(s) and other variable(s) has no dependence on
isolated variables. In Fig. 1, d and p are isolated variables. The
vertex of dependence graph is the variables of the code
segment. And the edge is directed from right sided variables of
assignment operator to the left sided variable. As a result, step
by step proceeding of the program execution builds a graph
which finally takes a form of dependence graph. The
algorithm to generate dependence graph is shown in Fig. 3.

[Definition:] variable array= set of all variables, parent=first variable of
variable_array, child= right variable of assignment operator, new_parent=
a variable in variable_array

Begin

Draw parent
Until all variable of variable_array drawn
If variable has child
For each child of variable
Draw child
draw edge from child to parent
End loop
Parent:=child
Else if variable in child of new_parent
child:=variable, parent:=new_parent
draw edge from child to parent
Else draw variable
End loop
End

Figure 3. Pseudo Code to Generate Dependence Graph

Now, applying the above mentioned algorithm of Fig.3 on
the simple program of Fig.1, we will finally get a dependence
graph which depicted Fig. 4.
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Figure 4. Dependence Graph

D. Precedence and Critical Variables

Here, y is precedence to x and c as value of y is dependent
on x and ¢, z is precedence to y and a as value of z is
dependent on y and a, and q is precedence to w and z as value
of q is dependent on w and z. As, q is the variable which
precedes the variables x, ¢, z, y, a, w, it is detected as one of
the critical variable. Variable d and p are also detected as
critical as they are isolated. Rests of the variables are
neglected for the method as their effect can be achieved from
the critical variables of the program.

Iv. EXPERIMENTAL ANALYSIS

The proposed method for variable dependency analysis
enlightens the idea of automatic detection of precedence and
critical variables generating a dependence graph from a
computer program.

A. Experimental Setup

A software tool has been developed in C# language and
using GDI in Microsoft Visual Studio 10.0. This tool takes
input a C program and generates a precedence graph and
finally detects the precedence and critical variables. The graph
is built by a step by step process parsing the total C program
line by line.

B.  Preprocessing

When a simple C program is input to the tool it filters out
the variables and discards the unnecessary line to find the
precedence variables. A lexical analyzer is introduced which
detects all the variables in a C program. This is done by using
building regular expression for C program syntax. So, the C
program is either a 100 line program or a professional
software code, the tool will filter out all the variables.

C. Classifying Variables

After preprocessing the tool works only with the specific
program lines containing variables. Fig. 5 depicts a program
portion after doing the preprocessing of a simple C program.

After that, applying the algorithm of Fig. 2 on the
program portion of Fig.5 variables will be classified to three



types of variables. These variables are precedence variables,
isolated variables and intermediate variables. Table I shows
the variable classification.

int a,b,c,x=5,y,z; //line 1

b=10; //Nine 2
¢=20; /Nine 3

a=b+tc; //ine 4
y=x+a; /Nine 5
7z=y+30; // line 6
int p=2,q,r=4; // line 7
q=p*p; // line 8

Figure 5. Program Portion after Preprocessing

TABLE 1 VARIABLE CLASSIFICATION
Line variable Dependent on Status of variable
number
2 ‘D’ -- intermediate
3 ‘¢’ -- intermediate
4 ‘a’ ‘b, ¢’ intermediate
5 ‘y’ ‘a’, ‘x’ intermediate
6 ‘z’ ‘y’ precedence
7 r’ - isolated
8 ‘qQ ‘P’ precedence

D. Automatic Dependence Graph Generation

After classifying the variables they are stored in data
structure. An array holds all the variables and another array
holds the index of the connectivity variables. When a variable
is discovered it also shows the other variables if it has
connectivity to those other variables. So, the precedence graph
is gradually generated as the program parsing proceeds. When
the program portion ends the precedence graph is completely
generated. Those variables which have no connection with
other variables are kept in another structure as isolated
variables. Finally the most preceding variables and isolated
variables results as critical variables. These critical variables
define the effects of other variables in program flow execution
as well as can be used to detect program steps and soft errors
if there is any. Fig.6 illustrates the gradual building of
precedence graph through line 2 to line 8. The final graph
traces out the critical variables.
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Figure 6. Automated Graph Generation (step by step)

E.  Analysis Results

The proposed method decreases the number of variables
needs to check as well as covering all the variables effect in
program.

Fig. 7 portrays a graphical view which shows the number
of variables needs to check in proposed method is less by
tracing out the critical variables using dependence graph. To
show the difference, proposed method is applied to merge sort,
quick sort and radix sort C program.
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Figure 7. Number of Variables to Check to Detect Soft Errors

In VADA method [13], the idea of precedence of variables
was mentioned somewhat but isolated variables inclusion to
critical variables was overlooked. The proposed methodology
developed in such a way that it can cover the total program
effects as well as less number of variable to check by tracing
out the critical variables automatically and dynamically from
the program. These critical variables in accordance with
critical blocks [15] will reduce the time complexity in large
scale to detect soft errors in a software program.

Complexity analysis is negligible in the sense that
generating the graph can be achieved at compilation time
during building a high level computer program. When
developing a software program if the variable analysis is done
using automated precedence graph in the design phase, the
efficiency of the software programs can be increased in large
scale. The soft error rate of a software program can be
decreased catastrophically too.

V. CONCLUSIONS

Variable dependence is a major concern of a computer
program especially when the code is used to detect soft error.
The proposed methodology of this paper automatically detects
all the isolated, intermediate and precedence variables using
data dependence analysis. The automatically generated
dependence graph depicts all the dependences among
variables of a computer program. Programmers neither need
to keep track of program steps nor need to trace out the
dependence variables. Proposed methodology reduces the time
to detect soft errors as works with only critical variables. In
terms of a software product, proposed method ensures
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reliability too. Efficiency and accuracy rate increased
dramatically as there is less chance of human error as there
were in some existing works. Finally, the proposed method
indicates a great future in the field of software fault tolerance
and soft computing.
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Abstract—Clustering is an important concept in the area of
wireless sensor network research because of the large number of
capability-limited sensors. Most of the clustering algorithms
proposed so far in the literature needs the complete topology in
the memory and faces the problem of exponential increase of
execution time with the size of the topology. In this paper, we
propose a distributed neighbor discovery based algorithm, which
does not need the complete topology for the cluster head
selection. The simulation results show that the proposed
approach takes much less time and memory when compared to
approaches considering the full topology.

Keywords—Wireless sensor network, clustering, cluster head,
neighbor discovery.

L INTRODUCTION

A wireless sensor network consists of a large number of
capability-limited devices, which lack processing power,
memory, and power consumption. There are lots of trade-offs
to deal with since these sensors are deployed in remote places
that are not easy to reach. The devices have a finite lifetime and
must be recharged or replaced by new sensors. These
limitations have shown an increasing interest from the
scientific community to research in such area that would
enhance the longevity and coverage of the resulting network.
The main emphasis is on maximizing the life time of sensors
and to use the limited resources efficiently by adopting
mechanisms, algorithms and protocols that consider these
limited resources as main priorities and challenges to produce
efficient and reliable networks.

Clustering is one of the methods used to employ limited
available capacity of these tiny sensors for extended lifetime.
Lots of clustering algorithms have already been proposed in
the literature, most of them need the complete topology of the
sensor network. LEACH is one of the most well known energy
efficient clustering algorithms for WSNs that forms node
clusters based on the received signal strength and uses these
local cluster heads as routers to the BS[1] — [3]. A number of
variants to enhance LEACH are proposed to make clustering
more efficient [4] — [7]. Other well-known hierarchical routing
protocols are HEED, TEEN, PEGASIS [13]-[14] etc.
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Most of the clustering algorithms proposed in the literature
need to have the complete topology mapped in the memory to
form the clusters. The main problem with those approaches is
that the execution time exponentially increases with the
increase in the graph size, i.e. number of nodes. We can
reduce the execution time because of less number of
comparisons if we can distribute the clustering process.

Neighbor discovery is an important part of the wireless
sensor network operation as it is required for the construction
of the topology as well as for the routing of the data correctly
to the base station. A number of neighbor discovery
algorithms have been proposed considering different
parameters [10] — [12]. It can be initial phase of each round of
clustering or can be continuous throughout the operation of the
network, particularly when nodes are mobile. Maximum
degree analysis is a method to select nodes as cluster heads in
some applications [7] — [8]. In this paper, we have proposed a
neighbor discovery based clustering algorithm, which is a
distributed process and does not need complete topology for
the cluster head selection. Each node will exchange the node
degrees with other nodes and the node with the maximum
degree will be selected as cluster head. The simulation results
show that the proposed approach takes much less time and
memory when compared to approaches considering the full
topology.

The paper is organized as follows. Section II describes the
proposed algorithm in details. Section III discusses the
simulation environment and the simulation results. Finally,
section IV provides the concluding remarks.

II.  PROPOSED ALGORITHM

The algorithm is divided into two phases. In the neighbor
discovery phase, all nodes will discover its immediate
neighbors, calculates the node degree, and exchange that
information with neighbors. In the clustering phase, node with
the maximum degree will be selected as the cluster head. The
iterations will continue until no more nodes are left.



A. Neighbor Discovery phase

First, each node will discover the immediate neighbors by
exchanging HELLO messages among themselves. Then, nodes
will calculate their own node degree and exchange with its
neighbors.

B.  Maximum Degree Clustering

After receiving the node degrees from neighbors, each node
will compare its own degree with each of its neighbor’s node
degree. Only when its own degree is greater than all its
neighbors, it will select itself as the cluster head. Otherwise, it
will add itself to the cluster of the node with the maximum
degree.

Let us illustrate the procedure as an example. Consider the
graph shown in the Figure 1. n(i) denotes number of neighbors
of node i. At step 1, each node will exchange the
NoOfNeighbors() to each other. Initially, node 1 calculates n(1)
= 3, sends to node 2, 3, 4 (neighbors). Similarly, node 2
calculates n(2) = 2, sends to node 1, 3, 4 (neighbors), and so
on. Nodes 1, 2, 3 will update node 4 as the cluster head since
their n values are lower than node 4. So, node 4 is a prospective
cluster head.
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Figure 1. Nodes 1, 2, 3, 4 exchanging node degrees

Similarly, node 4, 5, 6, and 7 will exchange the
NoOfNeighbors() to each other as shown in the Figure 2. Now,
node 5, 6, and 7 will also update node 4 as the monitoring node
since their n values are lower than node 4. Now, node 4 gets
the n(i) from all of its neighbors i and it is confirmed that node
4 has the highest n value. So, node 4 will be selected as a
cluster head as shown in the Figure 3.
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Figure 2. Nodes 4, 5, 6, 7 exchanging node degrees
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Figure 3. Nodes 4 selected as the cluster head
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Similarly the algorithm will continue until all the nodes are
processed and clustered. Final clustering scenario is shown in
the Figure 4.

@ . Monitoring node @
@ ®
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v & ® ©
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Figure 4. Final clustering scenario with cluster heads selected

The advantages of the proposed approach can be
summarized as follows:

1. No need to have the complete topology of the
network.

If a new node is added, only the neighbors will re-
calculate and exchange, no global re-calculation is
needed.

C. Mathematical Model

We assume all the nodes have same initial energy. The
amount of energy consumption greatly varies for different
number of clusters. In our case, since we use the neighbor
discovery mechanism for clustering, we cannot pre-define the
expected number of clusters. It will be decided by the topology
of the sensor network.

Suppose, we have N number of nodes. During the neighbor
discovery phase, neighbor information will be exchanged
among the nodes. A node i will be cluster head, if:

n(i) > max{n(j)| j € neighbors(i)} (1)

Where, n(i) is the number of neighbors of node i. If T}, is

the time required for neighbor discovery phase, T denotes the

service time in the communication phase, then the required
time in every round is T;, which can be defined as:

T, =T, + T, 2)

The Cluster head of a cluster looses energy in the
communication phase by receiving packets from non-cluster
head nodes, aggregating them, and transmitting the aggregated
information to the base station. Let, Cy; be the average number
of packets transmitted by a cluster head, and Cyy is the average
number of packets of / bits transmitted by a non-cluster head
node at time T,. The estimated time for the communication
round T is:

i
—C
R, "

T, )

Where, R, is the available bit rate. For each subsequent
round the node with second largest number of neighbors and so
on until first node in the sensor network is dead.



III. EXPERIMENTAL SETUP AND RESULTS

We have simulated the algorithm in MATLAB and to
illustrate the efficacy of the proposed approach a maximum
degree analysis algorithm, which needs to have complete
topology in the memory and was used in [8] — [9]. The
parameters used in the experiment are listed in Table 1.

TABLE L SIMULATION PARAMETERS
Parameters Value
Number of Nodes 50 nodes ~ 200 nodes
Range 500 ~ 2000 units
Area 1000 x 1000 ~ 4000 x 4000 units

For the experiment, we have considered homogeneous
wireless sensor network where each node has same sensing
range and capabilities. Nodes have been placed randomly in the
given area. For the performance parameter, we have used
number of comparisons and the execution time of the
algorithms.

A.  Number of Comparisons vs. Number of Nodes

Figure 5 shows the graph, which compares the number of
comparisons needed for the centralized approach with the
proposed approach. As shown in the figure, total number of
comparisons exponentially increases with the number of nodes
increased in the maximum degree analysis with complete
topology in the memory, whereas number of comparisons
increases only linearly with the increase of number of nodes in
the neighbor discovery based approach. This is because in the
neighbor discovery each node only considers the degrees of the
neighboring nodes and does not need to consider other nodes.

s x 10* Number of Comparisons vs. Node Size

=—8— maximum degree
—©— neighbor discovery

Number of total Comparisons

50 100 150 200
Nodes

Figure 5. Graph showing total comparisons as a function of number of nodes

B.  Time vs. Number of Nodes

The graph in the Figure 6 compares the execution of the
two different algorithms. This graph shows the same trend as
figure 5, where increase in number of nodes exponentially
increases the execution time in the centralized maximum

degree analysis, whereas execution time only increases linearly
with the increase in number of nodes in the neighbor discovery
based approach.

Execution Time vs. Node Size
3 T

=——&— maximum degree
—6— neighbor discovery

Time

50 100 150 200
Nodes

Figure 6. Graph showing total execution time as a function of number of
nodes

IV. CONCLUSIONS AND FUTURE WORKS

Hierarchical clustering approaches are used in wireless
sensor networks to make the routing process more efficient.
But most of the clustering protocols proposed in the literature
require the knowledge of complete topology of the network
and cost of processing increases exponentially with the
increase in the graph size. On the other hand, neighbor
discovery is an important part of the topology construction
process. In this paper, we have proposed a distributed
clustering method, which takes the advantage of neighbor
discovery process and does not need complete topology of the
network to be in memory. Experimental results show that the
proposed algorithm performs better with the increase in the
network size (number of nodes).

In our experiment we have assumed homogeneous sensors
with same capacity and power. One limitation in our approach
is cluster heads will lose more power compared to other nodes.
So, after certain amount of time, cluster heads should be re-
calculated. We will consider those issues in the future work.
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Abstract—Cognitive radio network, which deals with dynamic
frequency assignment, is one of the most popular research topic
nowadays in the context of cellular networks, WLANs and mesh
networks as well. The growing interest in the cognitive radio
technology and its capability to offer more efficient spectrum
usage attracts researchers to find efficient algorithms to
accommodate more users and to provide better service in
wireless communication. In this paper, we present a distributed
algorithm for selecting channels, in cognitive radio environment,
so that the load is distributed over them for more efficient
service. Simulations and experimental results show the efficacy of
proposed approach.
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L INTRODUCTION

Cognitive radio (CR) is one of the latest technologies
in mobile networks. It offers dynamic and real-time
network management. The cognitive radio was first
proposed by Mitola [1]. Cognitive radio uses learning
process and intelligence to provide the best-possible radio
settings and user experience. Channel allocation in CR
wireless networks has been an interesting research topic
for long time. Many solutions have been proposed. There
are solutions for centralized and distributed systems,
addressing the frequency allocation problem in WLANs
[2-4][15-16]. There are examples of using game theoretical
approach as solutions [5-7]. Even there are several
proposed frameworks for load balancing [15-17].

A distributed load balancing algorithm for adaptive
channel allocation for cognitive radios was proposed in
[13] by Fischer et. al., which attracted our attention
because it can co-exist with any centralized and access
point (AP) based load balancing system. And it can be
embedded in end user devices or used as an add-on app for
end devices to enrich user experience. But considering
some of the drawbacks in their proposed algorithm, we
intend to modify it and enhance it in this paper. Mentioned
in the original paper, there are, two separate channel
allocation problems related to cognitive radio networks:

» First and the obvious one is the much studied

problem for the secondary users to detect spectrum
opportunities that are opened by the non-
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transmitting primary users. In this case, the
secondary users need to find out the spectrum
opportunities and decide how to use them.

» Second, there is a problem how secondary users
should choose between the available channels. This
is, of course, a sort of load balancing or resource
allocation problem, which can be quite difficult to
solve if there is no central authority and the
environment becomes very dynamic. In fact,
Mahonen and Petrova have noted that both the first
and second problem may be open to flash crowd
effects in certain circumstances [8].

The authors in [13] have addressed the problem of
frequency selection by secondary users in a CR
environment, and provided a solution to minimize the
interference level and maximize the throughput for each
individual user without damaging the performance of the
other users. But their solution adds some drawbacks like:

» Uncertainty of achieving optimum load distribution

for choosing random sample agent.

» Might never take best decision due to choosing

random sample agent.

» It also introduces more resource consumption from

end devices.

In [14], the authors use a similar algorithm to compare
and balance algorithm from [13]. It introduces a threshold
value. But it also contains the same drawbacks. The goal
of this paper is to ensure near optimum distribution of
channel using minimum resources from end devices and
achieve near optimal decision within minimum possible
time. We present a simple algorithm to achieve load
balancing among the channels for the secondary users in
quite general framework. The algorithm is sequential
sample based and reaches equilibrium at optimum speed.
And this speed determines the adaptability in very fast
dynamic environment.

The paper is organized as follows. Section II describes
system and computational model. Section III illustrates the
proposed load-balancing algorithm. Section IV discusses
the experimental results. Finally, section V concludes the
paper with findings.



IL.

Here we discuss the system model we have used in our
work. We consider n balls are given (CR enabled agents) and
m bins (usable channels or frequencies). To simplify the
model, we assume all balls are of same size means all users
introduce equal traffic load to the system and uses same
communication technology, e.g., WLAN (802.11b/g). Each
radio is assigned with a frequency, and n; denotes the /load of
channel i, i.e., the number of balls that select bin i € [m].
Because our agents are indistinguishable, the system is
described by the state vector n = (#;)epm). This solution will
also work for uneven loads. Each bin i have an individual
capacity bound &i which may or may not be elastic. But we are
considering only systems like CDMA with elastic capacity.
Fixed systems like TDMA are not considered here. Every ball
should decide should it stay in same bin or change the bin to
achieve the best possible performance. It should be considered
that new balls (users) come into the system and try to use a
channel. This means every time there will be fluctuations of
the number of ‘n’ balls. Each bin i € [m] is associated with
value of ci(n;) specifies the cost incurred to all balls choosing
bin i. The value of c¢;(n;) is the cost incurred to all balls for
choosing bin i. As the cost function we can choose any of the
utilities described below.

SYSTEM AND COMPUTATIONAL MODEL

Considering that the users aim at minimizing these values,
we’re setting the scale such that the maximum value of any ¢;
is 1 and the minimum value is 0.

n
C(n)=Y e (n)
ie[m]
This denotes the average cost sustained by the agents. A ball
has an incentive to migrate from its current bin to another bin
if, it gains more utility by doing so. We can consider a state n
to be stable, if no agent migrating. This can be defined by the
concept of Nash equilibrium.

Definition (Nash equilibrium): A state n is at a
Nash equilibrium if for all machines i and j with n; > 0 it
holds that ¢;(n;) < ¢; (n; + 1).

Due to a potential function argument, pure Nash
equilibrium will always exist in this model, even with
different weights [9][10]. Though Nash equilibrium does not
necessarily optimize the overall performance of the system,
but it will utilize every channel load to ensure stability. We are
assuming that there is no inter-channel interference in the
system. This means that the effect of overlapping
channels will not be considered. And the balls can sample the
number of balls ‘n;” from a certain bin. Utilities are defined
bellow:

1) Utility 1: Minimizing interference - The goal is to
minimize the number of balls per bin, means less
load per channel. If inter-channel interference is
considered we should minimize the number of ni in a
single bin but also in the neigbouring (i — 1) and (i +
1) bins.
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2) Utility 2: Maximizing throughput - Maximizing
the throughput is very much related to minimizing
interference. In case of a stochastic MAC less balls
will lead both toa minimized interference and
maximized throughput.

Utility 3: Minimizing Latency - This is valid for time-
sensitive applications like streaming or voice calls. In
this paper we are considering as the original paper
[13], this utility function uses two different MAC
protocols, slotted-ALOHA and CSMA/CA. The
slotted ALOHA [11] where the users are allowed to
transmit only atthe beginning of the slot. The
maximum throughput that canbe achieved is S =
GefG, where G is an offered load. In order to consider
CSMA/CA and to have a functional form for the
utility, Bianchi’s analytical model has been used for
the saturation throughput of IEEE 802.11 DCF
systems [12].

3)

To handle real-world load in a decentralized manner,

some properties need to be maintained:
» Algorithm is executed locally or in end devices.

They do not need to rely on base station or any
node which acts as a centralized manager.
Algorithm may rely only on the information
which they are able to gather by themselves.
Algorithm should be simple that any node
can join and leave the network dynamically.
Algorithm should be most energy efficient.
Each device should strive to maximize its own
utility rather than the overall system utility. We
are assuming that an agent using channel i
can easily determine its own cost c;(n;) (e. g., by
measuring its throughput). CRs can estimate, the
number of agents using each channel, mentioned
earlier. To improvise it our algorithm is includes
a function MEASURE LOAD(i) which returns
the value of n;. This value may be different under
the influence of uncertainty.

VV VYV V

To decide the migration of agents, we also need to know the
value of utility, it will achieve by migrating. This can be
achieved by decoding the headers of target channel. In our
algorithm, this function is named MEASURE COST(i),
which returns c;(n;).

III. PROPOSED LOAD BALANCING ALGORITHM

We assume that the MEASURE COSTY() can be applied to
any channel. Consider an agent currently using channel i, at
first this agent determines C by measuring its own Cost(), then
the Nepanner By measuring its own channel load(). At intervals, n;
is determined by measuring load of the next channel in
sequence, where n is a real-time dynamic vector. The value of
n is calculated only for that much range, where at least one
suitable channel is available or there is no more available
channel. If a suitable channel is found by comparing current
through output and probability (IP) of switching, then agent i



migrates to the suitable channel and immediately the algorithm
resets itself. Sequential sample selection confirms migration if
any better channel is available, it also confirms the best
possible load distribution and responses very fast to select
available channel. It only uses that much resources required in
finding a better channel [“break” in the if block ensures
optimum resource is used].

Pseudo code:
for all balls in parallel do
¢ «— Measure_Cost(channel)
Nepanner— Measure_Load(channel)
for all channels i € [m] do
n; «— Measure_Load(7)
n<— Yn;
P[channel] = n panner /1
Plil]=n;/n
¢’ — Measure_Cost(i)
if ¢/ < ¢ then
if P[channel]> P[i] then
channel «— i

break
end if
end if
end for
end for
Figure 1. Proposed algorithm pseudo code.

The expected load vector that results from one round
starting at a Nash equilibrium should be a Nash equilibrium
again in end. To see this, we consider a load vector n. Since
any ball in bin j migrates to bin i with probability cj(n;) - ni/n,
the expected load n’; of any channel i after one step is (g=1):

Elnl=n-Y_nem)+Y  ne )/
=n, — Z‘quns.cs (n,)+n.C(n)
= ni - Zseq ns 'Cs (ns)

= ni - ns 'Cs (ns )

[The latter equality holds since at a Nash
Equilibrium, cs(ns)=C(n) (or ns = 0)]

=n.

1

IV. EXPERIMENTAL RESULTS

We have performed simulations over the classic compare and
balance algorithm and the new enhanced compare and balance
algorithm. Simulations are organized in 3 sections:
construction, goal and result.

A.  Graph-1: user migration graph.

Figure 1 shows the user migration graph.
Construction-
» Data used 20 users with 20 available channels.
» Exhibits how users were distributed before and after
the algorithms are performed.
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Goal-
» Finding comparative quality of distribution.
» Analyze load and cost effect on user and channel.

Result-
» Chart-1(classic compare and balance) reaches Nash
Equilibrium after 30 iterations where Chart-
2(Enhanced compare and balance) reaches Nash
Equilibrium after 4 iterations.
Chart 2 shows better distribution than chart 1. The
red line shows load is better distributed among
channels.
| -

Chart1-Compare And Balance algorithm reached equilibrium after 30 interval

Figure 2. User Migration Graph.

B.  Graph 2 - Chart 3.1: Average cost graph.

Chart 1 in Figure 2 shows the average cost graph.
Construction-
» Data used: load= 1000 users on each channel, 1000
channel available to each user.

» Exhibits how time and resources are consumed to

reach Nash equilibrium.
Goal-

» Comparing resource consumption.

» Estimation of channel switching (migration)
occurred.

Result-

» Blue (classic compare and balance) reaches Nash
Equilibrium after 1589 migrations or .15% of the
total network load. Where red(Enhanced compare
and balance) reaches Nash Equilibrium after 822
migrations or 0.0822% of the total network load and
which requires approx. 49% less migrations than
classic compare and balance.

» Blue (classic compare and balance) reaches Nash

Equilibrium after 30.32 milliseconds, where red
(Enhanced compare and balance) reaches Nash
Equilibrium after 18.55 milliseconds. This is approx.



more 63% faster than the classic compare and
balance algorithm.
In general more migration requires more time to
achieve network stability. Less migration provides
better user experience and fewer over heads on
network.
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C. Graph 2 - Chart 3.2, 3.3: Total time consumption graph.

Chart 3.2 and 3.3 in Figure 2 shows resource consumption
graphs.
Construction-
» Data : Set of (load= 10 users on each channel, 10
channel available to each user)
Set of (load= 50 users on each channel, 50 channel
available to each user)
Set of (load= 100 users on each channel, 100 channel
available to each user)
Set of (load= 500 users on each channel, 500 channel
available to each user)
Set of (load= 1000 users on each channel, 1000
channel available to each user)

»  Exhibits detail view of chart 3.1, in time dimension in
respect to different data sets(chart 3.2) and
migrations per data sets(chart 3.3)

» Chart 3.1, 3.2 and 3.3 uses same input data set and
output data set with different dimensions.

Goal-

» Analyzing resource consumption behavior for
different data sets.

» Analyze estimated migration required to reach
stability in different network environment.

Result-

» Stability is inversely proportional to load of the
channels in a network.

» Number of migration is inversely proportional to
quality of distribution.

» Resources consumed in end device is proportional to

available channels to that specific device for classic
compare and balance, but for enhanced compare and
balance Resources are consume in end device has no
proportionality to available channels or any other
metrics. It uses only that much resource required in
finding a better channel.

The Compare and Balance algorithm mentioned in [13] and
[14] has two key drawbacks, which we have improved in our
system. First one is the random selection of channels for
comparison, which introduce some uncertainty for optimization
of load balancing. We removed that with sequential channel
selection for comparison, which reflects its result on graph-1,
chart-2. A better distribution of channels due to sequential
selection rather than random selection, compared in graph-1,
chart-1. And second one is the comparing the load and cost for
every available channel. We have changed this to find a
channel of lower load and if the cost is also lower then migrate
to that channel. This limits the use of resources to find a
channel with lower load instead of computing load and cost for
the whole available channel. And the result is in Graph-1,
Lower numbers of iterations are required to reach Nash
equilibrium and it is about 86% less than the original
algorithm. This means 86% reduction in use of resources. This
may change over the dynamic situation of the network. But
even in worst case enhanced compare and balance will use
fewer resources than the original compare and balance, because
of comparing only the load first instead of load and cost.



V. CONCLUSIONS

We have studied in this paper the secondary user
channel allocation subject to selfish load balancing, game
theoretical approach, and have suggested a modified adaptive
distributed algorithm it to reach an equilibrium solution faster
than ever. We have shown that our proposed algorithm
converges very fast and completely removes the uncertainty of
the channel load. Furthermore, the results show that the
convergence behavior of the algorithm isindependent of
tested utility function type. We consider the simulation results
very encouraging for the implementation of a load balancing
adaptive channel assignment solution and testing it to a more
complex system model.
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Abstract— Nowadays solar energy is used in different purposes,
which is beneficial for our daily life. Solar heater and solar pond
both are used identically for the collection and storage of solar
energy at present. In this paper a new concept (integration of
solar heater and solar pond technology) of increasing the
efficiency of solar thermal energy is proposed. Solar heater
technique is used generally to collect solar energy. And solar
pond is used to collect and store solar energy simultaneously. But
during night and cloudy weather it is unable to collect heat as
energy from solar resources. In order to continuous and long
period heat supply efficiently integration of solar pond and solar
heater concept is proposed. This new concept will help to supply
continuous heat at a time for a long period because of the storage
thermal energy. The combination of solar pond and solar thermal
energy will also decrease the heating time and increase the heat
stored capacity of water as well.

Keywords— Renewable energy, solar energy, solar pond, thermal
efficiency

I. INTRODUCTION

The energy which comes from natural resources such as
sunlight, wind, rain, tides, waves and geothermal heat can be
denoted as renewable energy. Basically, all forms of energy in
the world as we know it are solar energy. Because, oil, coal,
natural gas and wood are originally produced by
photosynthetic process, followed by complex chemical
reactions in which decaying vegetation was subjected to very
high temperature and pressure over a long period of time. The
wind and tide energy have a solar energy since they are
caused by difference in temperature in various region of the
earth. The most important benefit of renewable energy system
is the decrease of environmental pollution. Over the past
century fossil fuels have provided most of our energy because
these are much cheaper and more convenient than energy
from alternative energy sources and until recently
environmental pollution has been of little concern. There are
many alternative energy sources which can be used instead of
using fossil fuels. As compared to other forms of renewable
energy solar energy [1, 2, 3] is the most preferable because it
is clean and can be supplied without any environmental
pollution [9].

978-1-4799-2299-4/13/$31.00 ©2013 IEEE

Many technologies have been created to collect solar energy
as heat from sun radiation. Solar heater technology is one of
them. But it is unable to store heat for a long period of time.
But for the future utilization solar energy storage is an
important objective, because during night and cloudy weather
solar energy is not available. To overcome this problem solar
pond (salinity gradient) has been established. Solar pond is
another technology which has an attractive cheap means of
collecting and storing solar energy in the form of hot high
density salt water. Through the use of solar pond solar energy
can be trapped. This paper mainly deals with the concept of
solar pond and solar heater technology [1, 4].

II.  AIMS AND OBJECTIVES

The aim of this research is to increase the storage of
thermal efficiency of solar energy. The research will allow us

e The same volume of water compare to conventional solar
heater with a higher temperature.

The higher volume of water can be heated within short
period.

Cost effective way to heat up the water.

To supply water at night by using efficient water storage.

Enhancing the thermal efficiency of water heating system.

The main objective of this research is to take some
necessary steps to increase the solar thermal efficiency which
will be more efficient than using solar pond and solar water
heater identically. The objectives to achieve the goal of the
projects are following:

e To increase the overall storage temperature solar pond and
solar heater technology is used together.

e As an insulator material wooden wall can be used in solar
pond to protect heat transfer to the environment

e To increase the storage heating capacity black colour
coating can be used in inner side of the solar pond for better
absorption of solar heat.



e Greenhouse effect technology can also be implemented by
using glass plate at the top of the solar pond.

Metal thin sheet can be preferable at the bottom of the solar
pond for good heat conductor in solar heater purposes.

III. BACKGORUND CONCEPT REVIEW

A. Solar Pond Technology

Solar pond is mainly a body of processing water to trap
solar energy. Because of normal water is not capable to storing
the solar heat energy. If sun source is used to heat the water
then the warm water will rise and expand because of less
dense. It will lose its heat to the air through convection or
evaporation and by the replacement of cold water through
natural convective circulation that mixes the water and
dissipates heat. The design of solar ponds reduces either
convection or evaporation in order to store the heat collected
by the pond [6].

B. Brief explanation of water layers [7, 8]
A typical salinity-gradient solar pond consists of three
main zones which are briefly described below:

e Upper Convective Zone (UCZ)

This is the first water layer which has a least cost, salinity (low
salt concentration), temperature and is close to the ambient
temperature. The thickness of this zone is typically 0 .3m
or .5m. And it should be kept as thin as possible.

e Non-Convective Zone (NCZ)

This layer is also called gradient zone. It is located in the
middle of the two layers, UCZ and LCZ. In this layer salt is
not homogeneously distributed. Because In this zone salinity
increases with the depth. Because of less salt content water or
lighter water above the UCZ layer water in this gradient zone
cannot rise. Similarly water in this layer cannot fall because
higher salt content means heavier water placed below the LCZ
layer.

e Lower Convective Zone (LCZ)

This layer has a high salinity at the bottom of the pond. It is
also called a storage zone which acts as a transparent insulator.
Because the permitting sunlight to be trapped in the bottom
layer and become hot. As the LCZ’s depth increases, the heat
capacity increases, the capacity increases and temperature
variation decreases. By this process heat will be stored. From
which useful heat can be withdrawn [6, 4].

Figure 1 indicates three layers, position of layers and the depth
ratio between the three water layers of solar pond also.
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Figure 1. Water layer concept.

C. Solar Heater

Flat plate solar-heat collector concept is used here. The
working principal of solar thermal collectors is to capture and
retain heat from the sun and use it to heat a liquid. In order to
heat water using solar energy, a collector, often fastened to a
roof or a wall facing the sun, heats working fluid that is either
pumped or driven by natural convection through it.

Figure 2 shows the basic arrangement and the heat flow
system of solar heater.

Figure 2. Heat flow arrangement of solar water heater.

D. Integration of solar pond and solar heater technology

The whole system is based on two unique concepts one is
solar heater and another is solar pond with gradient salinity
water.



E. Advantage of the proposed integration of solar pond and
solar heater

It has seen from the above description is that in spite of
having many advantages of solar pond and solar heater
identically there have some limitations. The proposed model
will help to reduce those limitations properly. It will able to
store the solar energy during night and cloudy weather. The
large area will not require. Additionally, maintenance for these
systems is generally simple and low-cost. This technology can
be used in residential buildings where the demand for hot
water has a large impact on energy bills. This generally means
a situation with a large family, or a situation in which the hot
water demand is excessive due to frequent laundry washing.
Commercial applications include Laundromats, car washes,
military laundry facilities and eating establishments. The
technology can also be used for space heating if the building is
located off-grid or if utility power is subject to frequent
outages. Solar water heating systems are most likely to be cost
effective for facilities with water heating systems that are
expensive to operate, or with operations such as laundries or
kitchens that require large quantities of hot water [10].

F. Construction and necessary steps to increase the heat

performance

The new concept can be constructed by using a rectangular
glass topped mini solar pond. This mini solar pond will
contain salinity gradient water into a small water holder as like
rectangular box. Salinity gradient of the water will be
maintained by the diffuser process. The increase of thermal
efficiency of the proposed model the following steps should be
taken.

e Wooden frame

Wood will be used as frame or wall material due to heat
insulation purposes as well as cost effective solution.

e Black plastic sheet

The inner surface of the wooden frame can be covered with a
thin layer of black plastic sheet to protect the wooden frame
from salty water. Black colour coating inside the frame will
help in quick heat absorption process.

e Glass plate

To reduce the loss of heat energy from water into the air the
top of the pond can be designed to be covered with the
transparent glass. Transparent glass plate helps in greenhouse
effect that trapped thermal energy inside the pond. The black
bottom of the pond heats up when struck by sunlight. UCZ
layer will collects the heat from sun light passes through glass
plate. The internal heat energy is trapped inside the pond. As a
result pond salinity gradient water is also heated up gradually.

e Metal plate

Due to transfer heat easily from lower convective zone to the
bottom, metal plate is used. Metal sheet should not be too
thick to pass the heat too thin to create imbalance condition [2,
5].
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Figure 3 indicates the different fundamental parts (glass plate,
black plastic sheet, wooden layer, metal body) of the proposed
model.

Glass Plate

Black Plastic Sheet

‘Wooden Fame

Metal Plate

Figure 3. Proposed integration of solar heater and solar pond model.

IV. HEATFLOW ANALYSIS
A. Sensible heating system

Sensible heat is heat exchanged by a body or
thermodynamic system that has as its sole effect a change of
temperature. The term is used in contrast to a latent heat,
which is the amount of heat exchanged that is hidden, meaning
it occurs without change of temperature. For example, during
a phase change such as the melting of ice, the temperature of
the system containing the ice and the liquid is constant until all
ice has melted. The sensible heat of a thermodynamic process
may be calculated as the product of the body's mass (m) with
its specific heat capacity (c) and the change in temperature
(AT) [11].
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P
D= QT s )
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V. MATLAB SIMULATION

In solar heater and solar pond heat transfer and heat
absorbing through convective, conductive heat transfer system



in sensible heating process. The process is shown through
simulation.

Figure 4 shows the Matlab Simulink model of the proposed
model

ﬁ: Thermal Reference 4

sharply this is the highest peak point. And heat performance
graph for gradient salinity water stays in between these two
points above 34 degree Celsius. The graph emphasis that, the
changes of salinity rate is responsible for changing  the
thermal performance of water.
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Figure 4. Proposed model of simulation in Matlab

A. Simulation output

The line diagram is depicted below according to the
different density of water (normal, gradient salinity and
salinity) for a fixed time sixty seconds. As output, there are
three heat performance graphs Blue, Red, Green for normal
water, gradient salinity water and salinity water respectively
are shown.
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Figure 5. Temperature vs Time curve for normal, gradient and salinity water

For normal water, temperature peaked slightly above 32
degree Celsius which is lowest point. On the other hand for
salinity water red graph line reached near to 36 degree Celsius
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VI. CONCLUSIONS

The implementation of the given model will be efficient
for enhancing the thermal efficiency of water heating system
as well as storage of capacity of heat. In order to minimize the
cost and increase the performance wooden box, metal plate,
glass plate is considered. Based on numerical calculation it is
shown that integration of solar heater and solar pond is
suitable for collecting as well as supplying maximum heat to
the liquid of solar heater. On the other hand in the Matlab
simulation it is shown that high concentration brine salinity
water gives better output means high temperature than normal
water and gradient water for a fixed time. The increasing
salinity of the water simultaneously increases the efficiency of
the suggest model.

VIL

The prototype of the project did not reach at the
construction due to unavailabilty of suitable material as well
as modern technology. So the main future intention of the
project is to construct prototype and check the performace in
practical basis.We aslo predict that this concept will help to
minimize cost in power generation sector [3].

FUTURE WORK
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Abstract— Hybrid energy technology has become the latest goal
in the automobile industry. This paper proposed an auto
rickshaw which is based on hybrid energy storage system that
operates in an environmentally friendly way. The main source of
power of the proposed auto rickshaw is battery and the battery
module is charged by the two ways- the on-board plug in battery
charger and the solar panel. The battery is fully charged by the
plug in battery charger and the PV panel is trying to keep the
state of full charged battery module by continuous trickle
charging. The charge sustaining capability enables the vehicle to
accelerate faster, enhance the cruising capability, driving range,
battery life-span, and reduce road accident. The proposed vehicle
model is analyzed by the Advanced Vehicle Simulator
(ADVISOR) software. Finally, the analysis showed that the use of
hybrid energy technology can effectively improve the vehicle
performance and more profitable than the prevailing auto
rickshaw.

Keywords—Hybrid energy, energy status, ADVISOR.

I.  INTRODUCTION

The first HEV was built in 1898, and there were several
automotive companies who were selling HEVs in the early
1900s [1]. But the production of HEVs did not proceed due to
the requirement for a smooth coordination between the engine
and the motor, which was not possible due to the use of only
mechanical controls and the poor efficiency compare to the
combustion engine vehicle. Motorization was increasing day
by day with the development of industrialization and
urbanization.

The oil crisis of the 70s and the growing threat of global
warming, excessive fossil fuel dependence, and increasing the
fuel prices which have accelerated the development of Hybrid
Electric Vehicles (HEV) into the political spotlight. Hybrids
have been looked at as a possible solution to resolve
consumption and pollution problems without having to reduce
performance or range compared to a normal car. Therefore,
serious research on hybrid cars began in the late 70s [2].
Electric drives are becoming very popular in the control of
hybrid vehicles. The revolution in the design of automobile's
electrical system creates a very large and diverse market for a
practical 48V electrical system, new electrical functions,
alternative electrical sources and necessity of power electronic
controls and interfaces [3], [4]. Many automobile industries
developed hybrid vehicles namely Honda Insight, Honda
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Civic, Toyota Prius, Volkswagen, Venturi Astrolab, Chevrolet
Volt etc.

The hybrid vehicles still have the disadvantage of a too
high price. Also this type of hybrid vehicles (a four seated
middle class car) does not really fulfill the needs of the
Bangladeshi society and does not meet the requirements of a
typical Bangladeshi city either. Conventional auto rickshaws
are well suited to the Bangladeshi society and environment.
They are small and narrow, allowing maneuverability on
congested roads and travel cost is also tolerable for middle
class family. So, conventional auto rickshaws were adaptable
to cover a small distance in the development country. The auto
rickshaws are powered by the rechargeable batteries and they
are becoming very popular day by day. Since Bangladesh
faces acute power crisis and it is a matter of great regret that a
lot of power is used daily to recharge the batteries. For this
reason, the power crisis is increasing. In this situation, the
hybrid energy is essential to recharge the batteries.

Bangladesh is situated between 20°34' and 26°38' North
Latitude and 88°01' and 92°41' East Longitude and the climate
is tropical [5]. It gets abundant sunlight year round. The
monthly average solar insolation at different Locations of
Bangladesh is given in Table I [6]. The Table I showed that
the monthly solar insulation is the highest in Rajshahi and the
lowest in Sylhet. The daily average of bright sunshine hours at
Dhaka city is given in Table II and showed that the daily
sunlight hour is around the range from 10 to 7 hours [7].
Maximum amount of radiation is available on the month of
March-April and minimum on December-January [6].

The total solar energy reaching in Bangladesh is 180x10°
MWH/year which is 10° times the energy generated as
electricity [5]. So, the solar resource in Bangladesh is rich and
suitable form of renewable energy for urban region because of
availability of plenty of sunshine. In effective operation,
keeping the produced energy by this green source and the
designed stand-alone system can operate economically. The
vehicle is emission, noise and maintenance free. The oil prices
all over the world are increasing day by day. In this system,
our country does not depend on foreign oil. At night time
charging of EVs will help to balance the load and improve the
power plant efficiency.



TABLE I. MONTHLY SOLAR INSOLATION (KWH/M?) AT DIFFERENT
LOCATIONS OF BANGLADESH

Month | Dhaka | Rajshahi | Sylhet | Bogra | Barisal | Jessore
Jan 4.03 3.96 4.00 4.01 4.17 425
Feb 478 4.47 4.63 4.69 4.81 4.85
Mar 5.33 5.88 5.20 5.68 5.30 4.50
Apr 5.71 6.24 5.24 5.87 5.94 6.23

May 5.71 6.17 5.37 6.02 5.75 6.09
Jun 4.80 5.25 4.53 5.26 4.39 5.12
Jul 4.41 4.79 4.14 4.34 4.20 4.81

Aug 4.82 5.16 4.56 4.84 4.42 493
Sep 4.41 4.96 4.07 4.67 4.48 4.57
Oct 4.61 4.88 4.61 4.65 4.71 4.68

Nov 427 4.42 432 435 435 424
Dec 3.92 3.82 3.85 3.87 3.95 3.97

Avg 473 5.00 4.54 4.85 4.71 4.85

Source: Mondal, M. A. H., 2005, p.29

TABLE II. DAILY AVERAGE OF BRIGHT SUNSHINE HOURS AT DHAKA CITY

Month Daily Mean | Maximum | Minimum
January 8.7 9.9 7.5
February 9.1 10.7 7.7
March 8.8 10.1 7.5
April 8.9 10.2 7.8
May 8.2 9.7 5.7
June 4.9 73 38
July 5.1 6.7 2.6
August 5.8 7.1 4.1
September 6 8.5 4.8
October 7.6 9.2 6.5

November 8.6 9.9 7

December 8.9 10.2 7.4
Average 7.55 9.13 6.03

Source: Bashar, REEIN, 2010a
With the factors of pollution, increased traffic in mind,
drive range, charging cost, battery life and power crisis the
best way to revamp the auto rickshaw is to develop a more
efficient design that will be powered by a nonpolluting hybrid
energy source, which can be achieved with an electric drive
train since there are zero pollutants at the tailpipe. A hybrid
energy source would make it a better solution compared to the
prevailing alternative-fuel-powered rickshaws and auto
rickshaw.

In this paper, hybrid energy for auto vehicles is presented
and compared to the conventional auto vehicles. The main
purpose of this study is to evaluate the hybrid energy based
auto vehicles for zero environmental pollution and to propose
an efficient model for increasing the driving range, driving
speed, minimize the charging time, enhance battery life and
reduce the charging cost. This paper also established the
economic exposition of the proposed system. The proposed
vehicle model is design and analyzed by the Advanced
Vehicle Simulator (ADVISOR) software. For design and
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parameters analysis the data are collected from local markets
in the Dhaka city.

IL.

Auto rickshaws are three-wheeled vehicles that are widely
used in many Asian countries as taxis or Easy bike for people.
The existing electric three-wheelers are popularly known as
Borak, E-Bike, Easy Bike, City Bike, auto etc. are now being
used in 32 districts in Bangladesh. It has only battery powered
electric vehicle. At night, the battery is charged around § to 10
hours by the on-board battery charger. At new condition, it
covered 140km to 150km per day in a single charge with the
top speed approximates 40 to 45 km/ph. The vehicle speed
depends on the battery charge. The slope and bad road
condition discharge the battery state of charge rapidly and
reduces the drive range. At night, the driver turn on the head
light and it reduces the drive range. Because of this, most of
the drivers drive the vehicle “turns off” the head light due to
increase their drive range. For this reason, the prolong road
accident has been happened. The battery efficiency is
decreasing constantly and the improper operation of the
vehicle the battery may be damaged less than one year. After
one year operation of the vehicle, the battery module is
discharged rapidly and it is covered around 60km to 70km.
Again, the battery module is charged around 2 to 3 hours at
launch time and then it is covered around 30km to 40km.
After one and half year, the battery module has been damaged
and replaced it with new one.

CONVENTIONAL AUTO RICKSHAW

III. PROPOSED VEHICLE MODEL CONFIGURATION

The electric three wheelers are characterized by its tin/iron
body supported by three small wheels (one in front and two at
the back), with a seat for the driver with a passenger in the
front and two bench which are seating four or six passengers
in the rear. It has an open design: no doors for the driver or
passengers, allowing immediate pick-ups and drop-offs. The
redesign auto vehicles do not want to change any part of the
aforementioned characteristics. Only redesign its energy
storage system. It is reflected on the auto rickshaw. The
proposed vehicle will be well-suited with the old one and it is
easily operated by the drivers and comfortable for the
passengers. The proposed vehicle model is shown in fig.1.
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DEVICES
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Figure 1. Proposed Auto Vehicle Model
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The proposed vehicle is capable to use all over the places
in Bangladeshi environment. This vehicle is also small,
narrow and environmental friendly. The vehicle top speed is
45km/h and usually carries one to seven passengers with a
driver. It covers a small distance 170 to 190 km per day in a
single charge. The prototype system consists of a Solar panel,
a Plug in Battery charger, a Maximum Power Point Tracking
(M.P.P.T) system, rechargeable battery module, Power
controller, Control circuitry, Instrumentation system and DC
series excitation motor.

At night, the battery module is charged at 5 to 6 hours by
the Plug in on-board battery charger system and at day, the PV
panel with M.P.P.T system is continued trickle charge the
state of full charge battery. In this way, the PV system is tried
to keep the battery state of charge. So, the large current
discharging of battery is avoided, enhance the cruising
capability and the driving range. Thus, the battery life-span is
extended. When the battery is charged by the plug in system,
the control circuitry cut off the M.P.P.T circuit, which is
sensed by the instrumentation system. The M.P.P.T control
circuit not only takes maximum power from the solar panel
but also monitor the condition of the battery.

The hybrid energy is stored in the Vehicle's rechargeable
battery module. The battery module supplies power to the
motor by the power controller. The power controller is a
device, which controls the amount of power supplied to the
electric drive motor(s) based on the position of the accelerator
through the control circuitry. The electrical power supplied to
the electric drive motor(s) is used to generate an electromotive
force, which turns the shaft of the electric motor(s). This shaft
is coupled to the wheels of the vehicle and causes movement
either forward or reverse, depending on the direction the shaft
is turning through a gearbox.

The dc motor actuator is driving the vehicle, a power
controller for matching the various voltage and power levels
of the battery according to the motor speed, a control circuitry
control the driving speed and human interface. The display
shows the battery performance through the instrumentation
system. In this way, the electric energy is converted to
mechanical energy that drives the vehicle. The proposed
vehicles physical specification is given in the Table III.

TABLE III. PHYSICAL SPECIFICATION FOR THE PROPOSED VEHICLE

Components Value
Outline dimension(L*W*H) | 2650*1000*1650 mm
DC series excitation Motor 60V--1000W
Top speed 50km/h
Front wheel 3.25-16
Back wheel 4.00-12
Break distance 25km/h less than 4m
Storage battery 12V, 120Ah(5 set)
Charger voltage 220v-(50Hz)
Solar panel 280W, 45~47V
Solar panel size 1955*982mm
Daily distance covered 170km and 190km
Loading capacity 450~500Kg
Vehicle weight 300~400Kg

IV. ENERGY STATUS OF THE AUTO VEHICLES

The energy status is the heart part of the auto vehicles. The
auto vehicles start at morning and stop at night. The vehicle
operator covered more thanlOKm at 30 minutes. The
conventional auto vehicles total running hour is 6 hour and it
is covered 140Km per day in a single charge. The proposed
auto vehicle total running hour is more than 8 hour and it is
covered 190Km per day. In order to improve the vehicle
efficiency, a hybrid energy storage scheme has been proposed.
The battery module is charged by the on-board home charger
and solar system in a convenient way. The hybrid energy
storage system block diagram is shown in figure 2.
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Figure 2. Hybrid Energy Storage System
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A. Home Charge

When the auto vehicle is parked at home at night, the
vehicle on-broad-charger can be connected to a single phase
AC plug for slow night time charging. The battery is
recharged at the correct charge rates and the current is
automatically switched off when the charge is completed. In
Figure 2 shows block diagram of a typical controlled on-
board-charger. Depending on the battery capacity and depth of
discharge, the charging time takes about 5-7 hrs and charging
current is usually limited to 12A to 18A. This on-board-
charger should be light & inexpensive. As the electricity
demand is relatively low at night, this home charging scheme
can facilitate the low level control of power utilization.

B. Solar Energy

In order to further enhance the vehicle drive time, batteries
can also be charged by the solar panel embedded in the vehicle
roof. The rickshaw has about 2.65 m” of space available on the
roof alone to put solar panels. The output characteristic of PV
cells could be expressed by volt-ampere (I-V) characteristic.
The I-V characteristic is changed with the solar radiation
intensity(S) and temperature (T). The MPPT systems can be
designed in such a way to achieve great output even under
changing atmospheric conditions, shading, or irradiance
conditions, such as those that would inevitably occur on the
roof of a vehicle and in addition, to prolong the life-span of



the battery, a three-stage charging method is controlled the
battery charge [8, 9]. A fully charged battery needs only
trickle charge. The solar panel specification is given in Table
IVv.

TABLE IV. 280W SOLAR PANEL SPECIFICATION

vehicles. The Table VI shows the components estimated cost
with the life time.

The daily battery module charging cost of the vehicle is
two hundred taka and the running cost is changeable in each
year. After one year, the prevailing system is covered 120Km
per day and the proposed system is covered more than 170Km

Parameter Value per da}y. The minimum fare is five taka for e{ach passenger.
The night time fare is two taka more than day time. The Table
Power Output 280W VII and VII show the daily income. The Table IX shows the
y
Module Efficiency 14% yearly running cost and income analysis of the prevailing
Cell Efficiency 7% system and the proposed system. Comparing the two systems,
the hybrid energy system is more profitable than the prevailing
Voltage at Pray, Vinpp 36V
system.
Current at P, Inpp 8.2A
Open circuit 4547V TABLE VL. DAILY COST WITH LIFE TIME
voltage, Voo
Short circuit current, I 8.4A SI. Component . Life .
No. Name Quantity Time Cost in Taka
(Source: Rahimaafroz Bangladesh) 20
In Bangladesh, the monthly average solar radiation is 01 | Solar Panel 1 Year 30000
around 4.5 to 5 kWh /m?/day and the MPPT system track the 02 MPPT 1 20 15000
maximum power from the panel. Considering only being able controller Year
to capture about 5-10% of that energy due to inefficiencies of 03 Motor 1 2 7000
the panel, converters, dust, shadow and less-than-ideal Year
. .. Motor 6~12
tracking conditions, the actual energy recoverable per day may 04 | ontroller 1 month 1000
be more than 2kWh when using the entire surface. So, to find Carbon 53
out the daily energy generation, multiply the (280%90%) 05 brush 2 month 80~100
252W to monthly average sunshine duration. The calculated 06 Pick up ] 6~12 300450
data is shown in Table V. From the Table V found that the month
monthly average energy generation from the solar system is 07 Gear box 1 1 year 400~800
1902Wh per day. 08 Battery 5 12~18 60000
month
. 18
TABLE V. DAILY AVERAGE ENERGY STORAGE FROM SOLAR PANEL 09 | Acid water 5~8L month 150~180
Batt >2
Month Sunshine duration(hr) Daily energy(Wh) 10 Cﬁaregr; 1 year 3500~4000
January 8.7 2192.4 Contact
11 . 1 300
February 9.1 22932 Switch —
March 28 2176 12 Wheel 3 ot | (2100-2300)¥3=6300~6900
April 8.9 2242.8 13 Tube 3 If(;ﬁh (300~320)*3=900~960
May 8.2 2066.4 3
June 4.9 1234.8 14 Brake shoe 2 month 120~150
July 5.1 1285.2 15 | Bearing 6 3~6 (40~200)*6=240~1200
month
August 58 1461.6 _ 012
September 6 1512 16 | Head Light ! month 100~120
October 7.6 19152 17 Horn 1 23 70~150
b 8.6 2167.2 month
November . .
18 | Contact 1 300~350
December 8.9 2242.8 Switch
Monthly Average 1902.6 19 Bgfhy;sd 81340
V. ECONOMICS EXPOSITION Total 2,07,300~2,10,000
The fixed C(?S_t 18 (_:alaﬂate_d by the survey of the 1002.11 TABLE VII. Daily Income in the Prevailing System
market. The wiring, installation and maintenance cost is
considered approximately. The cost of these components may SL No. of Farein | Total Distance Income
be varied depending on its brand, quality, place and quantity. No passenger (TK) trip Cover (TK)
The electrical components may be damaged in any time by
miss operation. Here the component life time and cost is ! 7 10 14 140 980
considered by the market survey upon the fifteen auto 2 7 10 12 120 840




TABLE VIIIL Daily Income in the Proposed System

SI. No. of Fare in Total Distance Income
No passenger (Tk) trip Cover (Tk)
1 7 10 14 190 1330
2 7 10 12 170 1190
TABLE IX. YEARLY COST ANALYSIS
. Income in Inc.ome Profit in Profit in
Running revailin mn revailin roposed
Year Cost in p s proposed P & | prop
taka system system system system
(Tk.) (Tk.) (Tk.) (Tk.)
First 99,000 3,57,700 4,78,800 258,700 379,800
Second | 1,67,500 3,27,600 4,28,400 160,100 260,900
Third 1,60,000 3,27,600 4,28,400 167,600 268,400
Four 1,06,500 3,57,700 4,78,800 251,200 372,300
Five 1,60,500 3,27,600 4,28,400 167,100 267,900
Six 1,06,500 3,27,600 4,28,400 221,100 321,900

VI. SIMULATION RESULT AND DISCUSSION

A. Conventional Vehicle Power Calculation

Battery is the main power source for the prevailing auto
vehicle. The vehicle uses five pieces of battery and each
battery is 12V, 120Ah. Assume the depth of discharge (DOD)
of a battery is 70%. The vehicle consume battery energy
5040Wh and it could cover 140Km in 6hour. So, the vehicle
consumes 840Wh to covered 23.33Km in an hour. The power
consumption calculation is given in below:

Battery capacity=120Ah

Battery voltage=12V

Total energy storage capacity= 120*¥12*5=7200Wh
Battery Depth of Discharge=70%

Uses battery capacity=120Ah*70%=84Ah

Total usable vehicle energy= (84Ah*12V)*5=5040Wh
Total distance covered per day=140Km

Total driving time=6h

Vehicle Consume power per hour=5040/6=840W
Distance covered in an hour= 140Km/6=23.333Km

B. Proposed Auto vehicle Power Calculation:

The proposed vehicle main source of energy is battery and
solar system. The battery is charged by the on-board home
charger in the night and it stored energy 5040Wh as like as the
prevailing system. The power consumption calculation is
given in below:

Now,

The  vehicle total
5040+2000=7040Wh
The vehicle consume power per hour=840W
Total running hour= 7040/840= 8.38h

Total distance covered= 23.333*8.38= 195.55Km

When the vehicle is started, the battery is discharged in the
rate of 840Wh. But in the day time, the solar system is started
to charge the batteries and it can be recovered 252Wh. The
Solar system also acts as a pulse charging, and it reduces the
battery charge-discharge current and prolongs the battery life
span [16].So, the vehicle operating time is extended more than

energy consume per day=
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2.3 hour and the driving range is extended more than
S0Km.The vehicle is also continued operated at night with
head light and avoid the prolong road accident.

The auto vehicle is designed and simulated by the
ADVISOR  software. ADVISOR is written in the
MATLAB/Simulink and developed by the National
Renewable Energy Laboratory. It is used to analyze
performance, fuel economy, and emissions of conventional,
electric, hybrid electric, and fuel-cell vehicles [17]. The actual
components and parameters can be changed or added for these
simulations and showed the vehicle performance without need
to actually assemble a test vehicle. The first two ADVISOR
input screens provide the interface to change the vehicle
parameters and test the vehicle. By clicking “View Block
Diagram,” it may look at and change the Simulink blocks of
the overall vehicle model. In this way, the solar panel model
was chosen by subtracting a constant value from the required
power of the power bus and also adding a corresponding
weight to the vehicle, which can be done at the first input
screen. The constant value is based on research for the power
ratings of the feasible panel. This method will not show
dynamics but will give the general results for the extended
range of the vehicle and the effects on vehicle efficiency. To
develop the standard driving cycle, some approaches were
considered and some are similar to the Indian urban driving
cycle [18]. From the ADVISOR output the vehicle efficiency
curve, speed vs. time curve, battery energy discharging curve
is shown in figure 5, 6 and 7, and it will meet the urban
driving cycle.

The simulator results showed that the vehicle is covered
more than 179.26 Km at an average speed 14.3 mph and
maximum speed 56.7 mph. In the evening, the battery state of
charge is falling rapidly. The hybrid energy storage system
increases the vehicle performance and efficiency. The vehicle
does not need to charge at day time and it reduces the charging
cost.

Figure 5. Motor Torque vs. Speed

Figure 6. Speed vs. Time



Figure 7. Energy Storage System Efficiency

VIIL

The auto vehicle plays a fundamental role in the world.
Moreover, this vehicle is very popular day by day for the
developing country due to the low transportation cost with
comfortable journey and zero pollution. Research showed that
there are adequate renewable energies to support the
infrastructure development of the auto vehicles. Thus,
simulations have been performed on the electric vehicle
supporting infrastructure and built in a prototype system. The
system facilitate with such feature that reduces the energy
dependency, eliminate the additional pressure of the grid in
the day time, the drivers will not be worried about the battery
charge, increase the driving range and avoid the prolong road
accident at night. In Future research, the vehicle will be
practically developed and analysis the result. To further
increase the drive range more efficient motor with controllers,
solar system and mechanical losses will be explored.

CONCLUSION
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Abstract— In case of MJSC residual strain is induced due to the
change in lattice constants in different layers. So far our
knowledge efficiency of multijunction solar cell (MJSC) has not
been studied considering the strain effect on the energy bandgap
of subcells. In this paper, we have analytically studied residual
strain in different MJSC structures using multilayered strain
model. Three structures are investigated to realize the structure-
dependent state of strain in MJSC. The results obtained from the
present study demonstrate that the strain induced in MJSC
depends not only on the numbers of subcells but also on the
position of subcells, window, tunnel, and BSF layers as well as
their thicknesses. The influence of strain found more in the
structure indicated by MJSC-3 compared to the structures
MJSC-2, and MJSC-1.

Keywords— Multi-Junction Solar Cell (MJSC), Strain, Window
layer, Tunnel junction, Back Surface Field (BSF)

L. INTRODUCTION

Solar energy is an environmental pollution free unlimited
renewable source of energy and can be converted into
electrical energy using solar cell. However, the conversion
efficiency of solar cell is very poor, that is, mainly caused by
losses associated with the carrier recombination and low and
high energy photon absorptions. To be competitive with the
conventional energy resources, the conversion efficiency of a
solar cell must be improved.In previous studies [1], [2] several
solar cell approaches have been proposed like multijunction
(MJ) solar cell, concentrator solar cell, intermediate bandgap
solar cell, quantum well, quantum dot solar cells etc. Among
them MJ approach is very much attractive to resolve the main
issues related with efficiency degradation [3].

In,G|,N (0.64 to 3.4 eV) is a promising material for
multijunction solar cell (MJSC), because its bandgap energy is
nicely matched to whole solar spectrum [4]. The InGaN-based
MIJSC structure is composed of number of cells in which the
bandgaps of the cells are divided by tuning the composition.
For efficient absorption of whole solar energies, the higher
bandgap cell is fabricated at the top and others are below the
top cell [5].

In case of MJSC structure, cells are fabricated layer by
layer resulting in layered change in lattice constant. Since the
lower bandgap cell is placed at the bottom and higher at the
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top in InGaN-based MIJSC structure, the lattice constant
increases in different layers from bottom to top that leads to
induce compressive strain and cannot be determined using
simple epilayer strain model [6], [7]. In order to determine
strain from the MJSC structure multilayered strain model [8]
can be used where strain is calculated by integrating strain
induced in different layers due to change in lattice constant.

In previous studies [3], [4], [9] the efficiency of MJSC was
investigated without taking into account of strain. It is well
known that the bandgap of semiconductor materials is
modified under the influence strain. Under application of
compressive strain the bandgap of InGaN is increased and
opposite is happened for tensile strain [10]. It is therefore very
much important to investigate the actual efficiency of MJSC
on account of strain.

In this work, study of strain is carried out on different
MIJSC structures using multilayered strain model. Three types
of MJSC structures are considered in the present study. The
state of strain and its magnitude are investigated as a function
of cell parameters. Finally, the strains calculated with respect
to the number of layers are compared for different MJSC
structures.

II.  MIJSC STRUCTURES

The MIJSC structures studied hereare shown in Figs 1,
2,and 3 [3], [8], [9]. The subcells are placed from bottom to top
with lower to higher bandgap by adjusting the composition. In
MIJSC-1, the window layer is used at the top to reduce surface
recombination, on the other hand, back surface field (BSF) at
the bottom to reduce carrier scattering [11].The function of
high bandgap window is also to reduce the cell’s series
resistance. In addition to window and BSF layers tunnel
junctions are used in MJSC-2 to provide low electrical
resistance and optically low loss path between two subcells [9].
Each unit cell is comprised of a window, BSF and tunnel
junction in MJSC-3 structure [3].The bandgaps used in 3, 5,
and 7 subcells of different MJSC structures are listed in Table
1. The bandgap of the material used in the window, tunnel
junction, and BSF layers must be higher than the bandgap of
adjacent subcell.



Antireflecting

1 Coati TABLE I
oating
BANDGAP ENERGY DISTRIBUTION IN DIFFERENT SUBCELLS OF MJSC
No. of Stack Values of Bandgap (eV)
Window
=0 225 3 07 137 2
Cell 1 5 0.53 095 14 193 2.68
Cell 2 7 047 082 1.191 1.56 2 25 321
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Fig. 1: The schematic illustration of proposed MJSC-1.
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The plane strain in multilayered system can be given [8] by
g=k+>22 (1)

where k is the uniform strain component and Gis the radius of
curvature. The parameter y,,G, and k can be represented by

Fig. 2: The schematic illustration of proposed MJSC-2.
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Fig. 3: The schematic illustration of proposed MJSC-3. (a11022-012021)a22+(a1,~011)d23

The details of Eqn. (5) are available in [8].
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V.

Using the multilayer strain model the strain induced due to
change in lattice constants in different layers is calculated.
Here we have studied three different MJSC structures shown
in Figs. 1, 2 and 3 to understand structure-dependent state of
strain. To calculate the strain the composition-dependent
Young’s modulus and Poisson’s ratio for InGaN are
determined by linear interpolation between the values
available [12] for binaries GaN and InN. Initial strain plays an
important role on the resultant strain, and primarily it depends
on the difference of lattice constants between layer-1 and the
layer below the layer-1. The strain are investigated for the
subcell numbers 3, 5, and 7 as a function of subcells
dimension while keeping the dimension of window, tunnel,
and BSF layers are constant.

RESULTS AND DISCUSSION

Figure 5 shows a comparison of cell position-dependent
strains among the MJSC structures shown in Figs. 1-3 with
subcells numbers 3 and cell thickness 100 nm. The cell
position changes for different structures, because the number
and placement of additional layers are not the same
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Fig. 5: Comparison of cell position-dependent strains in MJSC structures1, 2 ,
and 3. The results are obtained for the subcell numbers 3 having cell thickness
100nm.
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and 3. The results are obtained for the subcell numbers 5 having cell thickness
100nm.
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and 3. The results are obtained for the subcell numbers 7 having cell thickness
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in different structures. It is found that the magnitude of strain
is the same up to the cell position 100 nm. When the cell
position more than 100 nm the magnitude of strain changes for
different MJ structures and is found high in MJSC-3 and low
in MIJSC-1. More number of layers in MJSC-3 may
accumulate more strain. Similar tendency is found in Figs. 6
and 7 for the subcell numbers 5 and 7 except the initial strain.
Because, the energy bandgap stepping of the subcells changes
with the number of subcells as indicated in Table-1.Further the
influence of strain of the subcells will not be same due to their
asymmetrical placement in different MJSC structures. Since
the bandgap of InGaN material is increased under the
influence of compressive strain, the resultant bandgap of
different subcells will be increased more for the MJSC-3
structure compared to MJSC-1.Also the increment of resultant
bandgap will be more for more number of subcells for a
particular MJSC structure. According to the results shown in
Figs. 5, 6, and 7 the MJSC-3 structure will produce more open
circuit voltage for the 7 subcells and thereby may be resulted
more efficiency with respect to the efficiency obtained without
taking into account of strain [5].
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Fig. 8: Cell position dependent strain in MJSC-1 plotted for 3 subcells for the

cell thickness of 80, 100 and 120nm.
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Fig. 9: Cell position dependent strain in MJSC-2 plotted for 5 subcells for the

cell thickness of 80, 100 and 120nm.
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Fig. 10: Cell position dependent strain in MJSC-3 plotted for 7 subcells for
the cell thickness of 80, 100 and 120nm.
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In order to understand the subcell thickness-dependent state
of strain, strains for MJSC-1 structure are plotted for the
variation of cell thicknesses 80, 100, and120 nm and shown in
Fig. 8. It is found that the magnitude of strain is reduced with
increasing cell thickness. Similar results are also found for the
MIJSC-2 and MJSC-3 structures as shown in Figs. 9 and 10. It
is well known that the strain is gradually relaxed with
increasing thickness of epitaxial layer [12].

Since more efficiency is expected in strained subcells, it is
expected that lower the thickness of subcells may give high
efficiency. However, if the thickness of subcells becomes very
narrow, electro-hole pair generation may decrease due to
photon absorption loss. Therefore, there is an optimization of
subcells thickness in order to have high efficient MJSC.

VL

We have studied three types of MJSC structures composed
of InGaN materials to investigate the residual strain induced
due to change in lattice constant in different layers. The
quantitative amount of strain is determined from the analytical

CONCLUSION
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approach developed for multilayered structure [8]. The results
obtained from the present study demonstrate that the
magnitude of strain depends on the difference in lattice
constant among the adjacent subcells, particularly, on the
initial strain which is induced due to the change in lattice
constant between the bottom layer and the layer on which it is
grown. Further, strain magnitude is strongly dependent on the
number of layers and the thickness of subcells. The maximum
strain is found for the MJSC-3 structure, and minimum in
MIJSC-1 compared to the structure MJSC-2. It is expected that
the MJSC-3 structure may be more efficient than other
structures due to more open-circuit voltage caused by strain-
induced opening of bandgap under compressive strain.
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Abstract— This article investigates the feasibility of solar
powered irrigation process in Bangladesh where photovoltaic
technology could be used to gather solar energy for running a
submersible pump and supply water for crop cultivation. It also
depicts a comparative picture of irrigation costs for 27
Bangladeshi crops for diesel and photovoltaic irrigation systems.
The researchers have collected data concerning required water
height during farming of those crops and then have calculated
water volume for 1 hectare of land. Subsequently, two commonly
used pumps (solar, diesel) with same power ratings (5 hp) have
been chosen. Specific area covered by these pumps for different
crops are calculated furthermore from the attained water
volumes. Finally, total irrigation costs (at present condition) of
these types of irrigation choices for a period of ten years have
been computed and analyzed. The study highlights that irrigation
with solar energy for certain crops, namely potato, cotton,
soybean, sunflower, strawberry, lentil, mustard etc. are very
much lucrative compared to diesel powered irrigation.

Keywords— Solar irrigation, renewable energy, green farming,
Pphotovoltaic pumping, solar for agriculture.

I. INTRODUCTION

Due to the fossil fuel resources decline and their great share
in environmental pollution and issues, many countries and
researchers are looking for green energy resources based on
each region’s potentials. So far many kind of renewable
energy sources such as solar, wind, geothermal and others are
utilized for power generation. In general, to meet electricity
demand and to cope with environmental problems using green
energies there are two steps: first, finding renewable energy
resources in a special region, second, to utilize these energy
resources economically and efficiently.

Being a tropical country, Bangladesh endowers with
abandon supply of solar energy. The range of solar radiation is
between 4 and 6.5 kWh/m2/day and the bright sunshine hours
vary from 6 to 9 hours/day [1]. Being an agrarian economy,
the agricultural sector alone accounts for 20% of GDP and
provides employment for more than half of the labour force.
Furthermore in Bangladesh, about 59% land is under irrigation
system, based on diesel and grid electricity. However there
remains vast area of cultivable land which is needed to be
irrigated where grid connection is not available. Solar PV
pump may be used for irrigating these lands for better crop
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production. This study presents the scenario of solar pump
irrigation system in Bangladesh along with its economic
feasibility for different crops [7].

The government of Bangladesh is planning to install close
to 19,000 solar-powered irrigation pumps by 2016 [17], in a
bid to expand the country's irrigated land area and boost food
production, while limiting its reliance on fossil fuels. Once
installed, the planned 18,750 solar-powered pumps will
irrigate an additional 590,000 hectares (1.5 million acres) of
land for cultivating rice and vegetables, without requiring any
grid electricity or diesel fuel [3]. The government estimates
that, once all the pumps are in place, their solar panels will
save 675 MW hours of electricity per day, cut imports of
diesel fuel by 47,000 tons per year, saving $45 million
annually, and reduce carbon dioxide emissions by an annual
126,000 tons [19].

In this study the main objective was to do an economical
evaluation of different cultivated crops in Bangladesh in a ten
years time period using both diesel and photovoltaic water
pumping systems and hence to find out which crops are viable
to the newest and environment friendly method of irrigation
process.

II. RELATED STUDY
A. Photovoltaic(PV) Technology

The Photovoltaic (PV) system is composed of a variety
of components in addition to the photovoltaic modules, a
balance-of-system that wired together to form the entire
fully functional system capable of supplying electric
power; and these system elements are:

O PV cells, represent the fundamental power conversion
units. They are made from semiconductors and convert
sunlight to electricity. To increase the power output of PV
cells, they are connected together to form larger units
called modules. Modules, in turn, are connected in parallel
and series to form a larger unit called panel.

O A storage medium (battery bank), stores the electrical
energy produced by the PV cells, and makes the energy
available at night or on dark days (days of autonomy or no-
sun-days).



O A voltage regulator (or charge/discharge controller),
reverses current and prevents battery from getting overcharged
and over discharged.

O An inverter, converts a low DC-voltage into usable AC-
voltage; it may be a stand-alone installation or grid-connected
installation.

O AC or DC loads, appliances and devices, which consume
the power generated by the PV system.

Figure 1 shows the configuration of the stand-alone PV
system with all the functional components.
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+ » +
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*1  Battery

charger Inverter

I N

il

Load current
(a0)
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Battery current

1. N

PV Panel

Storage Facility electrical load

battery

Fig. 1 Configuration of a stand-alone PV system
B. Solar Pumping System

At remote places, far away from electricity and clean water,
electrical pumps with solar panels (solar pumps) can provide
in a clever solution. The solar pump system consists of solar
panels on a mounting structure, a pump controller, an electric
pump and an optional storage tank for water [13]. The big
advantage of the solar pump is that it can be operated with or
without the battery back-up for solar power. The pump is
connected to solar panels, so water is pumped from low to
high level in case the sun shines [2].

Storage tank

Solar panels

Control-unit
L

Water level

pump

Fig 2: A general setup for solar pump system

To obtain a good match between solar panels and the pump,
a pump controller is connected in between. The controller
converts the direct current from the solar panels into
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alternating current with a frequency that depends to the
irradiation. At low irradiation, e.g. in the morning at sunrise,
the pump will be driven by a slowly rotating engine [6]. The
speed of rotation will increase when the sun rises in the course
of the day.

C. Irrigation and Water Requirement of Crops

Irrigation makes agriculture possible in areas previously
unsuitable for intensive crop production. Irrigation transports
water to crops to increase yield, keep crops cool under
excessive heat conditions and prevent freezing. The process of
irrigation varies crop to crop and in a crop cycle it needs 3-5
times irrigation. The common processes of irrigation in
Bangladesh are as follows [12]:

(i) Furrow Irrigation: Furrow irrigation is conducted by
creating small parallel channels along the field length in the
direction of predominant slope. Water is applied to the top end
of each furrow and flows down the field under the influence of
gravity.

Fig. 3 Furrow irrigation system

(ii) Basin Irrigation: Level basin irrigation has historically
been used in small areas having level surfaces that are
surrounded by earth banks. The water is applied rapidly to the
entire basin and is allowed to infiltrate.

Fig. 4 Basin irrigation system

The Water Requirement (WR) of crops depends upon
retention and transmissivity of water in soil, absorption and
transmission within plant, transpiration, effective rainfall,
vapour pressure, and energy etc. WR is that quantity of water
regardless of its sources required by a crop in a given period
of time for its maturity. For example in case of paddy [11], it



is enough to impound 5 cm of water and recharge to the same
level once in four days. Again, for maize irrigation frequency
should be once in four days and six days in case of clay soils.
Cotton and groundnut requires irrigation once in 10 days in
red and 15 days in clay soils.

Where, No. of Canals = [{100 - bed to bed distance ~ 100} +
{(width of bed + bed to bed distance) +~ 100} + 1]

TABLE 1
CALCULATION OF REQUIRED WATER FOR DIFFERENT CROPS

I1II. METHODOLOGY o _ 5 o

. . . £ 2 £ = g _ E =

The information of this research was collected from many | O S g " E < s |z E 3 3
sources i.e. books, journal/conference papers, websites etc. In | ¢ T = s £ < £z -
- . £ €2 | Eg | =S| S | 2| £=
this study the system has not been considered to recharge the | 3 St = E T2 S g3 g z
rechargeable battery whereas it has been considered that the “ - = | B8 - ala ~
pump is run directly from solar power. Rice Basin n/a na_ | na | 85 850
Wheat Basin n/a n/a n/a 7 700

prmmmmmmmemmeo oo Potato Furrow 25 60 117.9 4 283.1

i Coﬂecﬁpg water height for Maize Furrow 110 30 72.2 7 151.7

| different crops | Onion Furrow 100 30 | 777 | 25 583
------------ _@" T Tomato Furrow 100 30 717 35 81.6
RTEIIIL.. Aunnnm—— Sugarcane Furrow 120 30 67.5 12.5 235

' Volume of water per hectare Cotton Basin n/a n/a n/a 7 700
it Chill Furrow 100 30 77.7 5 116.5
@ ___________________________ . Carrot Furrow 100 30 77.7 5 116.5
FTmmTmssmssssiascsoosooenos | Diesel required imrigating the } | | Soybean Basin n/a n/a n/a 6 600

‘ Area covered by a 5 hp. E |::> ! area covered by solar pump E Garlic Furrow 90 30 84.1 6.5 164

E Solar Pump ] E using Diesel Pump 1 Brinjal Furrow 100 30 77.7 3 69.9
"""""" @ Gourd Furrow 560 40 17.6 4 28.2
ﬂ Sunflower Basin n/a n/a n/a 8 800

E Total cost for 10 years by 1: i Total cost for 10 years by E Ginger Furr.ow 100 30 77.7 3.5 81.6

' Solar Pump E E Diesel Pump ] Strawberry Basin n/a n/a n/a 6 600
EEESEEE——— ] L LLlLllllliiiiil. ] Turmeric Furrow 90 30 84.1 4.5 113.5
@ @ Lentil Basin n/a n/a n/a 5 500
.~ Furrow 330 30 | 287 | 6 517

3 Cost Comparison E Cabbgge Furrow 90 30 84.1 5 126.1

; ' Cauliflower Furrow 100 30 77.7 4 93.2
____________________________________________________________ Mustard Basin n/a n/a n/a 3 300

. . Banana Furrow 105 30 74.9 4 89.8

Fig. 5 Illustration of study process Ladyfinger Furrow 100 30 77.7 3 69.9

oot : . Papaya Furrow 200 30 44.3 5 66.5
To compare the total cost for irrigation in the period of ten Gromndmat Furrow m 30 63 . 339

years using PV technology and diesel pump, area covered by a
Shp pump has been calculated first. Then the required diesel
has been evaluated to irrigate the same amount of land. It is
noted that manufacturers of solar pump usually give a
warranty of ten (10) years; hence the associated cost for solar
pump is fixed for this span of time. However, diesel price
increases every year, so in order to find out the total present
value, 10% inflation rate has been considered.

IV. ANALYSIS OF THE STUDY

To draw comparative picture of irrigation costs of different
Bangladeshi crops for diesel, grid electricity and solar power
based irrigation systems, there are several steps of calculation
needed to be considered.

(4) Calculation of Water Volume [12]

For Basin irrigation process,

Water Volume = Required water height X Area 1
For Furrow irrigation process,

Water Volume =
distance x 100 x No. of canals) + 100} +100]

[{(Required water height x bed to bed
)
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(B) Calculation of Covered Area (Hectare):

For the simplicity of the research calculation, the area of
the field has been considered as 1 hectare which has the
dimension of 100 m x 100 m. Again, from the personal
communication of different agricultural scientists it has been
ensured that water required for single irrigation could be
supplied in about 5 days [9], [12].

3)
For 5 days cycle, Total Cover Area = Area Covered x 5 (4)

So, Area Covered = Discharge rate + Water volume

Different crops need different amount of water at
cultivation process with different irrigation process [15].
Calculation of required water per hectare of different crops as
well as area covered by a Shp PV pump have been tabulated at
Table 1 and 2 consecutively.

(C) Calculation for Solar Powered Irrigation

In order to find out the total cost of a solar powered
irrigation system in a span of 10 years, the future maintenance




TABLE 2

CALCULATION OF AREA COVERED BY A 5 HP SOLAR PUMP FOR

DIFFERENT CROPS

2 o1 E |
&) R 4 >
s >3 °o | Yo
2 52 | 55| &5
£ = o O SO
g = E =2 |22
4 =2 << w <
Rice (Oryza sativa) 650 0.4 1.9
Wheat (Triticum aestivum) 700 0.4 1.8
Potato (Solanum tuberosum) 283.1 0.9 4.4
Maize (Zea mays) 151.7 1.6 8.2
Onion (Allium cepa) 58.3 43 21.5
Tomato (Solanum lycopersicum) 81.6 3.1 15.3
Sugarcane (Saccharum officinarum L.) 235 1.1 53
Cotton (Gossypium spp.) 700 0.4 1.8
Chill (Capsicum annum L.) 116.5 2.1 10.7
Carrot (Daucus carota) 116.5 2.1 10.7
Soybean (Glycine max) 600 0.4 2.1
Garlic (Allium Sativum) 164 1.5 7.6
Brinjal (Solanum melongena) 69.9 3.6 17.9
Gourd (Lagenaria siceraria) 28.2 8.9 44.4
Sunflower (Helianthus annus) 800 0.3 1.6
Ginger (Zingiber officinale) 81.6 3.1 15.3
Strawberry (Fragaria ananassa) 600 0.4 2.1
Turmeric (Curcuma longa) 113.5 2.2 11
Lentil (Lens culinaris) 700 0.4 1.8
Pumpkin (Cururbita maxima) 51.7 4.8 24.2
Cabbage (Brassica oleracea) 126.1 2.0 9.9
Cauliflower (Brassica oleracea) 93.2 2.7 13.4
Mustard (Brassica juncea) 300 0.8 4.2
Banana (Musa paradisiac) 89.8 2.8 13.9
Ladyfinger (4belmoschus esculentus) 69.9 3.6 17.9
Papaya (Carica papaya) 66.5 3.8 18.8
Groundnut (Arachis hypogaea) 133.9 1.9 9.3

costs of next 9 years should be added at the present time. It is
a general concept of engineering that every year 5%
maintenance cost should be considered for any system. So,

Cost of first year = Pump cost + 5% Maintenance Cost

)

Now, to consider the future maintenance cost at present,
Present Value (PV) is a formula that calculates the present day

value of an amount that will be spent at a future date.

Present value = Future value / (1+i)"n (6)
Where, i = inflation rate, n = number of year.
TABLE 3
CALCULATION OF TOTAL COST A 5 HP SOLAR PUMP

Price of the solar module (panel + pump) 2,00,000.00
Year 1 2,10,000.00
Year 2 9,090.90
Year 3 8,264.46
Year 4 7,513.14

Maintenance Cost at Present Year 5 6,830.13

(taka) Year 6 6,209.21
Year 7 5,644.74
Year 8 5,131.58
Year 9 4,665.07
Year 10 4,240.97

Total Present Value (taka) 2,67,590.24

Using solar energy, we calculated the cost in taka for total
ten years. It will fix for all crops, because we implement one
system. Our module is fixed for all cops.

(D) Calculation for Diesel Powered Irrigation
For Diesel powered irrigation,

Cost (first year) = Pump cost + (Diesel Requirement*number
of irrigations in a crop cycle*Present diesel rate) *3 @)

But for the second to next ten years (lifetime of diesel
module) it depends in diesel price of that year, 5%
maintenance cost, and number of irrigation in a crop cycle.

Cost for 2nd year and onwards = {(Diesel Requirement x
number of irrigations in a crop cycle x Present Diesel rate x 3)
+ 5% maintenance cost} ®)

Now, if anyone wants to calculate the total cost for ten
years period, present value of money for the future years
should be calculated (Table 3).

V. FINDINGS AND CONCLUSION

The analysis of this study discovered that irrigation with
solar power of certain crops like potato, cotton, soybean,
sunflower, strawberry, lentil, mustard are very much lucrative
compared to diesel powered irrigation (fig. 6).
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Fig. 6 Comparison between diesel and solar irrigation for different crops



TABLE 4
COST CALCULATION OF DIESEL POWERED IRRIGATION

° ° g E % Present Value Calculation for 10 years (thousand taka) E
Crop 2 2 S |E& 2E e
s 00z sElsS| vl el ezl el el || 2| § 5%
= R o~ B s ® s s s s s s s s s < E= 2
z & z2 | B2 |25| = P = P = P P = P - |&f&
Rice 850.0 | 850000 | 96.59 5 137.5 | 1048 | 1093 | 114.0 | 119.0 | 1243 | 129.7 | 1355 | 141.5 | 147.8 | 1263.5
Wheat 700.0 | 700000 | 79.55 4 103.9 69.6 72.6 75.6 78.9 823 85.9 89.6 93.5 97.7 849.6
Potato 283.1 | 283060 | 32.17 5 71.8 36.1 37.5 39.0 40.5 42.2 43.9 45.8 47.7 49.8 4543
Maize 151.7 | 151650 | 17.23 5 56.6 20.1 20.8 21.5 223 23.2 24.0 25.0 26.0 27.0 266.6
Onion 58.3 58270 1.28 6 40.6 3.4 33 33 32 3.2 3.1 3.1 3.1 32 69.5
Tomato 81.6 81580 9.27 5 48.5 11.7 11.9 12.3 12.6 13.0 13.4 13.9 14.4 14.9 166.7
Sugarcane 235.0 | 235000 | 26.70 4 39.0 24.6 25.4 26.4 27.4 28.4 29.5 30.7 32.0 333 296.7
Cotton 700.0 | 700000 | 79.55 5 81.1 86.6 90.3 94.2 98.3 102.5 | 107.0 | 111.8 | 116.7 | 1219 | 10104
Chill 116.5 | 116540 | 13.24 5 52.5 15.9 16.4 16.9 17.5 18.1 18.7 19.4 20.2 21.0 216.5
Carrot 116.5 | 116540 | 13.24 5 52.5 15.9 16.4 16.9 17.5 18.1 18.7 19.4 20.2 21.0 216.5
Soybean 600.0 | 600000 | 68.18 4 94.6 59.9 62.4 65.0 67.8 70.7 73.7 76.9 80.3 83.8 7353
Garlic 164.0 | 163960 | 18.63 4 54.2 17.7 18.2 18.8 19.5 20.2 20.9 21.8 22.6 23.5 2374
Brinjal 69.9 69923 7.95 4 45.5 8.6 8.7 8.9 9.1 9.3 9.6 9.9 0.1 10.5 120.1
Gourd 28.2 28160 3.20 5 42.3 5.2 5.2 5.2 5.2 5.3 54 5.5 5.6 5.7 90.4
Sunflower 800.0 | 800000 | 90.91 5 131.7 98.7 103.0 | 1074 | 112.1 | 117.0 | 122.2 | 127.6 | 1332 | 139.2 | 1192.1
Ginger 81.6 81570 9.27 4 46.6 9.7 9.9 10.1 10.4 10.7 11.0 11.3 11.7 12.1 1434
Strawberry 600.0 | 600000 | 68.18 3 80.7 45.4 47.2 49.1 51.2 533 55.6 58.0 60.5 63.1 564.1
Turmeric 113.5 | 113510 | 12.90 5 52.2 15.5 16.0 16.5 17.1 17.6 18.3 19.0 19.7 20.5 2123
Lentil 500.0 | 500000 | 56.82 6 108.5 74.5 77.6 80.9 84.4 88.1 91.9 95.9 100.2 | 104.6 | 906.7
Pumpkin 51.7 51650 5.87 4 43.8 6.8 6.8 6.9 7.1 7.2 7.4 7.5 7.7 8.0 109.2
Cabbage 126.1 126125 | 14.33 4 50.7 14.0 14.4 14.8 15.3 15.8 16.4 17.0 17.6 18.3 194.2
Cauliflower 93.2 93230 10.59 5 49.8 13.1 134 13.8 14.2 14.7 15.2 15.7 16.3 16.9 183.2
Mustard 300.0 | 300000 | 34.09 5 73.8 38.1 39.6 41.2 42.9 44.6 46.5 48.5 50.5 52.7 478.4
Banana 89.8 89822 10.21 5 49.4 12.7 13.0 134 13.8 14.2 14.7 15.2 15.8 16.4 178.5
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Abstract— The rapid increase in global energy consumption and
the impact of greenhouse gas emissions has accelerated the
transition towards greener energy sources. The need for
distributed generation employing renewable energy sources such
as wind, solar and fuel cells has gained significant momentum.
Advanced power electronic systems, affordable high performance
devices, and smart energy management principles are deemed to
be an integral part of renewable, green and efficient energy
systems. This paper discuss the most emerging renewable energy
source, wind energy, which by means of power electronics is
changing from being a minor energy source to be acting as an
important power source in the energy system and the standard
power converter topologies from the simplest converters for
starting up the turbine to advanced power converter topologies,
where the whole power is flowing through the converter.

Keywords— Wind energy conversion, wind turbines, power
electronics, control, reliability.

L INTRODUCTION

The global energy consumption has been continually
increasing over the last century. Official estimates indicate a
44 percent increase in global energy consumption during the
period 2006 - 2030 [1]. It can be said that fossil fuels (liquid,
coal and natural gas) have been the primary energy source for
the present day world. Sustained urbanization,
industrialization, and increased penetration of electricity have
led to unprecedented dependency on fossil fuels. Presently, the
most important concerns regarding fossil fuels are the green
house gas emissions and the irreversible depletion of natural
resources. Based on the official energy statistics from the US
Government, the global carbon dioxide emissions will
increase by 39 percent to reach 40.4 billion metric tons from
2006 to 2030 [1]. Green house gas emissions and the related
threat of global warming and depleting fossil fuel reserves
have placed a lot of importance on the role of alternative and
greener energy sources. The wind turbine technology is one of
the most emerging renewable technologies. Over the last ten
years, the global wind energy capacity has increased rapidly
and became the fastest developing renewable energy
technology [2]. The controllability of the wind turbines
becomes more and more important as the power level of the
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turbines increases. Power electronic, being the technology of
efficiently converting electric power, plays an important role
in wind power systems. It is an essential part for integrating
the variable-speed wind power generation units to achieve
high efficiency and high performance in power systems. Even
in a fixed-speed wind turbine system where wind power
generators are directly connected to the grid, thyristors are
used as soft-starters [3]. The power electronic converters are
used to match the characteristics of wind turbines with the
requirements of grid connections, including frequency,
voltage, control of active and reactive power, harmonics, etc
[4]. This paper presents the requirements of the power
electronic interface as applicable with respect to wind and
qualitatively examines the existing power electronic
topologies that can be employed. Section II and section III
presents an overview of wind energy system and modern
power electronics. Section IV presents power electronic
converters used in wind turbine applications. Section V
presents reliability of wind turbines and future of wind energy
and finally, in section VI, the conclusion are drawn.

IL. WIND ENERGY SYSTEM

A wind energy conversion system is a structure that
transforms the kinetic energy of the incoming air stream into
electrical energy. This conversion takes place in two steps. At
first the extraction device, named wind turbine rotor turns
under the wind stream action, thus harvesting a mechanical
power. Then the rotor drives a rotating electrical machine, the
generator, which outputs electrical power. A block diagram of
wind energy conversion system is shown in Fig. 1. The
performance and efficiency of any wind energy conversion
system (WECS) depends upon the characteristics of wind
turbines. The mechanical power of the turbine is given by:

Pm=%pAu3Cp (1)



WindSpeed | Wind furbine | Reacive Power Power
—_— <
and generator Converter
Pitch Rotor speed Reference
Angle i i Point
Controller |« > Controller

Figure 1. Block diagram of WECS

Where Pm is the power extracted from the airflow, p is the air
density, A is the area covered by the rotor, u is the wind speed
upstream of the rotor, and Cp is the performance coefficient or
power coefficient. The power coefficient is a function of the
pitch angle of rotor blades B and of the tip speed ratio A, which
is the ratio between blade tip speed and wind speed upstream
of the rotor. The computation of the power coefficient requires
the use of blade element theory and the knowledge of blade
geometry. We consider the blade geometry using the
numerical approximation developed in [5], assuming that the
power coefficient is given by:

~18.4
Cp=0.73re " (2)
Where A; and A; are respectively given by:
A =%—0.58B—0.002[}2'14—13.2 (3)
ii
A = ! 4

i 1 0.003
(A —0.02B.  (B*+1)

The maximum power coefficient is given for a null pitch angle
and is equal to:

Cpmax =0.4412 %)
Where the optimum tip speed is equal to:
Aopt =7.057 6)

The power coefficient is illustrated in Fig. 2. as a function of
the tip speed ratio. So, for a wind rotor with radius r, (1) can
be rewritten as [6],[7]:
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Figure 2. Cp- A characteristics for different values of
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The relation between wind speed and generated power is given
by the power curve, as depicted in Fig. 3. When the wind
speed is below the cut-in wind speed then there will be no
generation. When the speed is above cut-in speed but below
the rated speed the power optimization method or MPPT
method is used to extract maximum power. In this region the
speed is maintained at a constant value corresponding to
optimum tip speed ratio A. Above rated speed but below cut-
out wind speed pitch controller is used to control the wind
power at the wind turbine blade. At very high wind speed it
means above cut out speed there will be again no generation of
power.

III. MODERN POWER ELECTRONICS AND

SYSTEMS

Power electronics is the technology that links the two major
traditional divisions of electrical engineering, namely, electric
power and electronics. It has shown rapid development in
recent times, primarily because of the development of
semiconductor power devices that can efficiently switch
currents at high voltages, and so can be used for the
conversion and control of electrical energy at high power
levels. The development of microprocessors/microcomputer
technology has a great impact on the control and synthesizing
the control strategy for the power semiconductor devices.
Power electronic techniques are progressively replacing
traditional methods of power conversion and control, causing
what may be described as a technological revolution, in power
areas such as regulated power supply systems, adjustable
speed DC and AC electric motor drives, high voltage DC links
between AC power networks, etc. The power electronic device
technology is still undergoing important progress shown in
Fig. 4., including some key self-commutated devices, such as
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Figure 3. Typical power curve of a variable speed pitch controlled wind
turbine [8].
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Figure 4. Development of power semiconductor devices in the past and in the
future [9]

insulated gate bipolar transistor (IGBT), MOSFET, integrated
gate commutated thyristor (IGCT), MOS-gate thyristors, and
silicon carbide FETs. The breakdown voltage and/or current
carrying capability of the components are also continuously
increasing. Important research is going on to change the
material from silicon to silicon carbide. This may dramatically
increase the power density of the power converters. Power
electronic converters are constructed by semiconductor
devices, driving, protection, and control circuits to perform
voltage magnitude and frequency conversion and control.

IV. POWER ELECTRONIC CONVERTERS

Many different power converters can be used in wind turbine
applications. In the case of using an induction generator, the
power converter has to convert from a fixed voltage and
frequency to a variable voltage and frequency. Other generator
types can demand other complex protection. However, the
most used topology so far is a soft-starter, which is used
during start up in order to limit the in-rush current and thereby
reduce the disturbances to the grid.
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A.  Soft Starter

The “Danish concept” [10] of directly connecting a wind
turbine to the grid is widely used in early wind turbine
systems. The scheme consists of an SCIG, connected via a
transformer to the grid and operating at an almost fixed speed.
Connecting the induction generators to power system produces
transients that are short duration with very high inrush
currents, thus causing disturbances to both the grid and high
torque spikes in the drive train of wind turbines with a directly
connected induction generator. The soft starter is a power
converter, which has been introduced to fixed speed wind
turbines to reduce the transient current during connection or
disconnection of the generator to the grid. When the generator
speed exceeds the synchronous speed, the soft-starter is
connected. Using firing angle control of the thyristors in the
soft starter the generator is smoothly connected to the grid
over a predefined number of grid periods. The connection
diagram for the soft-starter with a generator is presented in
Fig. 5 and Control characteristic for a fully controlled soft
starter is shown in Fig. 6. When the generator is completely
connected to the grid a contactor (Kbyp) bypass the soft-
starter in order to reduce the losses during normal operation.
The soft-starter is very cheap and it is a standard converter in
many wind turbines.

B.  Capacitor Bank

For the power factor compensation of the reactive power in
the generator, AC-capacitor banks are used, as shown in Fig.
7. The generators are normally compensated into whole power
range. The switching of capacitors is done as a function of the
average value of measured reactive power during a certain
period. The capacitor banks are usually mounted in the bottom
of the tower or in the nacelle. In order to reduce the current at
connection/disconnection of capacitors a coil (L) can be
connected in series. The capacitors may be heavy loaded and
damaged in the case of over-voltages to the grid and thereby
they may increase the maintenance cost.

Fimng angle comtrol

v

B R s
--"'-—-
Generator Kbyp w
Busbar

Figure 5. Connection diagram of soft starter with generators
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C. Diode Rectifier

The diode rectifier is the most common used topology in
power electronic applications. It is used as AC/DC converter.
There is a DC link element, which can be a capacitor in
Voltage Source Converter (VSC) or an inductor in a Current
Source Converter (CSC) [11]-[12]. The applicability of this
topology occurs because there is no need of external
excitation. For a three-phase system it consists of six diodes. It
is shown in Fig. 8. The diode rectifier can only be used in one
quadrant, it is simple and it is not possible to control it. It
could be used in some applications with a dc-bus.

. Dli 022!3 D3

3 phase —rn

—Y

mzlg Dszlg DG%S T

Figure 8. Diode rectifier for three-phase ac/dc conversion

D. Bidirectional Back-to-Back Two-Level Power
Converter

This topology is state-of-the-art especially in large DFIG
based wind turbines [13]. The back-to-back PWM-VSI is a bi-
directional power converter consisting of two conventional
PWM-VSCs. The topology is shown in Fig. 9. To achieve full
control of the grid current, the DC- link voltage must be
boosted to a level higher than the amplitude of the grid line-
line voltage. The power flow of the grid side converter is
controlled in order to keep the DC-link voltage constant, while
the control of the generator side is set to suit the magnetization
demand and the reference speed. A technical advantage of the
PWM-VSC is the capacitor decoupling between the grid
inverter and the generator inverter. Besides affording some
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Figure 7. Capacitor bank configuration for power factor compensation in a
wind turbine

protection, this decoupling offers separate control of the two
inverters, allowing compensation of asymmetry both on the
generator side and on the grid side, independently. The
inclusion of a boost inductance in the DC-link circuit increases
the component count, but a positive effect is that the boost
inductance reduces the demands on the performance of the
grid side harmonic filter, and offers some protection of the
converter against abnormal conditions on the grid. However
some disadvantages of the back-to-back PWM-VSI are
reported in literature [14], [15] and [16]. In several papers
concerning adjustable speed drives, the presence of the DC-
link capacitor is mentioned as a drawback, since it is bulky
and heavy, it increases the costs and maybe of most
importance it reduces the overall lifetime of the system.
Another important drawback of the back-to-back PWM-VSI is
the switching losses. Every commutation in both the grid
inverter and the generator inverter between the upper and
lower DC-link branch is associated with a hard switching and
a natural commutation. Since the back-to-back PWM-VSI
consists of two inverters, the switching losses might be even
more pronounced. The high switching speed to the grid may
also require extra EMI-filters. To prevent high stresses on the
generator insulation and to avoid bearing current problems
[17] the voltage gradient may have to be limited by applying
an output filter.
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Figure 9. The back-to-back PWM-VSI converter topology.

E.  Multilevel Converter

These converters are a good choice in application where high
voltage rating is necessary [18], due to voltage level of the
converters. The general idea behind the multilevel converter



o1

h

.

|
1

I

(a) (b) (e)

b

2-level

5 [ Bl
39

2-level A—a

il LI

3 ——

23ovel N
VSI " S I |

(d) (e)

Figure 10. Multilevel topologies. a) One inverter leg of a three-level diode clamped multilevel converter. b) One inverter leg of a three-level multilevel converter
with bidirectional switch interconnection. ¢) One inverter leg of a three level flying capacitor multilevel converter. d) Schematic presentation of a three-level
converter consisting of three three-phase inverters. ¢) One inverter leg of a three-level converter consisting of H-bridge inverters.

technology is to create a sinusoidal voltage from several levels
of voltages, typically obtained from capacitor voltage sources.
The different proposed multilevel converter topologies can be
classified in the following five categories [19]-[21]:

Multilevel configurations with diode clamps

Multilevel configurations with bi-directional switch
interconnection

Multilevel configurations with flying capacitors

Multilevel configurations with multiple three-phase
inverters

Multilevel configurations with cascaded single phase
H-bridge inverters

A common feature of the five different multilevel converter
concepts is, that in theory, all the topologies may be
constructed to have an arbitrary number of voltage levels,
although in practice some topologies are easier to realize than
others. The principle of the five topologies is illustrated in Fig.
10. Initially, the main purpose of the multilevel converter was
to achieve a higher voltage capability of the converters. As the
ratings of the components increases and the switching- and
conducting properties improve, the secondary effects of
applying multilevel converters become more and more
advantageous. The switching losses of the multilevel converter
are another feature, which is often accentuated. From the
topologies in Fig. 10, it is evident that the number of
semiconductors in the conducting path is higher than for the
other converters treated in this paper, this might increase the
conduction losses of the converter.

F.  Matrix converter

The basic idea of the matrix converter is that a desired input
current (to/from the supply), a desired output voltage and a
desired output frequency may be obtained by properly
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connecting the output terminals of the converter to the input
terminals of the converter. In order to protect the converter,
the following two control rules must be complied with: Two
(or three) switches in an output leg are never allowed to be on
at the same time. All of the three output phases must be
connected to an input phase at any instant of time. The actual
combination of the switches depends on the modulation
strategy. Ideally, the matrix converter should be an all silicon
solution with no passive components in the power circuit. The
ideal conventional matrix converter topology is shown in Fig.
11. It provides a smaller converter promoting more reliability
in comparisons to others. But due to its complex control it has
not been accepted in industrial applications [22].

V. RELIABILTY OF WIND TURBINES

The reliability of a wind turbine is critical to extracting the
maximum amount of energy from the wind. Different
techniques, and algorithms have been
developed to monitor the performance of wind turbine as well
as for early fault detection to prevent catastrophic failures.
Implementation of condition monitoring system (CMS) and
fault detection system (FDS) is essential for achieving high
availability of the system. All wind turbines should be
equipped with an integrated condition monitoring system for
planned preventive maintenance.

methodologies
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Figure 11. The conventional matrix converter topology.



This will also reduce the probability of catastrophic failures
and consequent damage to components. Two of the more
common condition-based maintenance (CBM) techniques are
vibration-based monitoring and fluid-based monitoring. A
typical-vibration monitoring system includes multiple types of
sensors with multiple monitoring algorithms, which can be
complex and costly. However, fluid-based monitoring
provides only limited information related to the condition of
wind turbine components [23].

VL CONCLUSIONS

Wind energy technology is a renewable, available, and
environmentally clean resource that has reached a degree of
technological maturity to be an acceptable utility generation
technology. The increased wind power penetration in power
systems networks leads to new technical challenges, implying
research towards more realistic and physical models for wind
energy systems. This paper presents a more realistic modeling
of power electronics converter used in wind power systems.
There is a continuing effort to make converter and control
schemes more efficient and cost effective in hopes of an
economically viable solution to increasing environmental
issues. Wind power generation has grown at a significant rate
in the past decade and will continue to do so as power
electronic technology continues to advance.
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Abstract---The increasing crisis of petroleum oil that is currently
leading to uncertainty in its sustainability has forced the
researchers worldwide to search alternative insulating liquid to
mineral oil. Researchers are looking for suitable vegetable oils as
alternatives. These oils are biodegradable, environmental
friendly and available in different countries including
Bangladesh. They may require some processing and modification
to improve some of their properties to ascertain their safe use in
power and distribution transformers as well as in high voltage
equipment. This paper provides a comparative assessment of
breakdown property through experimental investigation of
several vegetable oils with respect to mineral oil. It is found that
the vegetable oils are suitable for low voltage application (less
than 11KYV) to use as dielectric fluid.

Keywords---Breakdown voltage, vegetable oils, dielectric

strength, mineral oil, electric field intensity, partial

discharge.

I. INTRODUCTION

For more than a century, petroleum based mineral oil have
been used in  liquid filled transformer. Several billions of
liters of transformer oil are used in transformer worldwide.
The mineral oils were extracted from petroleum which is
going run out in the future [1]. The popularity of mineral
transformer oil is due to its availability, low cost, excellent as
dielectric, cooling medium and easily inflammable. Despite
the obvious popularity over time these oils have been found to
be lacking in property requirement and most importantly is
their negative environmental impact. The disadvantages of
mineral oil are non-biodegradable, contaminate soil and water,
disturb the plantation and other lives, and harm the
environment, low fire point [2]. The natural vegetable oil, on
investigation have shown impressive properties and stand as
alternative or total replacement to mineral and petroleum oils.
It is important to find alternative oil sources that have similar
dielectric characteristics with the existing one and probably
can increase the performance of related equipments. Vegetable
oils have already been applied successfully to small
transformers in the United States [3]. The alternative fluids
such as synthetic esters, natural esters are already in common
use at voltage levels up to 40 KV [4].
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John Luksich identified that natural esters (Vegetable oil) is
finding growing acceptance and application in electrical
equipment using liquid insulation. It is fire safety, interaction
with insulation and environmental characteristics make it an
excellent choice for many applications [5].

K. Sirikulrat and N. Sirikulrat (2008) investigated the
dielectric properties of different maturity of soybean oil was
found to increase with the increase in the heating time and
was well correlated with acid value, density and viscosity [6].

D. Martin et,al (2006) presented some of the findings to
ascertain the suitability of vegetable oil based dielectrics as
alternative to mineral oil in large power transformers. Their
aim was to investigate whether ester oils are suitable
replacements for mineral oil in large transformers above
132KV voltage levels. They compared esters to mineral oil
and concluded in the following way:

*Esters are more biodegradable than mineral oil.

* Esters are non-toxic.

* Natural esters are from renewable sources.

* Esters have higher flash points and fire points than mineral
oil making esters better suited to transformers [7].

R. Eberhardt et, al (2010) pointed out that different companies
are offering alternative insulation liquids which are already
used in distribution transformers. On the other hand, there is
little experience with those fluids in large power transformers.
For the confirmation of the usability of new insulating liquids
comparison methods must be tested to find the differences
between the alternative insulating fluids and commonly used
mineral oil. They studied the partial discharge behavior of
alternative insulation liquids such as synthetic and natural
esters compared to commonly used mineral oil [8].

In order to settle down the flammability and environmental
issues, many researchers started to look for alternative sources
for mineral oil. This research has been carried out to search
alternatives for mineral oil which are available in Bangladesh.
The breakdown voltage and electric field intensity of
commercially available vegetable oil such as soybean oil,



palm oil , mustard oil and transformer oil have been carried
out in a laboratory based setup and comparison have been
made to find out best substitute for mineral oils used in high
voltage equipments.

II. EXPERIMENTAL SETUP

In order to measure breakdown voltage, High Voltage Oil
Tester Set, model OTS-E Series (Semi-automatic) was
used which is available in RUET HV Laboratory as shown in
fig.1. The oil tester was equipped with adjustable 36mm
diameter mushroom electrodes. An AC voltage was applied
using a 60KV step up transformer for the breakdown test. The
maximum output voltage capacity of 60KV was possible for
this instrument. Breakdown voltage was determined by
applying 50 Hz AC voltage to the electrodes. During each
experiment the applied voltage was increased manually from
zero at a rate of approximately 0.4KV/Sec. until the
breakdown occurred. A transformer control unit (TCU)
monitored the cell current and interrupted the supply voltage
to the step up transformer when breakdown occurred in the
sample test cell as shown in fig.2.

Figurel. Liquid dielectric test set, model OTS-E Series for breakdown voltage
measurement.

The dimension of oil test cup was approximately 15 cm in
length, 10 cm in width and 12 cm in height. The cell was
designed to take small sample volumes with a gap distance of
2.5mm, Smm, 7.5mm and 10mm. For each of the vegetable oil
samples four breakdown measurements were carried out at
room temperature of 32° C. The samples were purchased from
the local market and were used without processing and
filtration. For each sample, PD inception voltages were
recorded and breakdown voltages were measured. At the same
time video recording was performed to observe PD inception
and breakdown phenomena. After finishing each experiment
the oil sample was taken out from the test fixture and then the
fixture was disassembled, cleaned and dried at room
temperature.
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Figure2. Schematic of electric breakdown test setup.

III.  RESULTS

Based on the above experiment the data were plotted to make
comparison and observation. Fig.3 shows that for a gap
distance (2.5mm-5mm) of 2.5mm, the increasing rate of
breakdown voltage is 4KV which increase up to 7KV for a
gap distance (Smm-7.5mm) of 2.5mm and 14KV for the next
gap distance (7.5mm-10mm) of 2.5mm. Fig4 shows
the breakdown characteristics of Palm oil. It starts from 6.5KV
and goes up to 19KV for gap distances of 2.5mm, Smm,
7.5mm and 10mm with more or less similar increasing rate.
From Fig.5 , It is seen that for a gap distance of 2.5mm the
breakdown voltage is 8KV and goes up to 21KV for the gap
distances mentioned in the figure. Fig.6 shows the breakdown
characteristics of mineral Transformer oil.For a gap distance
of (2.5mm-7.5mm) the breakdown voltage increasing rate is
the same and after that the increasing rate of the breakdown
voltage is higher compared to other vegetable oils. Fig.7
shows the comparison of different electric breakdown voltages
of several vegetable oils with respect to the breakdown
properties of transformer oil. Breakdown property has been
used as the base line as it is widely used for the selection of
dielectric for power and distribution transformers. Fig.8 and
Fig.9 shows the comparison of Partial Discharge (PD)
inception voltages and electric field intensities respectively.
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IV.  DISCUSSIONS

A. From “Fig. 7, it is identified that for a gap distance of
10mm between electrodes, the breakdown voltage of
transformer oil is higher compared to other vegetable oils.

B. The breakdown voltage of transformer oil is rapidly
increasing compared to vegetable oils with the increasing gap
distance.

C. Mustard oil has the higher breakdown voltage compared to
other oils for the use of less than 12KV.

D. For lower gap distance (2.5mm-5mm), the breakdown
voltage of all types of oils are approximately equal.

E. For the shortest gap distance (2.5mm), the breakdown
voltage of mustard oil is comparatively higher than other oils.

F. It is seen that mustard oil has the higher breakdown voltage
compared to other oils for working voltage level within the
range of 5-10KV.

G. Palm oil shows the less significant behavior as dielectric
liquid.

H. From “Fig. 8”, it is seen that, Palm oil and transformer oil
has shown the partial discharge inception at comparatively
lower voltage.

I. Mustard oil shows the highest voltage for partial discharge
inception at higher gap distance of 10mm.

J. Palm oil shows the lowest voltage for partial discharge
inception at a gap distance of 10mm.
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K. From “Fig.9”, it is observed that electric field intensity is
more in all the oils for smaller gap distance and decreases with
the increased gap distance but after 7.5mm gap distance
transformer oil and soybean oil show typical anomalous
behavior. This is because of the fact that dielectric strength of
mentioned oils increase with the increase in gap distance
between the electrodes.

L. The electric field intensity in transformer oil is less
compared to other vegetable oils for gap distance of 2.5mm.

CONCLUSIONS

Breakdown voltages of soybean oil, palm oil, mustard oil and
mineral oil have been investigated and compared. As a result
of the above discussions, it is concluded that the vegetable oils
are suitable for low voltage application (less than 11KV) to
use as dielectric fluid. Mustard oil could be considered as a
potential dielectric. Among the samples, palm oil is inferior
which needs modification to use. Further investigation can be
done with pre-processing of the samples and even higher
electrode gap with higher applied voltage and also with
different electrode configuration.
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Abstract—Power crisis is increasing day by day. By
designing efficient power generation model it is possible to
meet up some extent of power required by the industry
especially for the medium load industry. This paper
represents such a model to design an efficient power
generation system in medium load (range up to 6000 amp,
440 volts) industry. Previous Paper represents the system
with lower rating up to 1250 KVA but the proposed system
is high rated up to 2500 KVA. The value of neutral current
is also minimized (up to 8 amps). This model used 4
generators in parallel and sufficient cooling arrangement
has been built. The final result shows that the proposed
model is stable and optimum power is generated.

Keywords—Efficient, medium load industry, different loan
condition.

L INTRODUCTION

Power system is a complex system and the demand is
increased day by day rapidly. The whole world especially the
third world is hungry for power and they show a vast eagerness
to get it. Many industries in Bangladesh are in land storage and
the power crisis is observed almost every day [1]. So it is
necessary to make efficient power generation system.
Industries are the main consumers of power and this is highly
appears that the want of power can only be minimized by
efficient power generation system. Actually for an efficient
power generation system, at first the design of that system is
necessary. And during the designing period it is essential to
know the amount of power consumption in KW is needed.

The climate change has a great impact on power system.
The last few years many natural calamities took place in the
third world country like Bangladesh, India, and Pakistan. These
natural calamities affect the electrical energy production. And
this change is affecting power systems at all levels, including:
distribution transmission and loads [2]. Many methods are
proposed to develop electrical energy generation and some
solution is obtained with fabulous efficiency. This represents a
great change in power system designing, traditionally based on
large concentrated power plants. In the case of renewable
energy sources, a problem is arisen that the sources of them are
not available for all the time and this is an auxiliary support for
power system. And the integration problem is also arisen in

978-1-4799-2299-4/13/$31.00 ©2013 |IEEE

56

renewable energy. The rapid depletion (hence, increase of cost)
of fossil fuels, rising demand for electricity power, government
policy on reduction of greenhouse gas emission, are the key
factors leading to a growing in the use of distributed
generation (DQG) units, including both renewable and non-
renewable sources such as photovoltaic (PV), wind turbines,
wave generators, fuel cells and gas/steam  powered
Combined Heat and Power (CHP) stations [1]. So this is also
a problem for power system and as well as unit commitment.
But like other countries Bangladesh shows its eagerness in
developing the power system by using renewable energy. But
to full-fill the power demand they should be installed with
capabilities which mitigate the oscillation.

On the other hand, the demand of electricity is rising and
the existing power system needs to be modified. This paper
shows a reliable and efficient power generation system that can
be minimized the demand and as well as it tries to generate
power with minimal cost.

IL.

The main drawbacks of the existing power systems can be
summarized below as [1&3]

A. Inefficiency:

Almost 8% of the total power is lost along transmission
lines while only one-fifth of its generation capacity exists to
meet the peak demand.

B. Domino-effect failures:

It is a strictly hierarchical system where power plants at
the top of the chain ensure power delivery to customers’
loads at the bottom of the chain. In other words, the power
flows in only one direction, which will leads to large-scaled
blackout triggered by power plants intermittence or even
transmission lines problems. The most well-known failure
occurred in August 2003, when 50 million customers in the
USA and Canada lost power for up to two days due to
cascading events.

LIMITATIONS OF EXISTING POWER SYTEM

C. Instability:

The unprecedented fluctuation of demand for electrical
Power, coupled with increasing penetration level of DGs and
lagging investments in the electrical power infrastructure, has
decreased system stability.



Hence, a design is adapted for efficient power system to
meet up the required power demand of the consumers [4].

In the following paragraphs, we describe more in detail the
model of efficient power generation system and then we
focus on the challenges of designing this system. For this
purpose we take a reference model which is done by another
person. This model is given below,

IIL.

The proposed model has been built in the medium load
industry with high rated generators in the city of Dhaka,
Bangladesh. The present system has four generators which are
rated 550, 660, 1250 and 2500 KVA respectively. The
generators are connected in parallel. The data taken for 2500
KVA generator with following specification:

Serial: FGWOSPECPSOA02019
Year of manufacture: 2011

Rated Power: 2500 KVA

Rated Current: 3609 A

Rated voltage: 400/230

Rated rpm: 1500

Maximum ambient temperature: 30° C
Excitation voltage: 47 volt

Excitation current: SA

The system design shown below:

Main tank ? @ OI

SYSTEM ARCHITECTURE

|

Lt

Figure 1: Proposed Model for Power Generation

The proposed model has been designed to get the optimum use
of land and materials for maximum and efficient power
generation system for the medium load industry which needs 4
or SMW. This model has some special specifications which are
given below:
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A. Compact Space

In medium load industry, there is space shortage. So, idea
about the compact space rule is required to design the system
within a limited area. A compact space system is a crucial thing
to build a system which results in the reduction of its land size,
less cost and efficient power system.

B. Reduced distance from generation to load

From distance rule of resistance drop, it is well know that
the resistance drops as power losses increases as the distance
between generating point and load point increases. In this
proposed system, the generation and distribution systems are
very closed. So the power loss is reduced in great extent. So the
maximum and efficient power generation and distribution is
possible.

C. Reduced Conductor Cost

As the generation point is very near to the load point, so it
reduces the conductor cost and insulation cost which is
economical for power generation.

D. Noise and Heat reduction

For about 3.96 MW power generating station, comfortable
heat and noise margin level has to be considered in this model
for human safety. Silencer box is used to keep noise level
within 85-95 db. Heat reduction is made by the exhaust pipe.

E. Proper air intake and exhaust

For 4 generators the requirement of total air is above
3,40,000 cm® Centrifugal blower arrangement has been
mounted at the front side of the room to fulfill the demand of
the existing air. To meet the air requirement high pressurized
blowers are used in this model. The system has 4 exhaust pipe
and 3 blower at the back side for exhaust air and free hot air in
the outside of the room respectively.

F. Compact diesel tank

Inlet temperature of generators should be below the 40
degree centigrade. Normally the big Diesel tank (More than
1600 L) is used to fulfill the requirement. But in this model
heat exchanger has been used. It is connected with the return of
the fuel (200L) line of generator to cool the fuel as its
temperature rises above 60°C. So the water coming from
chilled water line absorb the heat and fuel mixes with the
existing diesel makes the temperature of the total fuel below
40°C. Then finally fuel from main tank comes in the storage
tank to keep the fuel in the required level if diesel level low
down

IV. MODEL OUTLINE
According to the proposed model the outline of the system
is given below:
A. Generator Arrangement

Parallel connected generators has been installed 10 inch
high from ground level each and the spacing provided for four



different generators is 3 feet, 6.5 feet, 13.5 feet. During the
running time generator creates vibration. For this vibration any
kind of coincidence may be occurred in the system. To remove
this occurrence a concrete at directly on the top of the floor
slab and mount the generator set on this pad. The purpose of
this pad is for cleaning around the generator set and provide a
strong base level.

B. Air intake/outlet

The high pressurized air keeps the temperature at stable
limit. So in this model the air intake pressure for the first two
generators is 5700 CFM and the rest two consecutive
generators have 9500 CFM intake pressure. Air is released in
environment after circulation. For this purpose 6 exhaust fans
are used in outlet to keep environment stable..

C. Louver System

At the right side of the generator the arrangement of this
system is made, so air can be easily flowed by itself. It has 16
feet height and 20 feet long. The generator room and
environment is cooled and also reduced the noise of the
generator room by this system.

D. Arrangement of Diesel Tank

The main tank of diesel supply is installed outside the
generator room and it is connected to the respective storage
tanks of each generator. The main tank consists of four
individual tanks and the net capacity is 90000 L. These four
tanks are internally connected. One storage tank is at the right
side of the 1250 KVA and another one is at the left side of the
2500 KVA generator. And the other two are situated at the
down of the 550 KVA and 660 KVA generator. The capacity
of the storage tanks for the 2500 KVA, 1250 KVA, 660 KVA
and 550 KVA generators are 5000L, 2000L, 1000L and 800L
respectively. Here motor is used to pull the diesel to the storage
tank and the surrounding pipes. At the side of the pipe beside
the generator there is two accessories, gate valve and pressure
gauge. And at the side of the motor there is a gate valve, a
pressure gauge and a meter. The meter is used to see the flow
of the fuel through the pipe, gate valve is used to control the
flow of diesel and pressure gauge is for monitoring pressure
inside the tank and also in the pipe. Ball valve is also used for
some maintenance and flexible use. The unused diesel comes
back to the storage tank through a pipe which is connected with
the heat exchanger cools the oil. Two thermometers have been
used in the two side of the storage tank to see the temperature.

E. Exhaust System

It is well known that the diesel engine work in four cycles.
After a complete cycle of diesel engine each generator
produces hot exhaust gas. For this exhaust system has been
built. The purpose of this system is to safety discharge the
engine combustion product called exhaust gas into the
atmosphere outside of the building with minimum hazard to
people and environment. Piping arrangement has been built at
the roof of the generator room above 20ft from the ground
level. It comes from silencer pipe. For four generators four
flexible pipes have been used. Exhaust pipe size is adequate to
prevent back pressure. In the outside of the room exhaust pipe
is horizontal. Exhaust piping components are insulated as
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necessary to prevent operator burns and reduce pipe radiant
heat losses.

F. Radiators

Radiators gave been built to release the produced heat in
engine to the environment. The radiator is not directly mounted
at the engine. It is mounted close proximately to the generator
set. The close radiator is mounted vertically. The radiator
consists of electric fans to provide cooling air.

G. Fire fighting equipment and safety system

Firefighting equipments have been provided to the
generator room. There are five cylinders of CO, extinguishers
are used. Fire proof materials are also used where exhaust pipe

passes through building. Also personnel are provided with ear
plugs, ear muffs, and maintenance tools.

H. Noise and heat reduction

Each generator has silencer to reduce the noise in the
engine. It is situated in the upper side of the engine.
Compliance with local noise codes is always maintained here.
For heat elimination dry type insulation has been used across
the silencer and exhaust pipe. To reduce the heat in the
generator room sufficient air flow is maintained to remove the
heat. Cooling arrangement and exhaust fans and also used for
this purpose.

1 Utility Power

During the periods when generators are not running utility
power must be provided to power critical component. Battery
charger, turbo charger, space heaters and other devices have
been used to maintain the generators set components and allow
fast easy starting.

V. EXPERIMENTAL DATA
We know for power, the equation is,
P = (\3) VI cose. 1)

Here, P = Power; V = Voltage; I = Current; and cos@ = Power
factor. This equation is used here and for the simulation the
following tables are used,

TABLE L EXPERIMENTEL DATA OF THE SYSTEM(9.00-10.00AM)
START END TIME TOTAL AVG. AVG. KW
TIME HOURS VOLTS AMPS

400 1385.64 960

400 1400 970

401 1403.78 975

402 1421.83 990
9.00 AM 10.00 AM 1 403 1495.77 L044
403 1489.94 1040
403 1504.26 1050

404 1594.86 1116
404 1600 1120
404 1629.16 1140




TABLE IL EXPERIMENTEL DATA OF THE SYSTEM(1.00-2.00PM)
START END TOTAL AVG. AVG. KW
TIME TIME HOURS VOLTS AMPS
402 998.16 695
400 1154.70 800
403 1415.44 988
403 1431.19 999
400 1472.24 1020
1.00 PM 2.00 PM 1 402 1522.37 1060
403 1540.08 1075
404 1564.85 1095
403 1575.89 1100
401 1655.74 1150
400 1703.18 1180
403 1719.16 1200
402 1737.8 1210
TABLE III. EXPERIMENTEL DATA OF THE SYSTEM(3.00-4.00PM)
START END TOTAL AVG. AVG. KW
TIME TIME HOURS VOLTS AMPS
404 1371.92 960
403 1396.82 975
402 1407.47 980
400 1424.61 987
403 1425.47 995
3.00 PM 4.00 PM 1 401 1497.37 1040
404 1514.83 1060
401 1547.76 1075
400 1580.5 1095
403 1604.55 1120
TABLE IV. OPERATION STATUS AT DIFFERENT POINT
N.C C.T D.T E.T LOP
7 61 36 31 8.1
7.1 61.1 36.1 31 8.1
7 61 36 31 8.1
7.1 61.2 36.2 31 7.9
7 61 36 31 79
7.1 61.1 36.1 31 8.1
7 61 36 31 8.1
7.1 61.2 36.2 31 8.1
7 61 36 31 8.1
7 61 36 31 7.8
7.2 61 37 32 7.8
7 61 37 32 8.1
7 62 38 32 8.1
7 61 37 32 8.1
7 61 37 32 8.1
7 61 37 32 8.1
72 61 37 32 8.1
72 61 37 32 8.1
7 62 38 32 8.1
7 62 38.1 32 8.01
7 62 38.1 32 8.01
7 62 38.1 32 8.01
7 62 37 32 8.01
8.1 61.2 38.2 34 8.01
8 61 38 34 8.01
8.2 61.2 38.2 34 8.01
8 61 38 34 8.01
8.1 61.3 383 34 8.1
8 61 38 34 8.1
8.1 61.4 38.4 34 8.1
8 61 38 34 8.01
8.1 61.5 38.6 34 8.1
8 61 38 34 8.1
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EXPERIMENTAL RESULTS

The experimental result shows the variation of coolant
temperature and diesel temperature with respect to Load
(KW). Here the figures are sectioned by two sections. In
first section has three figures which describe the response of
variation of CT and DT with Load and second section has
three figures which describe the variation of N.C with Load.

The figures are shown in below,
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Figure 2: Variation of CT and DT with Load(from 9:00 am

to 10:00 am).
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Figure 4: Variation of CT and DT with Load(from 3:00 pm
to 4:00 pm). Figure 7: Variation of N.C with Load(from 3:00 pm to 4:00
. . . pm).
The variation of neutral current with Load is given below,
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diesel fuel supply and air intake should be kept in mind
while installing.
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Abstract— In rotating machines, an unbalanced voltage or
current in one phase winding due to electrical faults or uneven
load cause negative sequence current. It is very well known that
this current could cause rotor damage, and that damage is highly
detrimental to rotating machines such as motors and generators.
This paper focuses on the negative sequence components; its
effects and protection of an alternator against it using the
microprocessor based relay VAMP 210.

Keywords— Unbalanced loading, symmetrical components,
Inverse delay, VAMP 210 generator protection Relay.

L INTRODUCTION

There are a number of system conditions that can cause
unbalanced three-phase currents in a generator [1]. Any
sudden disturbance or fault causes an unbalance condition in
the network which results in unbalanced phase currents.
These currents create negative sequence current in generator
stator. Negative sequence current interacts with normal
positive sequence current i.e. this component rotates at
synchronous speed in a direction opposite to the direction of
rotation of rotor to induce a double frequency current (120 Hz)
in the rotor. These rotor currents can cause an excessive
temperature rise in a very short time and damage the rotor [3].
Unbalanced stator currents also cause severe vibrations to the
stator. Under normal conditions, the electric and magnetic
fields are circumferentially distributed periodically and
evenly across the air gap. However, during electrical
disturbances, these fields change abruptly and become
distorted. The unsymmetrical magnetic flux densities in the air
gap create an unbalanced pull on the rotor [4, 5]. Healthy
or loaded phase windings will have higher flux densities
than the open-circuited phase or phases. This condition is
most likely to exist as a result of unbalanced loading. The
worst-case effect is when the rotor rubs on the stator coils.

II.  SYMMETRICAL COMPONENTS

The theory of symmetrical components was developed by
Charles Fortesque in 1918. Symmetrical components allow us
to break down the problem of solving unbalanced fault
conditions in the power system. He showed that any
unbalanced system of 3 phase currents or voltages may be
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regarded as being composed of three separate sets of balanced
vectors such as positive phase sequence components, negative
phase sequence components and zero sequence components.
These three sets of phasors are given the name symmetrical
components of the original unbalanced system.

‘1'\\
b c

Megative Sequence

Positive Sequence -

Figure 1: Phasor Diagram (Three phase voltage or current)

A. Negative Sequence Current in a Cylindrical Machine
Rotor

These rotor currents can cause an excessive temperature rise in
a very short time. Figure shows the general flow of negative
sequence current in a cylindrical machine rotor. The current
flows across the metal-to-metal contact of the retaining rings
to the rotor forging wedges. Due to skin effect, only a small
portion of this high-frequency current flows in the field
windings. Excessive negative sequence heating beyond rotor
thermal limits results in failure of the generator [2]. The
negative heating follows the resistance law so it is
proportional to the square of the current. The heating time
constant usually depend upon the cooling system used and is

equalto K =1 22 t where I, is rms value of negative sequence

current in pu, ¢ is the current duration in seconds and K is the
constant depending on the generator design and size usually




lies between 3 and 20 (The larger the generator the smaller the
value of K).

RE TAINING
RING

FIELD
WINDING

Figure 2: Currents in the rotor surface
B.  Negative Sequence (Unbalanced Current Protection)

Unbalanced loading can be protected by using negative
sequence current filter with over current relay. It is a general
practice to use negative sequence current relays which
matches with the heating characteristics (PK) of the
generator. In this type of protection three CTs are connected to
three phases and the output from the secondaries of the CTs is
fed to the coil of over current relay through negative sequence
filter. Negative sequence circuit consists of the resistors and
capacitors and these are connected in such way that negative
sequence currents flows through the relay coil. The relay can
be set to operate at any particular value of the unbalance
currents or the negative sequence component current.
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sequence filte
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Figure 3: Protection against unbalanced loading
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II1.

The current unbalance protection is based on the negative
sequence of the base frequency phase currents. In this relay
(VAMP 210) both definite time and inverse time characters
are available.

The inverse delay is based on the following equation:

Kl

2

_K2

INVERSE DELAY CHARACTERISTICS

12
Il

2

Where, ¢ is operation time, K; is delay multiplier, I, is
measured and calculated negative sequence phase current of
fundamental frequency, I,, is rated current of the generator, K,
is pick-up setting /,> in pu. The maximum allowed degree of
unbalance.

If more than one definite time delay stages are needed for
current unbalanced protection, the freely programmable stages
can be used in this relay.

A. Setting Group of VAMP 210

There are two setting groups available. Switching between
setting groups can be controlled by digital inputs, virtual
inputs (mimic display, communication, logic) and manually.

Currantintul anoeChar
B L

4
Negative sequence current L (%)

Figure 4: Inverse operation delay characteristics unbalance stage ,>



TABLE L. PARAMETERS OF THE CURRENT UNBALANCED STAGE I,> IN
VAMP 210TABLE TYPE STYLES
Paramet Value Unit Description Notes
er
Status - Current Status of the
Blocked Stage
Start F
Trip F
SCntr Cumulative start counter C
TCntr Cumulative trip counter C
SetGrp lor2 Active setting group Set
SGrpDI Digital signal to select Set
the active setting group
- None
DIx Digital input
VIx Virtual input
LEDx LED indicator signal
VOx Virtual output
Force Off Force flag for status Set
On forcing for test
purposes. This is a
common flag for all
stages and output relays,
too. Automatically reset
by a 5 minute timeout.
I/Igen %]Ign The supervised value.
L> Y%lgn Pick-up setting Set
> s Definite time operation Set
(Type=DT)
Type DT Definite time Set
INV Inverse time
K, s Delay multiplier Set
(Type=INV)

IV. MAIN FEATURES OF VAMP 210 RELAY

VAMP 210 relay utilizes the numerical protection technique
which means all the signal filtering, protection and control
functions are implemented through digital processing. An
adapted Fast Fourier Transformation (FFT) algorithm is used
in this regard. Synchronized sampling of the measured voltage
and currents signals are used. The sampling rate is 32
samples/cycle within the frequency range of 45 Hz to 65 Hz.

The main features of VAMP 210 are:

» Easy adaptability of the relay to the power plant
automation system or SCADA systems using the
wide range of available communication protocols.

» Flexible control and blocking possibilities due to
digital signal control inputs (DI) and outputs (DO).

» Freely programmable interlocking schemes with
basic logic functions and timer.

» Recording of time stamped events and faults values
with built-in disturbance recorder for evaluating all
the analogue and digital signals.

»  Arc protection is available as option.

» Fully digital signal handling with a powerful 16-bit

microprocessor.
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Figure 5: Functional diagram of the VAMP 210 generator protection relay

V. BLOCK DIAGRAM
39 FREQUENCY
SUPLY CONTROL CIRCUTT
1o 39 19 NI [ CRCUT [
INVERTER | | MOTOR | | GENERATOR | | TRAMEORMR || BREAKIR || GRID

Figure 6: The block diagram of the generator protection scheme designed in
our project
The block diagram above shows the entire generator
protection scheme installed in our project. According to the
diagram a three phase supply is directly fed to the three phase
inverter. The inverter is connected with the generator through
a three phase motor. In this diagram the inverter has used to
vary the frequency of the motor by using the frequency control




circuit. By varying the motor frequency, generator frequency
can be varied. The generator shaft has been rotated by
coupling it with the output of the motor. The next stage is a
unit transformer which is used to provide an electrical
isolation between the generator and the grid so as to protect
the generator from getting damaged by the overcurrent from
the grid. The transformer unit is connected to the grid through
a circuit breaker.

Figure 7: The complete schematic diagram of the generator protection project
using VAMP 210 relay. First picture shows the Generator-Transformer unit,
Second picture indicates the control panel for the fault clearing along with the
entire block diagram of the system, 3 (right) denotes side view of generator
along with the motor below which rotates the shaft of generator, 4 (left)
Shows the Inverter system which Is used to control the speed of the generator.

V. SIMULATION & RESULTS

In our project we have modeled different abnormal conditions
in order to observe the performance of the VAMP 210 relay.

As we know Negative sequence relay protects generator from
excessive heating in the rotor due to unbalanced stator
currents. During unbalanced condition Rotor temperature rise
in proportion to I,’t and relays provide settings for this
relationship in the form of a constant, k = L’t. In our project
the relay setting was 2.5% of the unbalanced Current and with
a operation delay of 5 second was provided. We took data for
the variation of load. Initially we had 480W resistive load and
then gradually decreased the load.

Ahsanullah power station
UNBALANCE STAGE 12> 46
Enable for 12> On
Unbalance 12/lgen 2.5 %lgn
Status
Start counter 0
Trip counter 0
Set group DI control
Group 1
Group 1 Group 2
Pick-up setting K2 5 % 20 %
Delay type DT DT
Operation delay 50 s 100 s
(a)
Ahsanullah power station
UNBALANCE STAGE 12> 46
Enable for 12> oft
Unbalance 12/lgen 41 %lgn
Status
Start counter 0
Trip counter 0
Set group DI control
Group 1
Group 1 Group 2
Pick-up setting K2 5 % 20 %
Delay type DT DT
Operation delay 50 s 10.0 s

)



Ahsanullah power station
UNBALANCE STAGE 2> 46
Enable for 12> On
Unbalance I12/lgen 6.7 %lgn
Status Start
Start counter 3
Trip counter 1
Set group Dl control
Group 1
Group 1 Group 2 ‘
Pick-up setting K2 5 % 20 %
Delay type DT DT
Operation delay 50 s 100 s
FAULT LOG
Date hh:mm:ss.ms  Group  Fault current Elapsed delay
1] 2013-09-02 14:21:43.830 1 15 % 18 %
[2] 2013-09-02 14:21:05.229 1 8% 42 %
[3] 2013-09-02 14:19:16.329 1 10 % 100 %
(©
Ahsanullah power station
EVENT BUFFER
] 2013-09-0:  14:22:59.329  05E01 12>starton 15 %
[2] 2013-09-0:  14:23:.04.230  05E02 12> tripon 15 %
[3] 2013-09-0:  14:23:04.830  05E04 12> trip off
4] 201309-0:  14:23:.04.830  05E03 12> start off
(d)

Figure 8: (a), (b) and (c) shows the simulation data incorporating VAMP 210
relay during the gradual variation of load to view the effects of unbalanced
condition and (d) shows the history of relay operation.

VL

In a rotating machine, the negative sequence current vector
rotates in the same direction as the rotor. It is the magnetic
flux produced by the negative sequence current that rotates in
the reverse direction of the rotor. Thus, the rotor cuts through

CONCLUSION
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the flux at twice the synchronous speed, and the induced
current in the rotor is twice the line frequency which is
harmful for the machine. In this paper, the authors first review
the concept of sequence components and its effects in the
rotating machines. Then explains the features and functional
operation of the microprocessor based relay VAMP 210 for
the protection against negative sequence current. Moreover,
necessary experiment has been performed to observe the
effects of unbalanced condition.

This project has been performed using VAMP 210 relay which
is comparative a new relay with a robust protection schemes.
The necessary results have been shown in the result &
simulation section. The relay was operated perfectly against
the unbalanced fault during the performing this project. In
future, faster operating digital relays can be introduced
incorporating IEC standards.
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Abstract— Loss minimization, cost minimization and voltage
stability are the major concerns for modern power system
networks operating under highly stressed conditions due to
continuously increased power demand. So, it is necessary to
analyze the power system considering these factors. A Flexible
AC Transmission System (FACTS) device such as Static Var
Compensator (SVC) in a power system improves the voltage
stability, reduces the power loss and also improves the load
ability of the system. This study investigates the application of
Ant Colony Optimization (ACO) technique to find optimal
location and rated value of SVC thus optimizing total power loss,
generation cost, FACTS device cost and improving voltage
profile in the power system. Simulations are performed on IEEE
14 bus and IEEE 57 bus. It is observed from the results that total
loss is optimized, total cost is minimized and voltage profile is
improved.

Keywords—  Power System Optimization, Ant
Optimization (ACO), Static Var Compensator (SVC).

Colony

L INTRODUCTION

The operation of power system is becoming more and more
challenging because of continuously increasing load demand
which is leading to an augmented stress of the transmission
lines, voltage instability, increase in loss and cost. To meet the
ever increasing demand it is now essential to maximize the
utilization of the existing transmission system.

In recent years, due to advancement in high power solid-
state switches, transmission controllers have been developed
which provides more flexibility and controllability. A new
solution for controlling power flow known as FACTS was
introduced in 1988 by Hingorani [1]. FACTS devices have
made the power system operation more flexible and secure.
They have the ability to control, in a fast and effective manner.
FACTS controllers minimizes loss, enhance the voltage profile
and the load ability of power systems [2].

FACTS devices include Thyristor Controlled Series
Compensator (TCSC), Static VAR Compensator (SVC),
Thyristor Controlled Phase Angle Regulator (TCPST), Static
Compensator (STATCOM), Unified Power Flow Controller
(UPFCQ), etc.

In this paper, SVC is used for several reasons. The most
widely used shunt FACTS devices within power networks is
the SVC due to its low cost and good performance in system
enhancement. It is more conventional and available. SVC can
control voltage with higher level of accuracy. It is a shunt-
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connected static Var generator or absorber whose output is
adjusted to exchange capacitive or inductive current so as to
provide voltage support and when installed in a proper
location, it can also reduce power losses [3]. For these reasons,
SVC is chosen over other FACTS devices in this paper.

Various FACTS controllers, their modelling and their
impact on power systems have been reported in the literature
[4]-[10]. But, most effective use of the FACTS devices largely
depends on how these devices are placed in the power systems,
i.e. on type, location and size [11]. An optimal location of
FACTS devices allows controlling its power flows and thus
enhances the reliability of the power systems [12]. Optimal
location and rated value can be found by applying established
search algorithms such as Genetic Algorithm (GA), Particle
Swarm Optimization (PSO), Improved Harmony Search (IHS),
Ant Colony Optimization (ACO) etc.

ACO is a probabilistic technique for optimization initially
proposed by Marco Dorigo [13][14].The inspiring source of ant
colony optimization is the foraging behaviour of real ant
colonies. This behaviour is exploited in artificial ant colonies
for the search of approximate solutions to discrete optimization
problems, to continuous optimization problems.

In the natural world, ants (initially) wander randomly, and
upon finding food return to their colony while laying down
pheromone trails. If other ants find such a path, they are likely
not to keep travelling at random, but to instead follow the trail;
returning and reinforcing it if they eventually find food.

Over time, however, the pheromone trail starts to
evaporate, thus reducing its attractive strength. The more time
it takes for an ant to travel down the path and back again, the
more time the pheromones have to evaporate. A short path, by
comparison, gets marched over more frequently, and thus the
pheromone density becomes higher on shorter paths than
longer ones. Pheromone evaporation also has the advantage of
avoiding the convergence to a locally optimal solution. If there
were no evaporation at all, the paths chosen by the first ants
would tend to be excessively attractive to the following ones.
In that case, the exploration of the solution space would be
constrained.

Thus, when one ant finds a good (i.e., short) path from the
colony to a food source, other ants are more likely to follow
that path, and positive feedback eventually leads to all the ants'
following a single path. The idea of the ant colony algorithm is
to mimic this behaviour with "simulated ants" walking around
the graph representing the problem to solve.



Various researches using different FACTS devices and
applying GA, PSO have been reported [15]-[20]. This paper
therefore proposes an ACO technique to determine optimal
location and rated value of SVC in transmission network to
optimize loss and voltage profile. The proposed method is
verified for IEEE 14 bus and IEEE 57 bus.

II.  PROBLEM FORMULATION

A.  Mathematical Formulation

In this present research, optimal location and size of SVC
has been found by formulating multi-objective optimal power
flow. Certain Objectives subject to satisfying some network
constraints have been minimized. Mathematically, the OPF
problem can be written as follows:

Minimize,
Ji(x,u)

F(x,u)= (1)
Ji(x,u)

Where, k=1, 2,......... number of objectives

Subject to

g(x,y)=0

h(x,u)<0

Here, x and u represent vector of dependent and control
variables respectively. For example, the dependent variables
include slack bus power, bus voltage angles, load bus voltage
magnitudes etc. Whereas, control variables include PV bus
voltage magnitude, generated power etc. The real and reactive
power balance equations are denoted by g(x,u) and components
operational limits are denoted by A(x,u).

B.  Objective Functions

1) Cost

The total cost is calculated from fuel cost and SVC cost.
The fuel cost can be determined from the following quadratic
equation.

NG
min(F(P)) =Y (a,F* +b,P+c,)
i=1
Where, a; b, c; are cost coefficients, P; is real power
generation and NG is the number of generation buses.

2

The SVC cost can be determined from the following
equation.

min(C,,.) = min(0.0003S> — 0.3055 +127.38)  (3)

Where, Cgyc denotes Cost of SVC, S denotes Operating
range of SVC in MVAR.
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The objective function is then formulated using total cost.

2) Power Loss
The objective function is formulated using total real power
loss. The value of current depends on the bus voltages and
transmission line parameters. After getting all branch data the
loss is accumulated and finally the total loss is found.

3) Voltage Deviation

To have a good voltage performance, the voltage deviation at
each load bus must be made as small as possible. The
minimum voltage deviation (VD) is determined by the
following equation:

min(VD) = min(zn: (v, -1p* (4)

Where, V; denotes voltage magnitude at load bus 1.

C. Constraints

1) Facts Device Constraints

The FACTS device i.e. SVC injects extra reactive power to
the PQ bus. So, the search domain for FACTS device
constraint is location and value. The location domain is only
PQ buses. Due to capacity limit, the FACTS device rated
value limit is represented by following equation.

Qmin < Q < Qmax

Where, Q is the FACTS device rated value in MVAR.

)

2) Power Loss Constraints

The system should have minimum loss. But, the FACTS
devices have a limit up to which the loss can be minimized.
So, the loss constraint is

< Pmax

Loss

min
P Loss s PLoss

(6)
Where, P, denotes Real power loss in MW

3) Cost Constraints

Due to decrease in fuel cost the total cost per unit decreases.
But, the per unit cost increases due to FACTS device cost. It is
also not possible to make the loss zero. So, the power system
should be optimized in such a way that the ultimate per unit
cost must be less than per unit cost without using FACTS
device. Hence, the cost constraint is as follow:

Fmin < F < Fmax
Where, F denotes Total cost.

(7

4) Voltage Profile Constraints

The desired value of voltage for each bus is unity in per unit
scale. But, the reality is the voltage of buses never to be equal
to unity. So, a range of voltage is considered as bus voltage
profile constraints in the time of optimization.

‘I/imin < |Vz| < ‘I/imax (8)

Where, V; denotes Voltage of i bus in per unit.




5) Power Balance Constraints

Total generated power of the power system must be equal to
the sum of total power demand and total power loss. These
criteria can be expressed by the following equations.

D F=D Pt R
2.0:=2.0,+2.0,

Where, P;= Generated real power in MW
Pp=Real power demand in MW
P,;=Real power loss in MW
0O¢= Generated reactive power in MVAR
Op= Reactive power demand in MVAR
0,= Reactive power loss in MVAR

©)
(10)

Power demand and power loss are variables. But, power
generation is limited from minimum to maximum output due to
economy and capacity. Hence, power generation constraints
can be represented as

min
I

05" <106 < |0

Where, Pg=Real power generation at i bus

<|py| <[5

(11)

(12)

. . -th
Q= Reactive power generation at i bus.

III. IMPLEMENTATION OF ACO

A. Initialization of Nodes

The procedure starts with creation of a population of a
fixed number of initial nodes from where the search process is
initiated. Each node is an n-dimensional vector given by
(X7,X2,X3, v oen, x,). Each coordinate of this vector is a randomly
generated real number between the ranges of search space.

B. Fitness of Nodes

The effectiveness of generated nodes is tested using a
fitness function. For the node (x;,x5,x3, ... ..., X,), it is given by

f)=1- 13
1+ F(x)

Here, F(x) is the objective function. A node whose fitness
value, which is always taken as positive, equals to zero is taken
as a solution. The value of fitness gives an idea about how far
the node is from the solution of the equation. The guiding spirit
behind the search process is to find nodes, which minimizes the
value of this fitness function through movement of ants.

C. Creation of Neighbours

The neighbours of a node are chosen using a special
strategy. As per this, for each node, a fixed number of
neighbours are generated within an admissible range. The
coordinates of each of these neighbours are altered by adding
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a real random number between ranges to the value of the
coordinate of the node. If the updated value of the coordinate
is within the admissible range of the nodes, the value is
retained. If this number crosses the range, the remainder is
taken on dividing the number by “p”. Similarly, other
coordinates of the neighbour are constructed. That means, the
neighbours of (x;,x5,x3,......, x,), are the collection of nodes
(Xp1,Xp2.Xp3,....X,,) Where each x, can be at a maximum
distance of modulo “p” from the coordinate x;.

D. Pheromone Distribution

An ant deposits a pheromone amount equivalent to its
effectiveness of the node where it resides. Based on the
strength of the pheromone deposit at the node, the surrounding
ants could be attracted to choose the node with higher
pheromone content. The quantity of pheromone deposited by
an ant at a visited node is given by

Phero(x) =

(14)
S (x)
Here, f(x) is the fitness of the node x where the ant is
located now.

This simple and straight forward depiction of pheromone is
derived from the fact that the present problem is a minimisation
problem to find a node with fitness value zero. Thus, nodes
with smaller fitness values have been given greater pheromone
content as they are close to the solutions. This way, more ants
are encouraged to traverse through such nodes.

Once each of the nodes in the topological neighbourhood of
a node has been allocated the pheromone, the ant chooses a
node using the probability

Phero(x)
Z Phero(x)

Here the summation applies to all nodes, which are in the
topological neighbourhood of the given node. In practice, this
is implemented by generating a uniform random number by
the system and selecting the node satisfying the probability
condition

prob(x) = (15)

E.  Pheromone Update

The nodes which have already been encountered in the
search process have been given additional weightage in the
search by offering an additional amount of pheromone. The
pheromone update used in the work is given by
PheroUpdate(x) = 0.01* Phero(x) (16)

This additional pheromone content is offered in addition to

the existing pheromone for the nodes, which have already
been visited by another ant.

F.  Pheromone Evaporation

The unchecked and continuous update of pheromone at the
nodes, which have already been visited by other ants, creates a
possibility of premature convergence, the phenomenon in



which most of the ants are forced to visit the nodes with an
accumulated pheromone deposit. The pheromone content is
reduced gradually when an ant visits a node, which has
already been visited more than once by other ants. The
procedure adopts the following formula for the pheromone
evaporation.

Visits X Phero(x)
A7)
100
After each iteration, ants are distributed through nodes

according to the new pheromone level determined by adding
pheromone update and pheromone evaporation.

PheroEvaporation(x) =

IVv.

The proposed ACO technique is simulated to validate. The
simulation has been completed by developing and
incorporating codes in MATLAB. MATPOWERA4.1 (a package
of code) has been used as associates of main code to get and
format system data. The simulation technique has been tested
in IEEE 14 bus system and IEEE 57 bus system. Both the
solutions with and without using SVC have been obtained by
ACO. Parameters of ACO are given below:

SIMULATION RESULTS

TABLE L ACO PARAMETERS
Parameters Values
Nodes 10
Pheromone evaporation rate 0.99
Pheromone update rate 0.01

A. IEEE 14 Bus System

THREE WINDING
TRANSFORMER EQUIVALENT

E ]
(6) ceneratons

{©) swicoronous
CONDENSERS

Figure 1.

IEEE 14 bus system.

The IEEE 14 bus system is shown in Fig.1. The optimized
system data for IEEE 14 bus system both using and without
using SVC are shown in table II. The optimal location of SVC
is found at bus 5 and the optimal value is 26.8016 MVAR.
Using SVC, loss is reduced by 0.74%. The cost is reduced by
0.0028 unit per megawatt. The voltage profile of IEEE 14 bus
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system optimized without using SVC and using SVC are
shown in Fig. 2 and Fig. 3 respectively.

TABLE II. OPTIMIZED IEEE 14 BUS SYSTEM DATA APPLYING ACO
Terms Optimization using Optimization
SvcC without using
SvC
Buses 14 14
Generators 5 5
Loads 11 11
Transformers 3 3
Total Generation | 772.4 772.4
Capacity(MW)
Total generated power | 272.3 272.4
MW)
Power demand(MW) 259.0 259.0
Power loss(MW) 13.3 13.4
Cost ($/MW) 29.9968 29.9996
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Figure 2. Voltage profile of IEEE 14 bus system optimized without using
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B. IEEE 57 Bus System
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Figure 4. IEEE 57 bus system.

IEEE 57 bus system is shown in Fig. 4. The optimized
system data for IEEE 57 bus system both using and without
using SVC are shown in table III. The optimal location of SVC
is found at bus 38 and the optimal value is 42.1807 MVAR.
Using SVC, loss is reduced by 2.59%. The cost is reduced by
0.0305 unit per megawatt. The voltage profile of IEEE 57 bus
system optimized without using SVC and using SVC are
shown in Fig. 5 and Fig. 6 respectively.

TABLE III. OPTIMIZED IEEE 57 BUS SYSTEM DATA APPLYING ACO

Terms Using SVC Without using
SvC

Buses 57 57

Generators 7 7

Loads 42 42

Transformers 17 17

Total Generation | 1975.9 1975.9

Capacity(MW)

Total generated power | 1277.9 1278.7

MW)

Power demand(MW) 1250.8 1250.8

Power loss(MW) 27.141 27.864

Cost ($/MW) 40.1271 40.1576

Voltage magnitude(pu)
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Figure 5. Voltage profile of IEEE 57 bus system optimized without using
SVC.
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Figure 6. Voltage profile of IEEE 57 bus system optimized using SVC.

V.

In this paper, ACO has been used to find the optimal
location and size of SVC device for the purpose of minimizing
loss, cost and improving voltage. Other popular optimization
techniques such as GA, PSO have already been shown in
different papers. So, they have not been repeated here for the
sake of the length of the paper. Simulations have been
performed on IEEE 14 bus and IEEE 57 bus systems using
MATLAB. From the obtained results, it is obvious that loss
and cost have been reduced and voltage profile has been
improved to a great extent using SVC. In fact, the
improvement is clearer in IEEE 57 bus system. The proposed
ACO technique has shown superior features including high
quality solution, stable convergence characteristics and good
computational efficiency.

CONCLUSION
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Abstract— Conventional Restricted earth fault protection
provides protection about 80 to 90% of generator stator winding
against earth fault when neutral of generator is earthed through
a resistance. In this paper, superconducting fault current limiter
an innovative device is used along with restricted earth fault
protection to provide 100% stator earth fault protection. A
specific generator is considered which is provided with restricted
earth fault protection to protect 90% of its winding against earth
fault. Then a resistive SFCL is applied in the protective scheme
replacing the neutral earthed resistance to a lower value than the
previous one. It is found that excellent operational characteristics
of SFCL facilitate the restricted earth fault relay to operate from
very beginning to the end of the generator winding and provide
100% stator earth fault protection.

Keywords— earth fault current, vrestricted earth fault
protection, superconducting fault current limiter, neutral earthed
resistanc.

L INTRODUCTION

Generator and transformer are the most important and
expensive essentials of power system. Their protection is
inevitable and it must be adequate. Biased differential
protection is extensively used for the over current protection
of both generator and transformer. For generator, although
differential protection provides a complete protection of stator
winding against phase to phase fault, but doesn’t in the case of
phase to ground fault. The differential relay may be tripped in
the absence of any earth fault [1]-[2]. This protection system is
also less sensitive for earth faults close to the neutral point in
an impedance earthed generator [3]-[4]. So, conventional earth
fault protection using over current elements fails to provide
adequate protection for generator or transformer windings.
The degree of protection is very much improved by the
application of restricted earth fault protection (or REFP).
Restricted earth fault protection by differential system is
increasingly used for the protection of generator stator
windings against earth fault, due to the outstanding selectivity
and excellent sensitivity. But the operation of restricted earth
fault relay is influenced by the magnitude of earth fault
current. The earth fault current depends on the value of
earthed impedance and position of fault in the stator winding.
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When earth fault occurs near to neutral, the restricted earth
fault relay remains inoperative and this portion of stator
winding remains unprotected. This continues up to 10-20% of
the generator winding. As a result, REFP provides protection
about 80-90% of generator winding against earth fault [5]. In
recent years, study has been carried out for the 100%
protection of generator winding against earth fault. This
protection scheme is a combination of low frequency injection
method and restricted earth fault protection [6]. Low
frequency injection provides protection about 5-20% of
generator winding and the remaining 80% winding is
protected by restricted earth fault protection. But low
frequency injection uses coupling transformer, low frequency
generator and measuring system which makes the protection
scheme more complex. 100% stator earth fault protection can
be accompanied simply using superconducting fault current
limiter (SFCL) along with REFP.

Superconducting fault current limiter (SFCL) is the most
attractive device which operates based on the superconductor
properties [7]. It has many advantages including having no
effect on the system below critical current of superconductor,
limiting fault current significantly and responding
automatically without any external trigger. Many studies have
been moved forward for the practical application of SFCL in
power system protection [8]-[9].

In this paper, a particular generator is considered which gets
protection about 90% of its stator winding by conventional
REFP. Then a resistive type SFCL is implemented in the
neutral of stator and the overall performance is studied.

II. OPERATIONAL CHARACTERISTICS OF RESISTIVE SFCL

The operation of SFCL depends on the current flowing
through it. The resistance of SFCL is zero when passing
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current remains below the critical current of superconductor
and SFCL have no impact on the system. But when current
exceeds the critical current of superconductor then the
superconductor goes to resistive state and inserts resistance to
the system without external triggering. This transition is
known as quench. As SFCL is connected in series with the
system, this additional resistance is added with the system
impedance and limits fault current. Quench and recovery
characteristics are designed on the basis of [10] is shown in
Fig. 1. In normal condition impedance of SFCL is zero.
Quenching process of SFCL starts at t=1s due to occurrence of
fault and the exceeding of fault current above the critical
current of superconductor causing SFCL’s impedance rises to
its maximum value. Impedance again becomes zero after the
fault clears. More details about SFCL have been discussed in
our previous paper [11].

III. METHODOLOGY
A. Limitations in Designing 100% Stator Earth Fault
Protection by Conventional REFP

Restricted earth fault protection for a generator stator
winding is shown in Fig. 2. The neutral is earthed through
resistance to limit earth fault current. During earth fault, the
fault current I; flows through a part of the generator winding
and neutral to ground circuit. The corresponding secondary
current of current transformer flows through the differential
relay and restricted earth fault relay. The restricted earth fault
relay is selected independent of the setting of the differential
relay to operate in case of earth fault.

If earth fault occurs at point ‘f* of generator winding V¢ is
available to drive enough earth fault current I; for the operation
of restricted earth fault relay though high resistance connected
in neutral. If earth fault occurs at point ‘a’ then V¢ is small and
I is also small due to high resistance connected in neutral. In
this case the restricted earth fault relay remains inoperative and
some portion of generator winding remains unprotected against
earth fault.
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To get 100% protection from these protection scheme two
conventional techniques can be applied. But they doesn’t work
successfully because

1. Ifrelay current setting may keep too sensitive to sense
the ecarth fault current of small magnitude, the relay may
respond during through faults of other faults due to
inaccuracies of CT’s, saturation of CT’s etc. This is not
expected from restricted earth fault relay. And

2. If the value of earthed resistance may keep low, it will
cause high fault current when earth fault occurs in the winding
far from neutral. This high fault current may exceed the highest
rating of the winding which causes huge damage to the
winding.

So, 100% protection of generator winding by REFP is not
possible by using conventional techniques. But this can be
done efficiently by using SFCL along with REFP.

B.  Design of 100% Stator Earth Fault Protection by REFP
with SFCL

Normally, REFP system with a high resistance connected in
neutral can give 80-90% protection of stator winding against
earth fault. The 10-20% winding remains unprotected against
earth fault. This can be overcome by adding SFCL with the
neutral of REFP system which is shown in Fig. 3. Now, the
value of earth resistance is kept small. It is described
previously; SFCL does not show any resistance below critical
current of superconductor. This critical current is also known
as triggering current of SFCL. So, when earth fault occurs in
the stator winding near to neutral , voltage is small as well.
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But due to the low resistance connected to neutral, the fault
current Iy is large enough to operate the earth fault relay and
the small percentage of winding get protected against earth
fault. This process continues up to 10-20% of the stator
winding. Fault current will be large enough beyond 10-20%
percentage to damage the winding due to the small resistance.
To get rid of this, SFCL starts triggering when fault current
exceeds the level of the critical current of the superconductor.

Now, if a fault occurs beyond 10-20% of winding, quench
of SFCL will start and it will insert a resistance to the neutral
line. This resistance of SFCL is added up with the low
resistance and gives a high resistance which limits the fault
current to a considerable value that cannot cause any damage to
the winding. This current is also sufficient to operate earth fault
relay and this portion of winding get protected against earth
fault.

So, 10%-20% of generator winding get protected against
earth fault without the trigger of SFCL and remaining 80-90%
get protected with the trigger of SFCL. It is also said that the
remaining 80-90% winding get protected in the same way as
done in conventional process. In this way 100% protection of
stator winding of a generator against earth fault by REFP
system is possible with the presence of SFCL.

C. Practical Consideration
Generator specifications for Conventional REFP system [5]:

Generator rating = 3phase, 11kV, 5000kVA , Full load
current=200A, Reactance of winding =15%

REFP by differential protection is set to operate on earth fault
current of more than 200A.

90% protection of stator winding against earth fault can be
given by a neutral resistance.
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Calculation of resistance

Let, Resistance in neutral in ohms = R, Reactance per phase
in ohms = X, Reactance of the winding at fault point = x,
Voltage at fault point of the winding =v

Here, Rated current I = 200A, Phase voltage V =6350 volt
Reactance of winding %X = 15%

We know,

XxI
%X =

x 100
(D

Fault current,

)

From (1) we get, X = 4.75 Q
When fault occurred at 10% of the generator winding then,

Fault current, [ =200A
x =475 x0.1 =0475 Q V= 6350x0.1 =635 volt
and from (2), R =3.1475 Q
So, this resistance 3.14 is necessary to give 90% protection of

stator winding against earth fault by conventional REFP
system.

Calculation of low resistance

Now, the resistance (R) is replaced by a resistance (r) which
is lower than before.
From (2) we get,

Maximum possible current of stator winding = 1116 A
and the low resistance, r = 0.31 Q

Calculation of SFCL resistance

SFCL give a resistance so that the series combination of
low resistance(r) and SFCL resistance are equal to the value of
resistance (R).

Value of SFCL résistance, n = 3.14-0.31

= 2.83Q

The value of fault current from very beginning to 100 %
winding of the above generator is shown in Table. 1. The
calculation is done using (2) at various portion of winding
considering the presence of resistance(R), low resistance(r) and
SFCL.



TABLE L CURRENT IN VARIOUS PORTION OF GENERATING WINDING

Fault Current(A)
% of ideri
. 00. Considering Considering low Considering
winding . L SFCL
resistance (R) resistance ('r) operation
1 20.2 202.5 202.5
2 40.4 391.7 391.7
3 60.6 558.3 558.3
4 80.7 698.5 698.5
5 100.8 813.1 813.1
6 120.8 904.8 904.8
7 140.7 977.8 977.8
8 160.6 1035.8 1035.8
9 180.3 1082.2 1082.2
200
10 200 1116 (SFCL is
triggered)
11 2194 1149.5 2194
12 238.7 11744 238.7
20 387.1 1270.8 387.1
30 552.4 1306.3 552.4
40 692 1328.3 692
50 807 1329.3 807
60 898 1331.2 898
70 971.9 1332.1 971.9
80 1030 1333.2 1030
90 1077 1334.4 1077
100 1116 1336 1116

IV. RESULT AND DISCUSSION

The specified generator winding get 90% protection
against earth fault by conventional REFP system with a neutral
resistance 3.14 ohm. For the specified generator, REFP by
differential protection is set to operate on earth fault current of
more than 200A. From Fig. 4, it is seen that fault current
remains below 200A up to 10% of generator winding. So, the
earth fault relay does not operate and this 10% winding
remains unprotected. This occurs due to a resistance (3.14
ohm) connected in neutral.

If no resistance is connected to neutral, then the output
curve is found as shown in Fig. 5. From Fig. 5 it is seen that
fault current is constant at 1336A from very beginning to 100%
of the winding. This current is larger than 200A which is
available to operate the earth fault relay. As the current has
exceeded the maximum rating 1116A this could damage the
winding. So, for a solidly grounded neutral, it is possible to
protect complete generator winding against earth fault. But due
to the possibility of getting damaged the generator winding,
this is not a reliable method.
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earth fault by REFP system without neutral resistance

To get 100% protection of generator stator winding against
earth fault reliably, SFCL is added in the neutral. Now, the
neutral resistance is kept at a value of 0.31 ohm which is lower
than the resistance of 3.14 ohm. This technique gives the
following output curves which are shown in Fig. 6 and Fig. 7.
From Fig. 6 it is seen that when earth fault occurs at the very
beginning of winding, the value of fault current is 200A. So,
the earth fault relay operates and protects the winding. The
SFCL remains at normal operating condition up to 10% of the
winding against earth fault because fault current is less than
triggering value of SFCL. The triggering current of SFCL is
considered just below the maximum value of winding current.
When earth fault occurs beyond 10% of the winding, the fault
current exceeds the maximum current of the winding. SFCL
starts self-triggering and limits the fault current to a
considerable value which is sufficient to operate the earth fault
relay.
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For this instance, the fault current beyond 10% of the winding
is same as fault current shown in Fig. 5. This has been possible
because SFCL inserts resistance of 2.83 ohm which is added up
with the low resistance and makes the resistance equal to 3.14
ohm which is same as the previous resistance.

The current limiting behavior of SFCL at the 10% of the
winding is shown in Fig. 7. The current reaches to 1116A
which is the maximum value of current of the winding and
limited by SFCL to 200A. In the same way, the fault current
limiting behavior of SFCL can be shown anywhere beyond
10% of the winding.
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Thus, it is said that up to 10% of generator winding get
protected against earth fault without the trigger of SFCL and
remaining 90% get protected with the trigger of SFCL. In this
way the 100% winding of generator get protected against earth
fault by REFP system using SFCL.

V.

In this paper, 90% stator winding protection against earth fault
of a specific generator given by conventional restricted earth
fault protection is upgraded to 100% using superconducting
fault current limiter along with REFP. It is clear from the
results that the exceptional operational characteristics of SFCL
enable REFP to provide 100% stator earth fault protection.
The value of neutral earthed resistance should be kept low in
this concern. This work will create a new era in the generator
and transformer winding protection. Coordination between the
SFCL and protective device is a major concern for the
practical implementation of this work.

CONCLUSION
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Abstract—With the rapid growth of modern mobile satellite
communication technology, the development of very small size,
low-cost, low-profile, high gain and high directivity antennas is a
must. The design of a mobile satellite communication antenna
named as Parabolic Helix and link budget optimization of the
proposed antenna system are illustrated in this paper. The
proposed antenna has a gain of 15.95dB, directivity of 19.36dBi;
return loss value of -28.0573dB, Voltage Standing Wave Ratio
(VSWR) of 1.08, bandwidth of 68.3MHz, antenna efficiency of
45.6% and 3dB angular beamwidth i.e., the Half Power
Beamwidth (HPBW) of 29.5deg. The resonant frequency of the
antenna array is 5.982 GHz. The proposed antenna system can be
used for C-band applications like satellite communications
transmissions, Wi-Fi, cordless telephones, weather radar systems
and other wireless systems. The antenna system is designed and
simulated in the CST Microwave Studio. Link budgets are
performed in order to analyze the critical factors in the
transmission chain and to optimize the performance
characteristics, such as transmission power, system noise
temperature, figure of merit and so on. The link budget
determines what size antenna is to use, power requirements
and in general, the overall customer satisfaction. This paper deals
with the rudiments of a satellite link design with some simulation
results.

Keywords—C-band, gain, link budget analysis, transmission
power, satellite communications.

L INTRODUCTION

With the drastic development of modern mobile satellite
communication technology, the use of mobile antennas have
increased due to their very small size, low-cost, low-profile,
high gain and high directivity. Antennas for mobile satellite
communications are widely presented in books and papers in
the last decade as presented in [1-3]. Global Mobile Satellite
Communications: For Maritime, Land and Aeronautical
Applications are illustrated in [4]. A 12 GHz Planar Array
Antenna for Satellite Communication is studied in [5].
Satellite microwave transmission systems are similar to
terrestrial microwave systems except that the signal travels
from a ground station on Earth to a satellite and back to
another ground station on Earth, thus achieving much greater
distances than Earth-bound line-of-sight transmissions. Since
three equidistant satellites in the geosynchronous orbit (having
120 degrees apart) can effectively cover over almost the entire
earth surface with some overlapping except for the polar
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region, the need for multiple retransmissions is removed [6].
The geostationary satellite can cover almost 38% of the
surface of the earth with a 5 degrees minimum elevation angle
of the earth station antenna [7]. The factors required for
determining the quality of performance can be divided into
two broad categories; the conduit factors and the content
factors. The conduit factors include effect on signal
propagation, quality of earth station equipment, uplink and
downlink etc. On the other hand, for suitability of transmission
over a microwave medium, the content factors deal with the
transmitted message type and the devices involved in its
transformation [8]. G/T (the ratio of antenna gain to system
noise temperature or a figure of merit), effective isotropic
radiated power (EIRP) and C/N (the ratio of carrier power to
noise power density) are the parameters that characterize the
performance of the three segments- namely, earth station,
gateway and satellite. In satellite communication, two usually
used concepts are G/T and EIRP and they indicate the
transmitting and receiving capabilities, respectively, of
satellite, a gateway earth station and a mobile terminal. The
quality of the communication channel is insured by the C/N
ratio [9]. Points on earth beyond about 80 degrees latitude
are not visible which the disadvantage of a geostationary
satellite. On the other hand visibility to the higher northern
and southern latitudes can be provided by the inclined orbits.
This often necessitates an acquisition operation and
sometimes involves handover from an orbiting satellite
leaving the area to a new satellite entering the area. In
addition, in order to provide continuous coverage inclined
orbits usually require multiple satellites to be spaced along
the orbit [10].

II.  ANTENNA ARCHITECTURE

The Copper (annealed) lossy metal is used as substrate for
the Helix of the proposed antenna and the relative
permeability (u,) and electrical conductivity of the substrate
material are 1.0 and 5.8e+007 (S/m) respectively. The helix is
30 mm long and 10 mm of diameter. The diameter of the wire
used for building helix is Imm. Aluminum is used as substrate
for the reflector of the proposed antenna and the relative
permeability (u,) and electrical conductivity of the substrate
material are 1.0 and 3.56e+007 (S/m) respectively. The
reflector diameter is 150 mm with 0.2 mm thickness and focal



distance of 75 mm. Base of the helix antenna is kept on the
reflector surface without any electrical conduction. The
excitation signal is applied below the base to a coaxial cable
connected with the helix through the base. Fig. 1 shows the
structure of the proposed Parabolic-Helix antenna-

Figure 1. Structure of the proposed Parabolic-Helix antenna.

III.  SIMULATION RESULTS

A. Electric Field Distribution
Electric field distribution of the Parabolic—Helix antenna is
given below —

U/n
28480
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5283
n77
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\
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E-Field (peak)
e-Field (F=5) [1]

Figure 2. Electric field distribution of Parabolic-Helix antenna.

B. Voltage Standing Wave Ratio (VSWR) and Return Loss

Fig. 3 shows the graph of VSWR vs. Frequency. From
this figure it can be seen that the VSWR value is very near to
the unity which is mostly expected. The VSWR value of the
antenna is 1.08235 at 5.982 GHz.
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Figure 3. VSWR vs. Frequency curve of the parabolic-helix antenna.

Fig. 4 shows the graph of return loss vs. frequency. From
this figure we can observe the bandwidth of the antenna. The
bandwidth of the antenna is 68.3 MHz which operates in C
band (5.9475 to 6.0158 GHz) at 5.982 GHz. The value of
return loss is -28.057276 dB at 5.982 GHz.
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Figure 4. Return loss of proposed Parabolic-Helix antenna.

C. Farfield Radiation Pattern (3D), Gain Pattern and

Antenna Efficiency

Fig. 5 shows the farfield radiation pattern of the
Parabolic-Helix antenna. The radiation pattern of the antenna
is very much pointed which is one of the most important
requirements for satellite communication antennas for ground
base earth station. From this figure it can be seen that the
directivity and gain of the antenna is about 19.36dBi and
15.95dB respectively. The radiation efficiency is 0.8239dB.
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Figure 5. Farfield radiation pattern.

Fig. 6 shows the farfield gain pattern of the antenna. It
can be seen that there is no side lobe and only one main lobe
in the gain pattern. The main lobe magnitude is 18.8 dB, main
lobe direction is 98.0 deg., and 3 dB angular beamwidth is
29.5 deg. and side lobe level is -11.4 dB.
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Figure 6. Farfield gain pattern.

IV. RESULT ANALYSIS

VSWR, return loss, farfield radiation pattern, antenna
gain, directivity and antenna efficiency of the proposed
antenna system show reasonable characteristics. The
performance of the antenna is quite good. The analysis has
been done depending on gain. This antenna can be used in the
C-band applications for its effective performance.

TABLE L  PROPOSED PARABOLIC-HELIX ANTENNA PARAMETERS

AND THEIR VALUES AT A GLANCE

Designed Parabolic Helix Simulation Results
Antenna Parameters
VSWR 1.08235
Return Loss (in dB) -28.0573 dB
Gain (in dB) 15.95 dB
Directivity (in dBi) 19.36 dBi
Half Power Beamwidth 29.5 deg.
Antenna Efficiency (%) 45.6%
Bandwidth (MHz) C-band - 68.3 MHz
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The results in the Table I reveal that the proposed
Parabolic-Helix antenna system is useful for C-band
applications like satellite communications transmissions, Wi-
Fi, cordless telephones, weather radar systems and other
wireless systems.

V. LINK BUDGET ANALYSIS

The satellite link is much like the terrestrial microwave
radio relay link with the advantage of not requiring as many
re-transmitters as are required in the terrestrial link.
Transmission of signals over a satellite communication link
requires Line-of-Sight (LoS) communication. Link analysis
basically relates the transmit power and the receive power.
Basic transmission parameters are- flux density, received
power, antenna gain, noise power, figure of merit etc.

A link consists of three parts namely transmitter, receiver
and media. The two main items that are associated with
transmitters are flux density and EIRP. A measure of the
amount of energy that is received at a distance » from a
transmitter of gain Gt and transmitter power Pt watts is the flux

density which is given by-

ptGt
4mR2

¢ = [W/m?] (1
where, P,G; is called the Effective Isotropic Radiated Power
or EIRP which is closely associated with a radiating source or

a transmitter and is a subset of flux density.
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Figure 7. Graphical representation of flux density.

The above figure shows that flux density decreases as
square of the distance. The plot has been made between 400 to
40000 km for distance and the corresponding flux density lies
between near about 1077 to 1073 W/m? .
parameters are Pt =20 W, Gt =22 dB.

For an ideal receiver antenna of aperture area A, the total
received power at the receiver is given by-

The constant

PtGtA
Po= X A="00 [wW] )

A practical antenna with physical aperture A will not
deliver this power as some energy will be reflected and some
will be absorbed by lossy elements. Thus the actual power
received will be-

B.=nAxe [W] 3)

where, [ is the antenna efficiency and [1A is referred to
as the effective collecting area of the antenna. The antenna
efficiency [J accounts for all losses between the incident
wavefront and the antenna output port.

An antenna of maximum gain Gr is related to its effective
area by the following equation-

4TA
Gr=n 2 @

where, 3 is the wavelength of the received signal.

Rearranging equation (4) and substituting in (3) we get-

_ PtGtGr

Pr = anR/0)? (W] (%)
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Figure 8. Received power at different orbits.

From the above graph it is seen that received power
remains almost constant for GEO due to its longer distance
which is above 35786 km above the earth surface. Here, the
ranges of different orbits are taken as- LEO—500-1500km ,
MEO—5000-10000km, GEO—36000-41000km while the
values of constant parameters of equation (5) are P,=20 W,
G,=22dB, 6, = 52.3dB, f=11 GHz.

For a parabolic antenna of diameter D, equation (4) can be
rewritten as-

Gr=n (%) ©)

The variation in antenna gain for a range of transmission
frequencies that are employed in satellite communications
is shown below assuming an efficiency of 60%.

Gain Vs Diameter at different Frequencies
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Figure 9. Illustration of gain Vs diameter at different frequencies.

The above figure resembles that highest frequency shows
maximum gain while the lowest one illustrates the lowest gain
as the gain is directly proportional to the square of the
frequency.



VI.  SYSTEM NOISE

A. Noise Power
The thermal noise power Pn delivered to the optimum
load by the thermal noise source of resistance R at temperature
T is given by -
P, =kT,B, @)

where, k — Boltzmann constant = 1.38 x10723 JJK = —
228.6 dBW/K/Hz; T,~ Noise temperature in Kelvin; B, —
Noise bandwidth in Hz.

T The Plot of System MNoise Power
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Figure 10. Demonstration of system noise power.

Since the system noise power is directly proportional to
the source noise temperature, so the noise power will increase
as the temperature increases. Here, B, = 4 GHz.

B. Figure of merit (G/T)

The figure of merit (G/T) has been introduced to describe
the capability of an earth station or a satellite to receive a
signal. Since the C/N ratio is the ratio of signal power to noise
power, we have that-

PI‘ Pt Gt Gr

C/N = E:m/ (kTsBs) (8)

ic, C/N=1(G /T

The ratio G/T; (or simply G/T) is known as the Figure of
Merit which indicates the quality of a receiving satellite earth
system and it is measured in [dB/K].

The Flot of Figure of Ment

Figute of Mert(CAN)
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Figure 11. Realization of figure of merit.
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Since the figure of merit is inversely proportional to the
system noise temperature, so the figure of merit will decrease
as the system noise temperature increases. Here, P, =20 W, G,
=22 dB, R = 39,000 km, f = 4.15 GHz, B = 4 GHz, G, =
10,000-100,000.

VII. LOSSES EXPETIENCED IN LOS LINKS

A. Free Space Path Loss
The term (4mR/3)? is called the free space path loss.

The link equation expressed in equation (5) may be read as

EIRPXReceive antenna gain
Path loss

Power received =

[W] (©)

Expressing the above equation in terms of dB we get-

P, = EIRP + Gr - L, [dBW] (10)
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Figure 12. Representation of path loss Vs frequency at different orbits.

The above figure resembles that highest path loss is
obtained in case of GEO and the lowest path loss is achieved
in LEO.

B. Rain Loss

Signal attenuation due to rain is the second most significant
after free space loss. It is particularly significant for frequencies
in the Ku and Ka bands. It becomes severe at above 10 GHz.
Rain loss can be calculated from the chart of rain rate as
shown below-

‘::; Atten Rain Rate 0 mmm
- (dB/kM)  Mm/hr 750 werdh
j:; Ku Band Zaren
; 1dB\ko ,4 o
5kM @ 25mm/Hr Rain
;‘ Ka Band -
-4 dB / ki
# s ] C-Band Loss: .35dB
C Band ~
[1-07dB/kM Ku Band Loss: 5dB
Ka Band Loss: 25dB

Figure 13. Calculation of rain loss from rain rate. [11]



VIIL.

The results obtained from the link budget calculator are
shown below [12]-

LINK BUDGET

A. Uplink Budget

Uplink frequency GHz 1=
Uplink antenna diameter m 15
Uplink antenna aperture efficiency e.g. 0.65 456
Uplink antenna transmit gain dBi 16.07506
Uplink antenna. power at the feed W 850
Uplink EIRFP dBWY 45.36925
Range (35778 - 41679) km 38500.0
Uplink path loss dB 199.7222
Uplink ofd at satellite dBWW/m"2 -117.3400
Bandwidth Hz ©8300000
Satellite unlink G/T dB/M 40.938
Uplink C/M dB 36.54080
B. Downlink Budget
Downlink frequency GHz 4
Downlink receive antenna diameter m 15
Downlink receive antenna aperture efficiency e.g. 0.65 456
Downlink system noise temperature (antenna+LMA) K 120
Downlink receive antenna gain dBi 1256323
Downlink receive antenna G/T dB/K -8.23857:
Downlink satellite EIRP dBYVY 355
Downlink path loss dB 196.2004
Downlink C/MN dB -18.6831¢

The basic assumptions of this calculator are uplink antenna
power at the feed, range, satellite uplink G/T, downlink
system noise temperature and downlink satellite EIRP. The
results obtained from the link budget calculator shows that our
proposed antenna system is realizable by showing similarity
between the gain (the main reasoning factor) obtained by
simulation and the gain obtained by the calculator which is
approximately equal to 16 dB. Simulation results are obtained
from the CST Microwave Studio software while we get the
calculated values from a database specified for standard C
using our proposed antenna dimension. The white colored
values are the input values of this calculator.

IX. CosT CALCULATION

Large antennas are expensive to construct and install, with
costs exceeding $1M for 30m diameter fully steerable
antennas [12]. The cost of large fully steerable antennas has
been quoted as [13]-

Cost = $ y(D)*’ (11)

where, D is the diameter of the antenna aperture in feet.
The constant y in equation (11) depends on the currency used
and inflation, but might typically be around five U.S. dollars
in the early 1980s.
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The diameter of the proposed Parabolic Helix antenna is
15cmi.e.; 0.492125984 feet which in turn gives-

Cost=$ y(D)*"=$ {5 x (0.492125984)*7} = $ 0.74

X.

The design of a Parabolic-Helix antenna and its
performance analysis has been demonstrated in this paper. The
simulation results of the proposed Parabolic Helix antenna
resemble very good performance. The results obtained from
the link budget calculator shows that our proposed antenna
systems are realizable by showing similarity between the gain
obtained by simulation and the gain obtained by the calculator.
Also the cost calculation reveals that our proposed antenna
system is cost effective. There are a lot of factors that should
be kept in consideration for designing a satellite link. This
paper has also illustrated the most important factors among
all and has shown their interrelation by plotting curves. If one
considers all the discussed factors for link budget design and
his/her system parameter curves follow the characteristics of
the curves given in this paper, the designed link will be a
robust one for satellite communication.

CONCLUSION

XI.

We will try to design an Ultra-Wide band mobile satellite
communication antenna system and to develop practical
infrastructure of the proposed antenna system.

FUTURE WORK
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Abstract— The process, handover was introduced to facilitate
users’ mobility and quality of service to the users in wireless
networks. Forced termination of a continuing call, which is
undesirable to the users, is the result of handover failure. So, it is
a requirement to keep the handover request in the higher priority
than the new originating call. Several schemes were introduced to
give priority to the handover calls which include fixed guard
channel reservation scheme, handover queuing scheme, channel
transferred scheme, etc. where simultaneous minimization of
handover call dropping probability and new call blocking
probability did not come out with successful results. Again, a
non-priority scheme results in higher handover call dropping
probability with the highest channel utilization. In our proposed
idea, at first we study about the different schemes for handover
call priority, analyze their performances in wireless networks
and discuss their merits and demerits. Then, we propose our
scheme to overcome the problems arose in the previous schemes.
In our proposed scheme, we combine both the features of
minimizing handover call dropping probability and new call
blocking probability. This results in improved channel utilization
keeping the handover call dropping probability within an
acceptable range based on variable guard channels which has
been made adaptive on the basis of channel occupancy.

Keywords—Handover, adaptive channel reservation, handover
call dropping probability, new call blocking probability, channel
utilization.

I. INTRODUCTION

The coverage area of a wireless network is divided into
some small service areas, called cells, where each cell is
covered by a base station (BS), serving a number of mobile
stations (MSs) [1]. Handover is the process of changing
channels from one cell to another cell while a call is in
progress [2]-[4]. The process of handover depends on some
parameters such as: cell size, incoming or outgoing traffic
intensity, users’ mobility, and the direction to that mobility.
As, the resources are limited and demand of the services is
high, the process of channel reuse has been accomplished with
increased capacity and decrease in cell size, from macrocells,
to microcells, to femtocells and to picocells [5], [6]. Reduction
in cell size along with users’ motion result in frequent
handovers in wireless communication systems.

According to the users’ point of view, forced termination
of continuing calls due to handover failure is more aggravating
than the blocking of new calls. Various schemes were
proposed earlier for givving priority to handover calls which
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can be categorized into fixed guard channel reservation
Scheme (CRS) [1], handover queuing scheme (HQS) [1], [3],
channel transferred scheme [1], [7], etc. In CRS [8], small
portion of total allocated channels are reserved (known as
guard channel) for prioritization of handover calls. HQS
allows either the handover to be queued or both the originating
calls and handover requests to be queued [9], [10]. The HQS
schemes [9] give priority to handover attempts by permitting
them to be queued, instead of denying the access in the
prospective new BS if it is busy. The vital issue of channel
transferred scheme is that, if there are no available channels to
accommodate a handover call request, a channel from a
neighboring cell may be transferred [1]. Again, a non-priority
scheme was also introduced earlier [3], which gives no
priority to any type of calls. An adaptive bandwidth allocation
scheme [5] was proposed where the bandwidth was made
adaptive to give priority to handover calls over new calls.
Several metrics such as: new call blocking probability,
handover call dropping probability, handover probability, call
dropping or forced termination or interrupted call probability,
delay, and channel utilization are used to evaluate the
performance of a handover scheme [1], [7]. New call blocking
probability, handover call dropping probability, and channel
utilization are the prime concerns of the research field and in
this paper, we focus on these three performance metrics.
Non-priority scheme shows better channel utilization but
higher handover call dropping probability. Priority scheme
(fixed guard channel reservation scheme) gives poor channel
utilization, higher new call blocking probability but reduced
handover call dropping probability. The prime concerns of our
paper are: the performance analysis of the non-priority
scheme, fixed guard channel reservation scheme and to
overcome the drawbacks of these schemes with our proposed
adaptive channel reservation scheme for handover call
priority, which reduces the handover call dropping probability
within an acceptable range, reduces new call blocking
probability and improves the channel utilization, so that the
overall performance of the proposed scheme in wireless
networks is optimized. The guard channels are made adaptive
in our scheme based on channel occupancy. The concept of
variable guard channel has been introduced in our proposed
scheme to make an optimized use of channels which remain
unused when handover call arrival rate is low for fixed guard
channel reservation scheme. So, in our proposed scheme we
can make better utilization of our resources and



simultaneously, giving priority to the handover calls, which
were not possible at a time both in non-priority scheme and
fixed guard channel reservation scheme.

The rest of the paper is organized as follows. Section II
represents our proposed idea with mathematical modeling and
queuing analysis. The performance analysis of the scheme and
the comparison with the other schemes have been shown in
section III. Finally, section IV gives a conclusion to our study.

II. ADAPTIVE CHANNEL RESERVATION SCHEME

In our proposal, adaptive channel reservation for handover
priority has been introduced based on fixed guard channel
reservation scheme (or CRS), with the additional feature of
variable guard channels; so that, when one or more guard
channels are not in used or released, it can be used for new
call (or both for new call and handover call) instead of being
reserved for handover calls only. This has the benefit of both
minimized handover call dropping and new call blocking
probability along with better channel utilization.

We have introduced a new factor by which the number of
reserved guard channels is varied. The factor is based on the
percentage of channels used in the system. The increasing
quantity of channel usage means more traffics are accepted
into the cell and so, possibility of more handover calls in the
system. Thus, in this strategy the factor varies depending on
the number of channels occupied in the system.

Let, the total number of channels be S, number of priority-
based fixed guard channels be g, new (originating) call arrival
rate be A,, handover call arrival rate be 4, average call life
time be //u., and average dwell time be 1/7.

There is a relation among channel holding time, dwell time
and call life time, which can be expressed as [11]:

1 1
—= (M
a petn
Probability of handover calls is also related to dwell time
and call life time [11] by:

Pr= n
NN+ HUe
We find the relation between the handover call arrival rate
and the new call arrival rate [5], [11] as:

= Mﬂn (3)
1— Pi(1— Pp)

2
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B 2p 3u Sch (SctDu

Fixed channels both for new calls and handover calls for
fixed guard channel reservation scheme is:
Sc=S-g 4)
Suppose,
channels occupied

U= )

Total number of channels
Now, we propose a new factor x where,

U, U > X min
X =
U < X min

Here, x,,;, is the minimum value of x. Now, the number of
guard channels in our proposed scheme is gx instead of g
which was fixed in fixed guard channel reservation scheme.
The range of the factor x:  x,,;, <x < 1.

Now, channels available both for new calls and handover
calls are:

(6)

X min,

Scn=8—gx (7N
Asx <1, Sc. > Sc.

Minimum guard channels for handover calls is,

Ch = ngin (8)
The maximum value of S¢,,
Si=8—-Cn
9
= S - ngin ( )

Thus, we can set a limit for S¢, by: Sc¢ < S¢, < S),; which
means, the number of available channels both for new calls
and handover calls is not fixed at S, rather it can be varied up
to Sj, in our proposed scheme.

The relevant state transition diagram is shown in Fig. 1,
which has been modeled as an M/M/S/S queuing system.

The steady-state probability P; is easily found as follows:

At i)
P, 0<i<S
ity
Se i—Se
(Gt ) ot A) ~ p, S < i<Sa
Pi= iy (10)
Se Sen—Se q i—Sen
At B) (At )" AT g <,
il
Se Sen—Se q Sh—Scn q i—Sh
(Aot ) Aok WSS o
iy
AptAp An An Ap An
Scah SeutDH Spp SwtDp Sp

Fig. 1: State transition diagram for proposed adaptive channel reservation scheme
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The blocking probability Pp for an originating new call is:

Pr= ZS:Pi

i=Scn

S

2

i=Scn

S Seon—Sc 9 i=Sen
(An+ A) (ﬂ: '-;j,h) A Po (12)

The dropping probability Pp of handover request is:

_ (/Lz + //lh)&‘ (ﬂ,n + /’lh)Soszp lh Si=Sen //lleﬂgh

Pp=Ps= 5
Slu

Po

(13)

The equation for channel utilization is given below:

[{(1—133)/1"} +(1-Po) A1)
us

So, in our scheme, we have proposed a new factor x, the
value of which has been limited to a minimum value ( X min ) to
1. This limit is adapted based on channel occupancy. This
factor is multiplied with the total number of guard channels
reserved for handover priority. Thus, the number of guard
channels varies from a minimum value to its maximum value
which will be adapted with the change of factor x, determined
by the channel occupancy. It is to be noted that, for
prioritizing handover calls, it is required to keep a minimum
number from the total number of guard channels fixed and let
the rest of the guard channels vary, so that, we can find a
promising outcome in our proposed scheme. Again, we can
use a fixed and limited number of allocated channels for better
quality of services. We do not need to borrow channels from
other cells or, we do not require to split one channels into two
or more by splitting their bandwidth that makes the number of
channels allocated per cell variable.

The overall procedure of the proposed scheme can be
viewed through the flowchart given in Fig.2. The algorithm of
the proposed scheme starts with the incoming of either a new
call or a handover call, which is accepted if there are channels
available within S¢. If no, then system calculates the factor x
and sets the parameters. Then the system checks for available
channels within S¢, both for new calls and handover calls.

% channel utilization =

]XIOO (14)
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Fig. 2: Channel reservation policy of the proposed scheme

From S, to S, the system accepts handover calls only. The
factor x adapts the number channels which should be reserved
only for handover calls.

The algorithm of non-priority scheme is very simple and
not promising to be used in wireless networks. Since, it does
not give any priority to handover calls, the system does not
check for reserved channels for handover calls. The total
number of channels can be used both by the handover calls
and new calls.

Fixed guard channel reservation scheme follows an
algorithm where, the system checks for fixed amount of
reserved channels for prioritize handover calls. So, up to a
fixed states, the new calls are accepted, even if there is no
handover calls, the guard channels remain unused, which is
referred as the misuse of limited resources.

However, it is required to use this limited resources to the
maximum extent to provide better quality of service in
wireless networks. The proposed idea of adaptive channel
reservation scheme has been designed to use limited resources
by using unused guard channels for new calls when there is no
or less handover calls. Thus, the algorithm of the proposed
idea always checks for the available channels both for new
calls and handover calls and uses the unused guard channels
which were not possible in fixed guard channel reservation
scheme.



III. PERFORMANCE ANALYSIS

In this section, we have performed the performance
analysis of the proposed scheme. The overall performance has
been simulated in MATLAB environment. Every data has
been analyzed to get a proper outcome in our proposed
scheme. The performance of the scheme was analyzed with
different values of the input parameters to obtain better
optimized result.

We have compared the performance of the proposed
scheme with non-priority scheme and fixed guard channel
reservation scheme. The main performance metrics considered
here are: handover call dropping probability, new call
blocking probability, and channel utilization. As, it has been
stated earlier that, fixed guard channel reservation scheme
shows minimum handover call dropping probability. In fact it
is possible to achieve handover dropping probability tends to
zero in the fixed guard channel reservation scheme. However,
lower channel utilization is achieved in this case. Again, non-
priority scheme shows the highest channel utilization, but, it
does not give any priority to handover calls which cannot be
accepted either. So, we have compared our scheme with those
schemes and achieved promising performance. In our
proposed scheme, we have shown that it gives better channel
utilization keeping reduced handover dropping probability.
Thus, it overcomes the drawbacks of both the non-priority
scheme and fixed guard channel reservation scheme.

For the analysis of the proposed scheme and the other
schemes, we have selected 4% guard channel of the total
number of channels, which optimize both the handover
priority and channel utilization for a better performance.
Minimum value of factor x has been set to 0.4. All the
parameters are under continuous observation in the system by
the operator.

Fig 3 shows that our proposed adaptive scheme can reduce
the handover call dropping probability within a good
acceptable range. The proposed scheme shows handover
dropping probability around 107 which is a promising
outcome.

10+ —— Proposed adaptive scheme
—P—Fixed guard channel scheme
—®—Non-priority scheme
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Fig. 3: Comparison of handover call dropping probability with 4% guard
channel

The curve for the proposed scheme in fig. 3 shows much
better response than the non-priority scheme.

Fig. 4 presents the performance of the wireless system in
the case of new call blocking probability. The proposed
adaptive scheme has made a decrease in new call blocking
probability. Here, we also have to sacrifice the new call
acceptance to get better performance for handover priority but
with slightly reduced new call blocking probability, which is
an improved performance compared to fixed guard channel
reservation scheme.

Fig 5 represents the comparison of channel utilization. The
proposed scheme shows better channel utilization than the
fixed guard channel scheme. The non-priority scheme always
shows the highest channel utilization as it sacrifices the
priority of the handover calls. Fixed guard channel scheme
allows handover priority with reduced channel utilization. The
proposed scheme gives both reduced handover call dropping
probability and improved channel utilization, which is an
optimum performance in wireless networks. About 97%
channel utilization has been obtained in the proposed adaptive

scheme.
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Fig. 4: Comparison of new call blocking probability with 4% guard
channel
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Fig. 5: Comparison of channel utilization with 4% guard channel
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Fig. 6: Channel utilization of the proposed adaptive scheme at different
percentage of guard channels

We have also performed the analysis of the proposed
scheme at 3%, 4%, and 5% guard channels. Here, the operator
has the flexibility to change quantity of guard channels
according to the requirement of the system. Fig 6 shows that,
the increasing number of reserved guard channels gives
reduced channel utilization but still gives better performance
than the fixed guard channel scheme. Though 5% guard
channel gives better performance for handover priority, it
degrades the channel utilization. Again, 3% guard surely gives
better channel utilization but degrades the performance of
handover priority. Hence, the operator can vary the percentage
of guard channels to get optimized performance based on the
network characteristics.

IV. CONCLUSION

Prioritizing handover calls is a vital process in wireless
communication. By comparing with the other schemes,
we found that though our proposed scheme has a utilization
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slightly less than the non-priority scheme, it has a sharp
decrease in the handover dropping probability and our
proposed scheme has a better utilization than the channel
reservation scheme. In addition, our proposed scheme has been
made more user friendly so that operator can use this scheme
more efficiently by varying the different parameters such as -
channel holding time, dwell time, and number of guard
channels according to the network characteristics.
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Abstract—This paper deals with the design and performance
analysis of a very small size, low-cost, low-profile, high gain and
high directivity Dual Band Waveguide Dipole Feed Cassegrain
antenna considering the link budget optimization. The proposed
antenna system has a gain of 28.49dB, directivity of 28.87dBi,
return loss of -18.837447dB, Voltage Standing Wave Ratio
(VSWR) of 1.2582, bandwidth 433.7 MHz (6.4354 to 6.8691 GHz)
at C band and at X band it operates in two regions with 195.2
MHz (8.1748 to 8.37GHz) and 253 MHz (11.241 to 11.494 GHz),
antenna efficiency of 91.56% and 3dB angular beamwidth i.e.,
the Half Power Beamwidth (HPBW) of 2.9deg. The resonant
frequencies of the antenna are 6.678, 8.2778 and 11.386 GHz
respectively. The proposed antenna system can be used for both
C-band and X-band applications like satellite communications
transmissions, Wi-Fi, cordless telephones, weather radar systems,
medical applications and other wireless systems. The antenna
system is designed and simulated in the CST Microwave Studio.
Link budget optimization is performed in order to analyze the
critical factors in the transmission chain and to optimize the
performance characteristics. The link budget determines what
size antenna is to use, power requirements and in general, the
overall customer satisfaction.

Keywords—Cassegrain antenna, dual band, gain, link budget
optimization, satellite communications.

L INTRODUCTION

With the change of era new technologies are getting
familiarity in satellite communications. Due to the drastic
growth of modern mobile satellite communication technology,
the use of mobile antennas have increased due to their very
small size, low-cost, low-profile, high gain and high
directivity. Antennas for mobile satellite communications are
widely presented in books and papers in the last decade as
presented in [1-3]. Global Mobile Satellite Communications:
For Maritime, Land and Aeronautical Applications are
illustrated in [4]. Small Cassegrain antenna for passive remote
sensing at L-band is studied in [5]. A compact dual-band
dipole antenna fed by a coplanar waveguide for wireless
communication is presented in [6]. S/X band feed
development for 12m Cassegrain antenna is described in [7].
A C/X/Ku-band dual polarized Cassegrain antenna system is
demonstrated in [8]. The satellite link is much like the
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terrestrial microwave radio relay link with the advantage of
not requiring as many re-transmitters as are required in the
terrestrial link. Transmission of signals over a satellite
communication  link  requires  Line-of-Sight  (LoS)
communication. Link analysis basically relates the transmit
power and the receive power [9]. The communication link
between a satellite and the Earth Station (ES) is exposed to a
lot of impairments such as free space path loss, rain loss,
pointing loss and atmospheric attenuations etc. [10].

The organization of this paper is as follows- Section II
conducts the antenna architecture. Section III illustrates the
simulation results. Section IV reveals the result analysis.
Section V conducts link budget optimization. Section VI
resembles the cost calculation of the proposed antenna system.
Finally, Section VII provides some concluding remarks.

II.  ANTENNA ARCHITECTURE

The Aluminum lossy metal is used as substrate for the
main reflector, sub-reflector, dipole antenna and waveguide.
The relative permeability (u,) and electrical conductivity of
the substrate material are 1.0 and 3.56e+007(S/m)
respectively. The main reflector diameter is 50 cm with 0.2 cm
thickness and focal distance of 25 cm. The sub reflector
diameter is 10 cm with 0.2 cm thickness and focal distance of
5 cm. The distance between the two reflectors is 20 cm which
ensures that the focal of main reflector and virtual focal of sub
reflector is at same point. A dipole antenna of 4 cm long and
0.1 cm diameter is placed between two reflectors facing
toward the sub reflector convex surface. The distance of
dipole antenna is 15 cm from the main reflector surface and 5
cm from the sub reflector surface (the focal point of the sub
reflector) without any electrical conduction. A one side open
waveguide with a length of 5 cm and 0.165 cm thickness is
used around the dipole to direct the E and H field of the dipole
to the sub reflector convex surface. Two bars are used as a
stand to keep the antenna above the reflector which has no
effect on electric or magnetic field. Another two bars are used
to keep the sub reflector stable. Both the stands connected



with main reflector body. The excitation signal is applied at
the end of the dipole at the closed end of waveguide. Fig. 1
shows the structure of the Waveguide Dipole Feed (WDF)
Cassegrain antenna-

(a) (b)

Figure 1. Structure of the waveguide dipole feed (WDF) Cassegrain
antenna (a) Solid view (b) Transparent view

III. SIMULATION RESULTS

A. Electric Field Distribution
Electric field distribution of the WDF Cassegrain antenna
is given below —

Ui
131
7076
5028
3508
282
159

Mazinun-3D  8347.85 U/m at B/ 8/ 12.65 ™, “ /

Frequency 8.6 AN / X
Phase 263.5 degrees N Vi

Type E-Field (peak) N : Ve
Honitar e-Field (£=8.6) [1] x N // (

Figure 2. Electric field distribution of WDF Cassegrain antenna.

B. Voltage Standing Wave Ratio (VSWR) and Return Loss

Fig. 3 shows the graph of VSWR vs. Frequency. From
this figure it can be seen that the VSWR value is very near to
the unity which is mostly expected. The VSWR value of the
antenna is 1.2582 at 6.678 GHz, 1.7977 at 8.2778 GHz and
1.6405 at 11.386 GHz.
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Figure 3. VSWR vs. Frequency curve of the WDF Cassegrain antenna.

Fig. 4 shows the graph of return loss vs. frequency. From
this figure we can observe the bandwidth of the antenna. The
bandwidth of the antenna is 433.7 MHz which operates in C
band (6.4354 to 6.8691 GHz) at 6.678 GHz. The antenna also
operates in X band in two regions with a bandwidth of 195.2
MHz (8.1748 to 8.37GHz) at 8.2778 GHz and 253 MHz
(11.241 to 11.494 GHz) at 11.386 GHz. The value of the
return loss is -18.837447dB at 6.678GHz.
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Figure 4. Return loss of proposed WDF Cassegrain antenna.

C. Farfield Radiation Pattern (3D), Gain Pattern and
Antenna Efficiency
Fig. 5 shows the farfield radiation pattern of the
Waveguide Dipole Feed Cassegrain antenna. The radiation
pattern of the antenna is very much pointed and beamwidth is
narrow. From this figure it can be seen that the directivity and
gain of the antenna is about 28.87 dBi and 28.49 dB



respectively. The radiation efficiency is -0.3830dB. The
antenna efficiency is 91.56%.
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Figure 5. Farfield radiation pattern.

Fig. 6 shows the farfield gain pattern of the antenna. It can
be seen that there is negligible side lobes and only one main
lobe in the gain pattern. The main lobe magnitude is 33.5 dB,
main lobe direction is 3.0 deg., 3 dB angular beamwidth is 2.9
deg. and side lobe level is -9.1 dB.
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Figure 6. Farfield gain pattern.

IV. RESULT ANALYSIS

VSWR, return loss, farfield radiation pattern, antenna gain,
directivity and antenna efficiency of the proposed antenna
system show reasonable characteristics. The performance of
the antenna is quite good. This antenna can be used in both C
and X-band applications for its effective performance.
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TABLE L.

PROPOSED DUAL BAND WDF CASSEGRAIN ANTENNA

PARAMETERS AND THEIR VALUES AT A GLANCE

Designed Dual Band Simulation Results
WDF Cassegrain
Antenna Parameters
VSWR 1.2582
Return Loss (in dB) -18.837447dB
Gain (in dB) 28.49dB
Directivity (in dBi) 28.87dBi
Half Power Beamwidth 2.9 deg.
Antenna Efficiency (%) 91.56%
Bandwidth (MHz) C-band - 433.7 MHz
X-band =253 MHz
and 195.2 MHz

The results in the Table I reveal that the proposed Dual
Band WDF Cassegrain antenna system is useful for both C
and X-band applications like satellite communications
transmissions, Wi-Fi, cordless telephones, weather radar
systems, medical applications and other wireless systems.

V. LINK BUDGET OPTIMIZATION

The results obtained from the link budget calculator are
shown below [11]-

A. Uplink Budget

Uglink freguency GHz 6

Uplink antenna diameter m 2

Uplink antenna aperture efficiency e.g. 0.65 9156
Uplink antenna transmit gain dBi 29.56004
Uplink antenna. power at the feed W &50
Uglink EIRP dBW 58.85422
Fange (35778 - 41679} km 38500.0
Uplink path loss dB 199.7222
Uplink pfd at satellite dBYY/m*2 -103.855
Bandwidth Hz 433700000
Satellite uplink G/T dB/K 40.938
Uplink C/M dB 42.2981C




B. Downlink Budget

Downlink frequency GHz 4
Downlink receive antenna diameter m ks
Dawnlink receive antenna aperture efficiency e.g. 065 9156

Dawnlink system noise temperature (antenna+LMNA) K 120

Downlink receive antenna gain dBi 26.03827
Downlink receive antenna G/T dB/K 5.24641C
Downlink satellite EIRP dBYY 30.0

Downlink path loss dB 196.2004
Downlink C/N dB -13.2258

The results obtained from the link budget calculator shows
that our proposed antenna system is practically realizable by
showing similarity between the gain obtained by simulation
and the gain obtained by the calculator which is approximately
equal to 29 dB.

VI

Large antennas are expensive to construct and install, with
costs exceeding $1M for 30-m diameter fully steerable
antennas [12]. The cost of large fully steerable antennas has
been quoted as [13]-

CoOST CALCULATION

Cost=$ y(D)*’ (1)

where, D is the diameter of the antenna aperture in feet.
The constant y in equation (1) depends on the currency used
and inflation, but might typically be around five U.S. dollars
in the early 1980s.

The diameter of the proposed Dual Band WDF Cassegrain
antenna aperture is 50 cm i.e.; 1.640419948 feet which in turn
gives-

Cost=$ y(D)*" =$ {5 x (1.64041998)*"}
=$19.02605

VIL

The design of a Dual Band Waveguide Dipole Feed
Cassegrain antenna and its performance analysis for both C
and X-band along with the link budget optimization has been
demonstrated in this paper. The simulation results of the
proposed antenna system resemble very good performance.
The results obtained from the link budget calculator show that
our proposed antenna system is practically realizable by
showing similarity between the gain obtained by simulation
and the gain obtained by the calculator. Also the cost
calculation reveals that our proposed antenna system is cost

CONCLUSION
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effective. In this paper, CST Microwave Studio software has
been used for all the simulations which provide effective and
satisfactory results. The proposed antenna system provides
high gain, directivity, half power beamwidth, efficiency and
bandwidth. It also shows very low value in case of VSWR
which is near about unity that satisfies the antenna
specification.

VIIL

We will try to design an Ultra-Wide band satellite antenna
system and to develop practical infrastructure of the above
mentioned antenna system.

FUTURE WORK
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Abstract— This paper compares the performance of single user
and multiuser with Walsh Hadamard spreading sequences for
relay assisted wireless link as well as direct link. Space Time
Block Coding (STBC) is used for encoding the information at
user’s handset and relay. Input information are mapped using
Walsh Hadamard spreading sequences and send to a QPSK or 16
QAM or 64 QAM modulator. Modulated symbols are encoded by
STBC encoder and split into n streams which are simultaneously
transmitted using n transmit antennas. Relay receives the
rayleigh fading effected signals where it decodes and forwards
the signals for destination after further encoding using STBC. It
is observed that there is around 9-12 dB coding gain for using
Walsh Hadamard spreading sequences in multiuser system and
there is around 11 dB coding gain for using relay in the MIMO
system.

Keywords—Multiuser, Walsh  Hadamard
Sequences, STBC, MIMO, Relay.

Spreading

L INTRODUCTION

Direct Sequence Spread Spectrum (DSSS) is an important
technology for multiuser applications and there has been
considerable research on it over the past several decades [1-3].
In DSSS system, the information signal is modulated by a
spreading sequence prior to transmission, and the spreading
sequence is typically known to the desired user’s receiver,
where it used to perform the dispreading the signal and recover
the transmitted information. Walsh-Hadamard and Gold
spreading codes are widely used for DSSS. In our research, we
have used Walsh Hadamard spreading sequences. Walsh
Hadamard sequences are orthogonal, so it is very convenient to
use for multiple users.

On the other hand, Space Time Block Coding (STBC) has
received huge attention for supporting much greater data rate
and higher reliability than the single Input Single Output
(SISO) system [4-12]. So, information of every user is encoded
by STBC before transmission to get higher data rate and better
BER performance. We have further included relay for
decoding and forwarding the transmitted information to
provide long distance wireless communication as well as
further improving the capacity and transmission reliability [13-
16].
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Relay assisted multiuser communications have been widely
studied [17-39] but mostly precoding techniquies have been
used [33-38]. In [39] non orthogonal spreading codes are used
but it is not MIMO system. In this paper, we have studied a
relay assisted multiuser MIMO wireless communication with
orthogonal Walsh Hadamard sequences and our scheme
performs better than earlier proposed schemes with respect to
BER.

IL.

Consider an uplink wireless communication with u active
users. Each user and relay are equipped with two transmit
antennas ( n=2 ), whereas the relay and destination are
equipped with 2/3/4 receive antennas (m =2/3/4) as shown
in fig.1 and fig. 2. In the following, we will first describe the
structure of transmitter of user followed by the channel model
with decoding and reencoding the signal at relay and the base
station receiver design.

SYSTEM MODEL

A. Encoding at Transmitter of User
The information bit sequences b, for each user u, u=1,...k,

are mapped using spreading code. Different rows of Walsh
Hadamard matrix ( w, ) are used for different user as

spreading code. Walsh Hadamard sequences belong to the
binary sample space, and therefore, they have fixed power.
Walsh Hadamard sequences are available for lengths that are
powers of 2 which can be write as:

+1

-1

W_+1
27 41

For many users we use the larger matrices by using the

recursion as:
W, = w, W,
2p —
w w,

p

Suppose four users are communication to base station, so
we can write the matrix for four user as :



User -1

N
\l\ . Cog(ilner DCHQ‘I;%?(];[{OI-
. Despreadin,
o | Estimator 16QAM/ [P DCSP glp] Output
64 QAM

Fig. 1. System Block diagram

User -K
+1 +1 +1 +1
+1 -1 +1 -1
Wy = +1 +1 -1 -1
+1 -1 -1 +1

If the each row of Walsh
represented by 7, , the mapped bits of each user are m, =b,7,

. A QPSK or 16 QAM or 64 QAM modulator modulates the
mapped bits m,, . Modulated symbols are encoded using STBC

encoder before transmission according to table I .

Hadamard sequences is

B.  Received Signal at Relay

If the signals sﬁ , 1 =1, 2, n are transmitted
simultaneously at each time slot ¢ using 2 transmit antennas
of each user’s handset u , then the signal received at antenna

j of relay can be written as:

I 3 L O ) R ) RS

u

J th

where (I; )u is the received symbol on the ;™ receiver

antenna of relay at time slot ¢ of user u

(pSR) is path loss from transmit antenna i of source to
Ll Tu
. . se,, 1
receive antenna j of relay of user u# and p o

2
dSR

TABLE I. THE ENCODING AND TRANSMISSION SEQUENCE FOR TWO
TRANSMISSION ANTENNAS OF USER’S HANDSET

(h,-’ j )u is the path gain from transmit antenna i to receive

antenna j of user u . The path gains are modeled as samples
of independent complex Gaussian random variables with
variance 0.5 per real dimension. The wireless channel is
assumed to be quasi-static so that the path gains are constant
over a frame of length / and vary from one frame to another.

(5),is the transmitted symbol at time slot ¢ of user u
and

(n{ )u is the noise on ;" receive antenna at time slot ¢ of

user u . It is assumed that the noise on each receive antenna at
each time slot is independent from the noise on the other
receive antennas.

It is considered that H;; = p; ;h; ;, then (1) can be rewritten as:

(’"j)u = i(Hi,j )u (Sti)u + (”tj )u

i=1

2

C. Decoding at relay
For detecting symbols (s, )u and (s, )u of two transmit

antennas of every user, (3) and (4) decision metrics have been
used [4-5]

Antenna-I Antenna-I1
Time slot-I (s1)u (s2)u
Time slot-11 * *
(-S 2 )u (S 1 )u

Fig. 2. Block diagram of transmitter of every user
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) Modulator
Information p| Spreading |, QPSK/ Space Time
Source 16QAM/ Encoder
64 QAM



TABLE 1I. THE ENCODING AND TRANSMISSION SEQUENCE FOR TWO
TRANSMISSION ANTENNAS OF RELAY
Antenna-1 Antenna-I1
Time slot-I (Sl )u (S2 )u
Time slot-11 (_ o ) (A* )
S, S1
2
m *
), -6 L), ) |-
Z((ﬁ )M(Hz,j =), ] = (s2), @)

J=1

m

2
e S,
j=1 =l

2

“lis2),

we denote the detected symbols of two tansmit antennas
as (§, )u and (5, )u .

D. Encoding at relay:

STBC encoder of relay encodes the decoded symbols
(5,), and (§, ), according to the Table II and then at each

time slot #, signals (§; )u, i =1, 2, ... n are transmitted

simultaneously using two transmit antennas.

E.  Received signal at destination:

At time ¢ the signal y, , received at destination, is given by

(), el (32) (),

where (y,’ )u is the received symbol on the jth receiver

®)

antenna of destination at time slot 7 of user u

(p@ ) is path loss from transmit antenna i of source to
ij Ty

. . L rp,, 1
receive antenna j of destination of user u and p 0(2—
drp

(a- ) is the path gain from transmit antenna i to receive
Lj/ly

antenna j ofuser u .

i
(i

of user u at each time slot .

j is the transmitted symbol from transmit antenna i
u

(nt] ) is the noise on j’h receive antenna at time slot ¢
u

of user u .
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It is considered that 4; = Pl_RD a; , then (8) can be rewritten

)+,

as:

()5

(6)

F.  Decodingl at Destination

The combiner combines received signals of destination
which are then sent to the maximum likelihood detector. For
detecting symbols §, and s, of two transmit antennas, (7)

and (8) decision metrics have been used.

2

S il ) bkl )) -6

(7
+ _1+i i](Ai,j)u ’ |(§1 )u ’
i((ylj )u (A;,j )u - (/Vf ): (Al,j )u) _(52 )u (8)

J=1

m 2
w142 D),
j=1 i=1

2

“16,),

The detected symbols are demodulated by a QPSK or 16
QAM or 64 QAM demodulator to extract the 1, . A bank of

match filter is used to determine the coding sequence used by
the transmitter where the received signal is matched to a

different coding waveform to get the output 131, of user u using
the following :

T

bAu = ’/hll ru (9)

where 7/ is the transpose of the Walsh Hadamard

sequences for user u

III.

In this section, computer simulation is carried out to show
the BER performance of the proposed system. The results are
evaluated for several combinations of T, and R, antennas with
and without relay. 64 QAM is used for simulation. It is
considered that relay is placed at the middle of source and
destination. We used two terms in fig.5-fig .7: Direct Link
(DL) and Via Relay Link (VRL). DL means that information
pass from source to destination without relay. On the other
hand, VRL means that information pass from source to relay
and then from relay to destination. 10 users is considered to
simulate the system with Walsh Hadamard sequences.

SIMULATION RESULTS

We present the BERs to compare the performance of single
user and multiuser with and without Walsh Hadamard



10" . : ; .

10' £

—=— Direct Link for Single User without YWalsh Hadamard sequences
—e@e Vg Relay for Single user without Walsh Hadamard sequences
4 || —* Direct Link for Multiusers with \Walsh Hadamard sequences

1020

BER

101

co#e Vg Relay for Multiusers with YWalsh Hadamard sequences E

107
20

SNR(dB)

15 20

Fig. 4. BER performance comparison of direct line and via relay link with 2T, &
3R for single user and multiuser with and without Hadamard sequences

sequences in fig.3. It also compares the performance of relay
assisted link with direct link where user’s handset is equipped
with 2 T,, relay is equipped with 2 T, and 2 Rx and base station
is equipped with 2 Rx. It is observed that multiuser system with
Walsh Hadamard sequences provides 12 dB coding compared
to single user without Walsh Hadamard sequences at 10~ and
is around 11 dB gain for using relay with the same
configuration at 107,

Fig. 4 shows the performance of of multiuser and single
user with and without Walsh Hadamard sequences where

10" . : ;

user’s handset is equipped with 2 T,, relay is equipped with 2
T, and 3 Rx and base station is equipped with 3 Rx. It also
compares the performance of relay assisted link with direct
link. It is observed that multiuser system with Walsh
Hadamard sequences provides 10 dB coding compared single
user without Walsh Hadamard sequences at 10 and there is
arounsd 11 dB gain for using relay with the same configuration
at 10™.

Fig. 5 shows the performance of of multiuser and
single user with and without Walsh Hadamard sequences

—=&— Direct Link for Single User without YWalsh Hadamard sequences
=@ Vg Relay for Single user without Walsh Hadamard sequences
—+—— Direct Link for Multiusers with YWalsh Hadamard sequences
coFe Vig Relay for Multiusers with Walsh Hadamard sequences E

T

-15

1% 20

SNR(dB)

Fig. 3. BER performance comparison of direct line and via relay link with 2T, &
2R, for single user and multiuser with and without Hadamard sequences

95



—=&— Direct Link for Single User without YWalsh Hadamard sequences
=@ Vg Relay for Single user without Walsh Hadamard sequences
—+—— Direct Link for Multiusers with YWalsh Hadamard sequences

10 4 o Wia Relay for Multiusers with Walsh Hadamard sequences E

BER

SNR{dB)

10 1% 20

Fig. 5. BER performance comparison of direct line and via relay link with 2Ty &
3R for single user and multiuser with and without Hadamard sequences

where user’s handset is equipped with 2 T,, relay is equipped
with 2 T, and 4 Rx and base station is equipped with 4 Rx. It
also compares the performance of relay assisted link with
direct link. It is observed that multiuser system with Walsh
Hadamard sequences provides 9 dB coding compared to single
user without Walsh Hadamard sequences at 10”. There is
aroungl 11 dB gain for using relay with the same configuration
at 10™.

IV. CONCLUSION

From the simulations results, it is observed that Walsh
Hadamard sequences make a significant difference in
performance with respect to BER. It is possible to get 9-12 dB
gain by using Walsh Hadamard sequences for multiuser system
with different combination of transmit and receive antennas at
a BER of 10°. And the performance can be further improved
by employing relay between source and destination. It is
possible to get around 11 dB gains by using relay in the
system.
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Abstract— This paper investigates the effect on performance
for placing a decode and forward MIMO relay at different
position between source and destination for wireless uplink in
the presence of rayleigh fading where source is equipped with
single transmit antenna, relay is equipped with multiple
transmit and receive antennas, and destination has multiple
receive antennas. It is observed that relay at 0.4 and/or 0.5
and/or 0.6 provides best performance. On the other hand, relay
at 0.2 and/or 0.8 shows the worst performance. That is, the
system shows the best performance placing relay at the middle
of the source and the destination, or slightly closer to middle.
And the system shows the worse performance placing relay
close to the source or the destination. It is also observed that
relay at 0.4 or 0.5 or 0.6 provides 5 dB to 12 dB gains at 10°
compared to relay at 0.2 or 0.8.

Keywords—Space Time Block Code; MIMO; Relay; Decode
and Forward; Uplink; Wireless Communication.

L INTRODUCTION

Wireless relaying techniques have been receiving a
considerable  attention  for  providing  significant
improvements on coverage and performance. In wireless
relay networks, signals are transmitted from source to
destination through a number of relay. Relay accepts the
signal from source or/and from other relays, improves the
qualities of signal and retransmits it to the destination. There
are mainly two types of relays: Amplify and Forward (AF)
and Decode and Forward (DF). AF simply amplifies the
incoming signal and forwards it to the destination without
any attempt to decode it. AF relay is easy to implement but
cannot achieve high performance gain. On the other hand,
DF decodes the incoming signal, re-encodes it, and then
retransmits it to the destination. Although the complexity of
DF is high but can obtain high performance gain [1]. So we
have used DF to show the performance of our system.

On the other hand, multiple transmit and/or receive
antennas promises very high data rates on a scattering-rich
wireless channel, especially when propagation environment
or channel is known at the receiver. Two types of
transmission techniques are used in the MIMO system. One
is transmit diversity in which different duplicates of the
same transmission sequence are transmitted through
different transmission antennas. One of the typical transmit

978-1-4799-2299-4/13/$31.00 ©2013 |IEEE 98

diversity technique is Space Time Block Coding (STBC) [2-
7]. The other one is transmitting multiplexing in which
different transmission sequences are transmitted through
different transmission antennas. The typical transmitting
multiplexing technique is Bell Labs Layered Space-Time
(BLAST)[8,9]. In this paper we have used STBC to show
the performance of our system.

Relay assisted wireless communication has been widely
studied [10-42]. [10-13] show the performance of relay
using amplifying and forwarding. [14-16] show the
performance of relay having difference time slot to transmit
information. [17-25] show the performance of relay having
single antenna at source, relay and destination. [26-28] show
the performance of relay having single antenna at source and
destination but multiple antennas at relay. [29-42] show the
performance of relay having multiple antennas at source,
relay and destination. Our previous paper investigates the
performance of relay assisted uplink  wireless
communication by placing relay only at middle of source
and destination where source is equipped with single
transmit antenna, relay is equipped with multiple transmit
and receive antennas, and destination is equipped with
multiple receive antennas [43]. This paper investigates the
effect on performance for placing relay at different position
with the same configuration of our previous paper because
the transmission power saving can be optimized by placing
relay at different location.

II. SYSTEM MODEL

It is considered that the system consists of source, relay
and destination where source is equipped with single
transmitte antenna and relay is equipped with multiple
transmit antennas and multiple receive antennas, and
destination is equipped with multiple receiving antennas.
Data are modulated by a QPSK or 16 QAM or 64 QAM
modulator before transmitting as shown in Fig.1.

A. Received Signal at Relay

If the symbol transmitted by transmit antenna is S, then
the signal received by the receiving antennas at relay can be
written as:



'S
Modulator AN ™ . Combiner Demodulator
Information QPSK/ . And QPSK/ N Output
Source 16QAM/ o | Estimator 16QAM/
64 QAM 64 QAM
Fig. 1. System Block diagram
1 hlS nj M) n % * n 2 2
.22 ri—lhi—1+ri hi -s | + _1+'21‘hi‘ s |(5)
1= 1=

where 7 is the received symbol on the ith receiver

antenna of relay.

h

hi is the channel on the i™ receive antenna. It is

assumed that the channel experienced by each receive
antenna is independent from the channel experienced by
other receive antennas. And the channel #4; is know at the
receiver.

S is the transmitted symbol and

. . -t . .
n, is the noise on i" receive antenna. It is assumed that

the noise on each receive antenna is independent from the
noise on the other receive antennas.

The combiner combines received signals which are then
sent to the maximum likelihood detector. The combiner
generates the following signals [44-45]:

h :;,] I +hn I': (2)

Maximum likelihood decoding of combined signal s
can be achieved using the decision metric:

- * * ® *
N :h] r1+h2r2 +h3 r3+h4r4

2 2

n

2
i=2

*

r. —h.s
i i

7. —h.

i—1 i— +

IS

3)

over all possible values of § .

We expand the above equation and delete the terms that are
independent of the code words. So the above can be rewrite:
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*
* * 2
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i1 4)

n
bX
For detecting s at relay, we use the following decision
metric.

TABLE L. THE ENCODING AND TRANSMISSION SEQUENCE FOR
TWO TRANSMISSION ANTENNAS OF ALAMOUTI WITH CODE RATE ONE

Antenna-I Antenna-I1
Time slot-1 X1 b
Time slot-II * *
) ¥
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B. Encoding using STBC and retransmitting from relay:

STBC encoder encodes the decoded symbols of relay
according to the Table I and then at each time slot ¢,

signals S,i ,i=1,2, ... nare transmitted simultaneously using
n transmit antennas.

C. Received signal at destination:

At time ¢ the signal ytj , received at antenna j of
destination, is given by
J -
i ;S 10

1

y (6)

I'Mz

where y/ is the received symbol on the jth receiver
antenna of destination at time t.
@; ;is the channel from transmit antenna i to receive

antenna j.
S; is the transmitted symbol from transmit antenna i
at each time slot .
77lj is the noise from transmit antenna i to receive
antenna j.
The combiner combines received signals of destination
which are then sent to the maximum likelihood detector. For

detecting symbols s, ands, , (7) and (8) decision metrics
have been used [2, 3]:

0.2/ 0.4 0.5 0.6/ 0.8

—

Direct Link
CD—(C

=

0.5 0.5

Via Relay Link

Fig. 2. Direct Link and Via Relay Link



- Relayat02 |]
—+— Relayat 04 |4
4 Relayat 0.5 |
g —B— Relayat06 [

- o Relayat 0.8 |

BER

10'5 I I . :
-15 -10 -5 0 5 10 15 20

SNR{dB)

Fig. 3. BER performance comparisons of wireless uplink for placing relay at
different position where relay is equipped with 2T, & 2R, and destination is
equipped with 2 Rx

The detected symbols are demodulated by 64QAM

i i)
Z(rl ot (Vz ) 273 j) =5 demodulator to get the output.

(7

III. SIMULATION RESULTS

m 2
2 2
+ _1+z Z‘az,‘ |Sl| In this section, computer simulation is carried out to

+

L

+
'V
-

<

BER

show the BER performance of the proposed system. The
results are evaluated for several combinations of T, and R,
antennas with relay placing at different position (at 0.2, 0.4,

Z(ﬁja;, e )|, ®) 0.5, 0.6 and 0.8) as shown in fig. 2. 64 QAM is used for

simulation.
Fig. 3 shows the performance of wireless uplink for placing

relay is equipped with 2Tx & 2Rx and destination is
equipped with 2 Rx. It is observed that relay at 0.8 shows the

‘2]| |2 relay at different position (at 0.2, 0.4, 0.5, 0.6 and 0.8) where
. S
J 1

10 T T T T T T |
@ Relayat 0.2 |
—+— Relay at 0.4 |
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—E—Relayat 0.6 3
oo Relay at 0.8 |7

10 1% 20
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Fig. 4. BER performance comparisons of wireless uplink for placing relay at
different position where relay is equipped with 2T, & 3R, and destination is
equipped with 2 Rx
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Fig. 5. BER performance comparisons of wireless uplink for placing relay at
different position where relay is equipped with 2T, & 4R, and destination is
equipped with 2 Rx

worst performance. Relay at 0.6, 0.5, 0.4, 0.2 provides 7 dB,
10 dB, 12 dB and 6 dB gain at 10” respectively compared to
relay at 0.8. And relay at 0.4 shows the best performance.

Fig. 4 shows the performance of wireless uplink for placing
relay at different position (at 0.2, 0.4, 0.5, 0.6 and 0.8) where
relay is equipped with 2Tx & 3Rx and destination is
equipped with 2 Rx .It is observed that relay at 0.8 and 0.2
shows the worst performance. Relay at 0.6, 0.5 and 0.4
provides 5 db,7 dB, 6 dB gain at 10” respectively compared
to relay at 0.8 or 0.2. And relay at 0.5 shows the best
performance.

Fig. 5 shows the performance of wireless uplink for
placing relay at different position (at 0.2, 0.4, 0.5, 0.6 and

0.8) where relay is equipped with 2Tx & 4Rx and
destination is equipped with 2 Rx .It is observed that relay at
0.2 shows the worst performance. Relay at 0.8, 0.6, 0.5 and
0.4 provides 2 dB, 7 dB, 7 dB and 5 dB gain at 10
respectively compared to relay at 0.2. And relay at 0.5 and
0.6 shows the best performance.

Fig. 6 shows the performance of wireless uplink for
placing relay at different position (at 0.2, 0.4, 0.5, 0.6 and
0.8) where relay is equipped with 2Tx & 5Rx and
destination is equipped with 2 Rx .It is observed that relay at
0.2 shows the worst performance. Relay at 0.8, 0.6, 0.5 and
0.4 provides 3 dB, 8 dB, 8 dB and 5 dB gains at 10”
respectively compared to relay at 0.2. And relay at 0.5 and
0.6 shows the best performance.
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Fig. 6. BER performance comparisons of wireless uplink for placing relay at
different position where relay is equipped with 2T, & SR, and destination is
equipped with 2 Rx
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Fig. 7. BER performance comparisons of wireless uplink for placing relay at

different position where relay is equipped with 2T, & 6Ry

equipped with 2 Rx

Fig. 7 shows the performance of wireless uplink for
placing relay at different position (at 0.2, 0.4, 0.5, 0.6 and
0.8) where relay is equipped with 2Tx & 6Rx and
destination is equipped with 2 Rx .It is observed that relay at
0.2 shows the worst performance. Relay at 0.8, 0.6, 0.5 and
0.4 provides 5 dB, 10 dB, 8 dB and 6 dB gains at 107
respectively compared to relay at 0.2. And relay at 0.6 shows
the best performance.

IV. CONCLUSION

From the simulations results, it is observed that if the
relay is placed at the middle of the source and the
destination, or slightly closer to middle, the system shows the
best performance. On the other hand, if the relay is near to
source or near to destination, the system shows the worst
performance. So the preferred position of the relay is the
middle between the source and destination or slightly closer
to middle.
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Abstract—With the rapid development of technology, e-learning
pretends to be more useful and popular in education. E-learning
can be used in or out of the classroom. Courseware is becoming a
well known form of e-learning in present days. It helps to convert
the conventional process of learning and teaching towards e-
learning. Different educational organizations are providing their
resources to all through Courseware. In this paper, authors
attempt to give an overview of some of the renowned online
courseware. The authors have performed a comparative analysis
among those courseware and then summarize them in the form of
table and tree so that their overall structure can be easily
approximated. After studying the similarities and dissimilarities
among various contents provided by various courseware, the
authors have proposed a design approach for an integrated
global online courseware which will combine all the facilities of
all courseware into a single one. A methodology for the
fulfillment of the proposed idea has also been proposed with
proper demonstration by Venn diagram. If the integrated
courseware can be developed, then both of the instructors and
learners will be benefitted. Because of integrating all relevant
contents to relevant courses, it will be more beneficial for the
third world learners also. The completion of the proposed idea
requires the permission from the concerned authority. But if the
idea can draw the attention of the authority, then it will surely be
one of the steps to globalization of learning especially for the self
learners.
Keywords—
Diagram.

Courseware, E-learning, Globalization, Venn

I. INTRODUCTION

New and innovative ways of learning and teaching are now
being emerged through the improvements in web technologies
and the increased influence of the World Wide Web. E-
learning means the use of these ways in learning and teaching.
Present e-learning system technologies and services enable
actions that allow users to be self learners, actively
participating in the on-line learning process. There are several
forms of e-learning such as multimedia based f2f learning,
computer-based training, web-based training, online learning
etc. Several institutions use e-learning in the form of
courseware. Courseware is an additional educational software
material that is used as kits for teachers or trainers and as
tutorials for students, for use with a self-learning or coach
assisted program. There are several papers based on e-learning
and courseware. L. Vicent et al. [1] conducted a survey upon
the effects of multimedia lecture and traditional lecture. The
result shows that multimedia processes for learning is better
than traditional. But, bad functional technology disturbs

978-1-4799-2299-4/13/$31.00 ©2013 IEEE

multimedia process sometimes. F. Buendia et al. [2] proposed a
system that allows students to send their system program using
the web forms, execute them in a native operating system and
receive their results and feedback information through web-
browsers. L. Zhang ef al. [3] propose an assessment model
based on Bayesian networks, which assess learning status by
knowledge map after absorbing and analyzing test results. A
survey is conducted based on academic results and a
questionnaire (MCQ) which shows that 1% student’s attitude is
negative that is, they are not satisfied. The authors have no way
to know their mentality and what they actually require. N.
Hoic-Bozic et al. [4] describes a blended learning approach to
course design and implementation using a LMS named
AHyCo, applied to the senior students in the undergraduate
program in a Mathematics and Information Science major at
the department of Information Science. But, it is appropriate
only where student/ instructor ratio is lower. J. R. Galvao et al.
[5] analyzed various courseware features that are available on
the internet and propose a new model that is based on some of
the technologies, such as computers and Telecommunication.

The paper is structured as follows. In Section II, definition
and types of courseware are described with the present status
of overall courseware. Their tree and table representations are
described in Section III with a brief overview of our analyzed
courseware. In this section, a comparative analysis is made
according to dissimilarity. In Section IV, our proposed
methodology for course design and development with
application is explained. Benefits of the proposed idea and
challenges to do this are given in Section V and VI
respectively. Finally, the conclusions are summarized in
Section VIII.

II. CONCEPT OF COURSEWARE?

All human beings have the right to learn, improve, and
progress. Educational opportunity is the way by which they
can fulfill that right. In this century, most of the persons
related with education require delivering and acquiring
knowledge with the use of technology. Technology is one of
the biggest reasons for courseware. A courseware can be: (1)
Visual — “hands on” type of person; Need pictures, graphs, etc.
to learn and apply material, (2) Non-Visual - can apply learned
material from just reading it. We can also characterize a
courseware in the following sense: (1) On CD-ROMs — visual
and customizable, (2) Books and Text — non-visual and very
standardized, (3) On the internet — visual and accessible [6].
We are about to integrate the third type of courseware. There
are different types of courseware user such as students,
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educator, self-learner etc. The MIT open courseware conducts
a survey based on who use their courseware and represents the
result in a pie chart [7] where the chart shows that the
maximum number (43%) of courseware users is self learners
whereas the percentage of using courseware by educators,
students and others are 9%, 42% and 6% respectively. So, we
are concerned about designing an integrated courseware which
will help all of the self learners. For a knowledge seeker, it
will be time consuming to search all the individual courseware
to acquire vast knowledge about a desired topic. But, if all the
contents can be supplied by only a single courseware, then all
the users will be benefitted.

We have analyzed several online courseware. Most of
them are for undergraduate students. There are only a few for
the post graduate students. Courseware for primary level
students is even less. Khan academy [8] is one of this. No
courseware 1is present for disable students. Different
courseware have their own structure (not following any
general structure). Courseware of different universities uses
different books of different writers for providing contents to a
course. There is an absence of content clustering technique for
course material. For example, a course named ‘Database
System’ may be taught from the book written by Korth or
from the book written by Jeffrey Ullman or so on. Several
books may contain several new topics and new methods for
making a topic understandable on the same subject. In this
case, existing courseware do not provide all topics from all
books. But content clustering is very much necessary for self-
learners. Though, there exist some attempts to integrate
courseware, such as edx [9], open courseware consortium [10]
etc. But, edx, combining different courseware, provides only
some special courses. They also do not combine all
courseware components, which may also be needed for a
learner. They have combined courseware from several
renowned universities such as MIT, Havard University,
Berkely (University of California), The University of Texas
System. So, here we do not get all courses in a single one. On
the other hand, in open courseware consortium, they also
provide some link of courseware for different courses. So, as
usual we need to visit all courseware sites for acquiring
knowledge.

III. A COMPARATIVE ANALYSIS

We have analyzed 9 courseware provided by different reputed
institutions. Different institutions present their courseware in
different styles. All are designed to be appropriate in their own
perspectives. MIT OpenCourseWare is a web-based
publication of virtually all MIT courses (more than 2,000)
content [11]. Open Yale Courses provide free and open access
to a selection of introductory courses taught by distinguished
teachers and scholars at Yale University [12]. Notre Dame
OCW is a free and open educational resource provided by the
Notre Dame University for faculty, students, and self-learners
throughout the world [13]. Connexions is a place to view and
share educational material made of small knowledge chunks
called modules that can be organized as courses, books,
reports, efc. [14]. Utah State OpenCourseWare is a collection
of educational material used in the formal campus courses of
Utah State University, and seeks to provide people around the
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world with an opportunity to access high quality learning
opportunities [15]. Open Michigan, free learning from

< UtabStateUniversity
m—— S m—
Anthropology e Others
Cqural Anth:opology Others _ ]
Syllabus Schedule
—

Courseware Tleve Tlevel Tlevel TElevd
Utah State Home, Courses, | Anthropology, | Cultural Syllabus,
University ... | Anthropology, | Schedule,

Figure 1. Overview of Courseware Provided by UtahState University

University of Michigan helps people find, use, and create
openly licensed content and provides a space to share their
educational content [16].

A. Representation

After analyzing all courseware, we make a tree representation
of all of them to make them structured. A tree helps to
represent hierarchical data. So, the tree representation
established by us will help to easily understand a courseware.
A tree shows the navigation through a courseware at a glance.
At first a tree representation of each courseware is made.
When the tree is constructed, we can convert it to an
equivalent table. The overview of courseware provided by
UtahState University [15] as a table got from tree
representation is represented in fig. 1. Table representation is
important, because it will help us to compare different
courseware on the basis of some common criteria. We have
found that about 50% of the courseware don’t fulfill sufficient
contents for a specific course. Some courseware provides
unnecessary level or specification for getting a course
material. Though so much specification may be time
consuming and boring, nevertheless it helps to find a course
material quickly. MIT is a vast courseware. But here, if the
users can search course by department, then the ‘find by topic’
portion seems to be not required especially for self learners
(Table I). In Notre Dame and Utah State University, there is
no easy option of searching, like --search by dept. But, Notre
Dame University provides bibliography for each course which
can be useful for a knowledge seeker. Open Yale University
provides support for buying books. Connexions has two
important search options —search by Author & search by
Keywords. Some institutions provide online courses only for
some specific field. As for example, JHSPH [17] provides
courses related only health. University of Washington [18] and
CS50 [19] provide courses related only computer science.
Now, if one equivalent table can be obtained from one tree,
then the table I can be found from observing other courseware.



In this table, similar components are kept in the same level,
even though they are not the member of that level. For
example, courseware from Open Michigan has Find in the
first level, but it has been kept in the 2™ level in table I. In this
table “....... > represents that there are more contents, which is
not shown due to space congestion.

B.  Percentage of Dissimilarity

We make a mathematical analysis for extracting the
dissimilarities among all courseware and express them in a
percentage form. Every level of each courseware is compared
for dissimilarity with every level of all other courseware. In
the present context, the number of comparison will be (9!),
because here 9 different courseware have been analyzed. To
make this comparison, we first assign a weight for each level
of the courseware. Weights of levels are assigned according to
their importance. Last level is the most important level, we
want to consider. Since, it provides the desired courses and
course materials. We primarily work for first seven levels.
Assigned weights are shown in table I. For example, 1%
level=5 in the third column, here 5 represents the weight of 1*
level. Obtained percentage on the basis of dissimilarity among
courseware is given in the table II. For all diagonal elements,
similarities will be 100%, because comparison occurs itself.
So, dissimilarity is 0%. If we consider for ID (1, 2) that 1%
level of ID 1 contains 6 elements and 1* level of ID 2 contains
5 elements. There are 2 elements which are common in both
ID 1 and ID 2. So, Similarity = (2*5)/9=1.11. Here, 2 is the
number of common elements, 5 is the assigned weight and
9(6+5-2) is the number of elements which is found by

applying union operation between the 1% level elements of ID
1 and ID 2. If all the elements of these two IDs in this level
were matched, then their matching was assigned as 5. If a less
matching is found, then a matching<5 is provided. For 2", 3™
and 4™ levels, ID 1 contains value, but ID 2 not. So we can say
that for these three levels, similarity=0% and
dissimilarity=100%. Similarly, the values for other levels are
measured. Now, for ID (1, 2) total similar weight = 1.11+0
+0+0-+0.1525+0.2376+3=4.5001. The values of other levels
are also assumed. Now, percentage of weight=
(4.5001*100)/56=8.04%. Here, 56 1is the total weight
(5+6+7+8+9+10+11=56). Now, percentage of dissimilarity is
found by subtracting the obtained result from 100. The
percentage of this example is found manually. This technique
has been applied in the program with real data and we find the
table II. After getting the results, we manually check some of
the percentages. We would never claim that these percentages
are correct, because no synonym table is used. The
mathematical calculation is correct, but when we are
concerned with the terms like true positive, false positive, true
negative and false negative, the result is too much inaccurate.
True positive is very weak, because without a synonym table,
the program is unable to recognize that the course ‘Basic
Database’ and ‘Database System’ are the same. So, the
possibility of false negative is very high. Again, there may
also be some words with same name but different meaning.
For example, the spelling of a ‘table’ in database and a
furniture ‘table’ are same, but their meanings are never the
same. So, there may also have some false positive. Even
though we have used a program to compute the percentage,
many works have been done manually.

TABLE L TABULAR REPRESENTATION OF DIFFERENT COURSEWARE
ID Courseware 1™ 2" 3 level=7 | 4" 5" level=9 | 6" level=10 T level=11 |
Origin level=5 level=6 level=8 n™®
level=n
1 Massachusetts Courses Find Topic, School Biology---- | Genetics syllabus, lecture note,
institute of course by | MIT of -6 | - assignment, exam,------
technology courseNo, science,
Dept | --—---
2 Utah state | Courses Anthropolo Cultural Syllabus, schedule,
University | ...... gy,---=--- anthropology about professor,--
3 Notre dame | Courses Areas of Aerospace Thermo- lesson, bibliography,
University | ...... study and dynamics, ------- additional resources,---
mechanical -
engeg., ......
4 Open Yale | Courses View all | Dept, Environmental Session, survey, buy
University | ...... courses course politics and law, books,
title, | | e
course no,
5 Connexions Content Search Sub, title, | Arts, Arts and culture, E-mail, PDF,
........ for keyword, Science
content, all | Ll
Browse collection
content | ..........
6 CS50 Search Course Mobile software | Problem set, quizzes,----
name, engineering,---- -
7 Open Michigan Connect Find Engg, Chemical Process Overview,  highlights,
................ engg, dynamics  and | .............
...... controls , .......
8 JHSPH OCW Course, Adolescent Child health & | Syllabus, readings
topics, Health,... development, | ...l
9 University  of | Courses Computer Lecture , homework ,
Washington programming | ------------
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TABLE IL PERCENTAGE OF DISSIMILARITIES

D1 2 3 4 3 i 7 8 9
1 0 %01 9348 936 9% 9944 911 94 984
2 %0 0 9L %3 %802 100 %85 9526 9911
3 9548 9B 0 %42 90 m 976 9725 9789
4 %6 %M %4.2 0 %1 %4 %3 Y1 KBH
30 %15 %02 %02 %l 0 100 9856 100 100
6 994 100 o 994 100 0 994 100 100
7 911 96.65 976 %23 9356 954 0 9836 9851
§ M %% 95 91l 100 100 983 0 988
9 984 %I 9769 %5 100 00 9881 9884 0

1& 28& 3 & 48 5 & 6 & 7& 8 & 9&

Others Others ©Others Others Others Others Others Others Others

Figure 2. Percentage of Dissimilarity Chart

The values in table II are represented by the column chart
given in fig. 2. After analyzing the percentage of similarities,
we have found that there exists high dissimilarity in most of
the courseware. Every courseware has at least a new idea.
Some contents are important, but we see that one courseware
have it, but others do not have. In this case, integration will
combine all of the new ideas from different courseware.

IV. COURSE DESIGN & DEVELOPMENT

The present era is an era of globalization. Now-a-days
every conscious economic, financial, trade related institutes
want to communicate with other similar organizations to get
the advantages of globalization. There are different attempts to
do this. BDREN [20] is one such attempt, which is an
exclusive super highway communication network, linking
education, research and innovation organizations in
Bangladesh, and across the world. If we could combine the
facilities of all of the courseware into a single one, then it can
also be a step to globalization. We have already divided the
courseware facilities into several levels through trees. Now if
we can merge all the fields corresponding to a specific level of
all courseware sites into a level of a single courseware so that
it contains all the respective fields, then it can help different
Universities to communicate with each other. It can also help a
knowledge seeker to find the combined facilities into one.

A.  Proposed Methodology

To design an integrated courseware, we have to compare each
courseware with all other courseware. At first, we have to
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separate the similar and dissimilar contents of each level. Then
we have to select which contents are to be kept in the
integrated courseware. Courseware contents can be combined
by using the union operation. But, here we have proposed a
different methodology to achieve the integration. We have
started by considering one courseware as static, whose value
will be kept as it is. To represent this methodology, we have
used Venn diagram. In the fig. 3(a), we have kept the contents
of MIT courseware as static. Here, the MIT courseware is
represented in the middle circle by it’s ID 1, given in the table
I. Other courseware are also represented by their ID. In the
figure, the overlapped region represents similarity. In this
case, we have considered only the individual similarities of
each courseware with ID 1. Here, we have not considered the
similarities among the courseware instead of ID 1. It may
seem wrong in the first view, but we have considered them in
the next parts of this methodology. After separating the
similarities and dissimilarities, we have represented them as S
and D respectively. For example, in the fig. 3(a), 2D
represents the dissimilar contents among ID 1 and ID 2.
Accordingly, 2S represents the similar contents among them.
Size of the circles is not given according to the volume of
contents of a courseware. They are drawn arbitrarily. The
same procedure will be applied repeatedly for the next until
we find only one circle. In fig. 3(a), we will find all the
contents of 1. If 2S contains a content that is same with a
content of 3S or.... 9S, remove from the group of these. It is
also applicable for other steps. In fig. 3(b), among 2D, 3D, 4D,
5D, 6D, 7D, 8D, and 9D, we will take 2D as static. Then, with
respect to this, we will find the following figure according to
the same methods of the first step. From this step, we will find
2D, the inner circle. It will not be used for the next steps. In
fig. 3(c), among 3Dy, 4D,, 5D,, 6Dy, 7D,, 8D,, and 9D,, we
will take 3D, as static. Applying the same procedures stated



above, we will have the following figure. From this step, we
will find 3D, the inner circle. It will not be used for the next
steps. In fig. 3(d), among 4D,, 5D,, 6D,, 7D,, 8D,, and 9D,
4D, is taken as static. From this step, we will find 4D, the
inner circle. It will not be used for the next steps. In the next
fig. 3(e), among 6D;, 7D, 8Ds, and 9D; with respect to 3Dy,
5D; is taken as static. From this step, we will find 5D;, the
inner circle. It will not be used for the next steps. In the fig.
3(f), among, 6D,, 7D,, 8Dy, and 9D,, 6D, is taken as static.
From this step, we will find 6Dy, the inner circle. It will not be
used for the next steps. In the next fig. 3(g), among, 7Ds, 8Ds,
and 9Ds, 6D, is taken as static. From this step, we will find
6D, the inner circle. It will not be used for the next steps. In
the fig. 3(h), among, 8D¢, and 9Dg, 8D is taken as static.
From this step, we will find 8Dg. From the last fig. 3(i), we
will find the last total unique component 9D;. Now, we have
reached at the end of this recursion. Now, the required unique
contents for the analyzed courseware in an integrated form can
be found by

1+ 2D + 3D, + 4D,+ 5D+ 6D,+ 7Ds+ 8Dy + 9D,

Now, we can generalize this methodology according to the
above steps in the following form:

Integrated Content= 1 + X727 (nD,__,)

Where, 1=contents of first Id; m = total number of
courseware; n =2,........ ,m; D = dissimilarity

This operation will be conducted for each level separately. For
each component found by union of one level, same operation
will be used to find the next level for that component. For
example, from the above calculation, we have found Home,
Courses, About, Feedback etc. in the first level. Now, for each
of these components same operation will be used to find the
next important level. Among the dissimilar contents, there can
have some synonyms. To make them computer
understandable, we have to use a synonym table. When
developing a synonym table, we face many problems. For
example, in MIT, the course Introduction to Psychology is
taught in Fall 2011 and Fall 2004 with distinct topics. For the
simplicity of synonym table, we compress these two courses
into one. It has been done manually. An efficient synonym
table is needed for an efficient integration of unique contents.

B.  Application of Methodology

If we apply the methodology for each level stated in
section IV (A), the result will be all dissimilar contents with
the similar contents only once. For example, we consider that
only ‘Courses’ is found by applying the methodology in the 1%
level. Now, MIT has Topic, Dept., and Course No as the next
important level