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Abstract—In a visibility representation of a graph, the vertices 
map to objects in Euclidean space and the edges are determined 
by certain visibility relations. A bar visibility representation of a 
planar graph is a drawing where each vertex is drawn as a 
horizontal line segments called bars, each edge is drawn as a 
vertical line segment where the vertical line segment representing 
an edge must connect the horizontal line segments representing 
the end vertices. A graph is called a 1-planar graph if it can be 
drawn in the plane so that each its edge is crossed by at most one 
other edge. A 1-planar graph is said to be optimal if there are 
highest number of edges available. In this Research, we proposed 
an algorithm to numbering the optimal 1-planar graph and also 
bar 1-visibility representation of optimal 1-planar graph.  

Keywords-1-planar graph,visibility representation,bar 1-
visibility representation,optimal 1-planar graph. 

I.  INTRODUCTION  
      The problem of determining a visibility representation of a 
graph has been studied extensively in the literature due to the 
large number of applications (as in VLSI design, CASE tools, 
hidden-surface elimination problem, etc.) and, also, by the 
combinatorial properties of those graphs. 
      In a visibility representation of a graph, the vertices map to 
objects in Euclidean space and the edges are determined by 
certain visibility relations. 
      A graph is called a 1-planar graph if it can be drawn in the 
plane so that each its edge is crossed by at most one other 
edge. We can also say a 1-planar graph is a graph that has a1-
planar drawing. For a 1-planar graph G, we have an inequality 
m<=4n-8 where n and m are its number of vertices and edges, 
respectively. A 1-planar graph G is said to be optimal if m=4n-
8. 
      Since every planar graph has a 0-visibility representation, 
algorithms for finding 1-visibility representation of planar 
graphs are known. Thus the main idea is as follows: first 
obtain a planar graph by deleting some edges from the input 
non-planar graph, then obtain a visibility drawing of the planar 
graph and finally place the deleted edges which give bar 1-
visibility representation. 
      The aim of this research is to study some properties of 
optimal 1-planar graph, developing such an algorithm that will 
produce bar 1-visibility representation for  optimal 1-planar 
graph. 

II. APPLICATION OF VISIBILITY REPRESENTATION  
    The problem of computing a compact Visibility 
Representation is important not only in algorithmic graph 
theory, but also in practical applications such as VLSI layout 
[3] .From a visibility representation, a planar polyline drawing 
can be generated with O(1) bends per edge in linear time [16]. 
Visibility representations can also be used to generate planar 
orthogonal drawings. In this section, we present some of these 
applications in detail. 

A. Planar Polyline Drawing 
     We can construct a planar upward polyline drawing of a 
planar st-graph G using its visibility representation. We draw 
each vertex in an arbitrary point inside its vertex segment. We 
draw each edge (u, v) of G as a three segment polygonal 
chain. 

B. VLSI  Design 
     Modules and their interconnections of a VLSI circuit are 
given as a graph where a vertex of the graph represents a 
module of the VLSI circuit and an edge represents an 
interconnection between two modules. 

C. Motion Planing 
     Motion planning is a problem of finding a path to move a 
robot from a start configuration to a goal configuration 
without colliding with obstacles. 

D. Graph drawing 
     Graph drawing is an area of mathematics and computer 
science combining methods from geometric graph theory and 
information visualization to derive two-dimensional depictions 
of graphs arising from applications such as social network 
analysis, cartography, and bioinformatics. 

III. HISTORY OF VISIBILITY REPRESENTATION 
     The problem of visibility representation has gained its own 
inherent interest in related topics and has significant 
researches based in its specific application and parameters. In 
this section, we give an outline of the results found in this 
area. Visibility representation has practical applications in 
VLSI layout [3] and several researchers concentrated their 
attention on visibility representations [3, 6]. Otten and 
VanWijk [17] have shown that every planar graph admits a 
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visibility representation and Tamassia & Tollis [21] have 
given a linear-time algorithm for constructing a visibility 
representation of a planar graph. Di Battista, Tamassia, R. and 
Tollis, I. G. have given Constrained Visibility Representation 
of Graphs [2]. 
     Alice M. Dean et al. have introduced a generalization of 
visibility representation for a nonplanar graph which is called 
bar k-visibility representation [8] . While it is easy to see that 
all bar visibility graphs are planar, this is not true for bar k-
visibility graphs, and no other immediate property provides an 
approach to their structure. Since all bar visibility graphs are 
planar, they seek measurements of closeness to planarity for 
bar k-visibility graphs. They have obtained an upper bound on 
the number of edges in a bar k-visibility graph. As a 
consequence, they have obtained an upper bound of 12 on the 
chromatic number of bar 1-visibility graphs, and a tight upper 
bound of 8 on the size of the largest complete bar 1-visibility 
graph. They also considered the thickness of bar k-visibility 
graphs, obtaining anupper bound of 4 when k = 1, and a bound 
that is quadratic in k for k > 1. 
      For the case k = 1, Dean et al. used the Four Color 
Theorem to show that their thickness is bounded by 4. They 
conjectured that no bar 1-visibility graph has thickness larger 
than 2.Recently, Fleshner and Massow have investigated some 
graph theoretic properties of bar 1-visibility graphs [10].They 
proved the tight upper bound on the thickness of bar 1-
visibility graphs is 3. In recent years, several works are 
devoted to this field. Igor Fabrici,Tomas Madaras [14] study 
the existence of subgraphs of bounded degrees in 1-planar 
graphs which is also called bar 1-visibility graph. It is shown 
that each 1-planar graph contains a vertex of degree at most 7; 
they also prove that each 3-connected 1-planar graph contains 
an edge with both end vertices of degrees at most 20.  
     Peter Eades and Giuseppe Liotta study the relationship 
between RAC graphs and 1-planar graphs. Yusuke Suzuki 
studied the Optimal 1-planar graphs which triangulate other 
surfaces [24]. He proposed that A simple graph G is said to be 
1-planar if it can be drawn on the sphere S2(or the plane) so 
that each of its edges crosses at most one other edge. For a 1-
planar graph G, we have an inequality m<=4n-8 where n and 
m are its number of vertices and edges, respectively. (This 
inequality was proved in some papers. For example, see [14].) 
A 1-planar graph G is said to be optimal if m=4n-8. It had 
already proved in [23] that every optimal 1-planar graph G is 
obtained by adding a pair of crossing edges to each face of a 
3-connected quadrangulation on the sphere; hence every 
vertex of G has even degree. 

IV. THE PROPOSED METHODOLOGY FOR BAR 1-VISIBILITY 
REPRESENTATION OF OPTIMAL 1-PLANAR GRAPH 

     We first introduce our proposed algorithm based on 
Quadrangle Labeling of vertices of optimal 1-Planar graph. 
Later we would like to represent our proposed algorithm for 
finding the bar 1-visibility representation for Optimal 1-Planar 
graph 

A. Quadrangle Labeling of Vertices of Optimal 1-Planar 
Graph 

     A simple graph G is said to be 1-planar if it can be drawn 
on the sphere S2(or the plane) so that each of its edges crosses 
at most one other edge. The drawing is regarded as a 
continuous map f: G → S2 which may not be injective. To 
simplify our notation, we often consider that a given 1-planar 
graph G is already mapped on the sphere, and denote its image 
by G itself. An edge is said to be crossing if it crosses another 
edge in a 1-planar graph G, and to be non-crossing otherwise. 
     Quadrangle labeling is a way of numbering the vertices of a 
quad so that the highest and lowest numbered vertices are not 
in same diagonal. 
     From our proposed algorithm we have the following 
lemma: 
     Lemma 1. Every optimal 1-planar graph admits quadrangle 
labeling . 
 
     Proof : Let, G(V,E) be a input graph with maximum 4n-8 
edges where n= number of vertices. Now we will number its 
vertices. For this, at first we would select a vertex i=1 from the 
graph G which is outer from sphere surface as source. Then 
we will calculate n quadrangles which are connected to i 
vertex. Number all the vertices of quadrangles adjacent to the 
source, from left quadrangles to right quadrangles sequentially 
ensuring that lowest and highest numbered vertices of the 
quadrangle will not be in same diagonal and If Ep={Vi,Vj} is 
an edge which intersects with another edge, Eq={Vk,Vl} ; 
then assign number such that i<k<j<l. An example is shown 
below 

 
                             Figure 1: Quadrangle Labeling.  
 
Same process will be repeated for i+1 to n. Then, for i=1 to n, 
Check if there is any diagonal edge consisting of lowest and 
highest numbered vertices of the quadrangle. If yes then swap 
the vertex number with any vertex number adjacent to it to 
ensure that lowest and highest numbered vertices of the 
quadrangle will not be in same diagonals . Then, go to the 
initial state, i=1 and repeat the step. If there is no diagonal 
edge consisting of lowest and highest numbered vertices of the 
quadrangle, increment i. Terminate when i=n. 
     The output of this algorithm would be such a numbering of 
vertices of G for which there will be no diagonal edge 
consisting of lowest and highest numbered vertices of the 
quadrangle. An example of this algorithm is shown below: 
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Figure 2: Labeling the vertices of an Optimal 1-Planar graph with n=8. 

 
Algorithm: 
 
 
Input : Optimal 1-planar graph. 
Output : Quadrangle labeled optimal 1-planar graph. 
 
• At first selected a vertex i=1 from the graph G which 

is outer from sphere surface as source. 
• Calculate n quadrangles which are connected to i 

vertex. 
• Number all the vertices of quadrangles adjacent to the 

source, from left quadrangles to right quadrangles 
sequentially ensuring that lowest and highest 
numbered vertices of the quadrangle will not be in 
same diagonals and If Ep={Vi,Vj} is an edge which 
intersects with another edge, Eq={Vk,Vl}; then assign 
number such that i<k<j<l. 

• Repeat the process for i+1 to n. 
• For i=1 to n Check if there is any diagonal edge 

consisting of lowest and highest numbered vertices of 
the quadrangle: 

 If yes then swap the vertex number with any 
vertex number adjacent to it to ensure that 
lowest and highest numbered vertices of the 
quadrangle will not be in same diagonals. Then 
i=1 and repeat the step. 

 If no then  i=i+1. 
 

 

B. Bar 1-Visibility Representation of Optimal 1-Planar 
Graph 

     From quadrangle labeled optimal 1-planar graph we have 
the following Theorem: 
 
     Theorem 1. Every quadrangle labeled optimal 1-planar 
graph admits bar 1-visibility representation. 
 
     Proof : Let G is a quadrangle labeled optimal 1-planar 
graph. First, between the two intersecting edges of a 
quadrangle, we will remove the edge whose starting vertex 
number is higher than the starting vertex number of other edge 
in order to get a planar structure. This step is demonstrated in 
Figure 3(b). 
     Then, we convert the present graph into up-word planar 
graph as Figure 3(c). 

     Next, we will draw the dual graph of the upward planar 
graph as shown in Figure 3(d). 
     From the dual graph we got the Bar visibility 
representation using R. Tamassia, I. G.Tollis algorithm 
[1986]. Excepting the fact that ,starting and ending vertex u 
and v , draw the vertex -segment τ (u) at y-coordinate Y (u) 
and the vertex -segment τ (v) at y-coordinate Y (v) and 
between x-coordinates X(left(u)) and X(right(u)) and 
X(left(v)) and X(right(v)). This step is demonstrated in Figure 
3(e). 

 
 

 
 
 

 
 
 

Figure 3: Bar 1-Visibility Representation of Quadrangle Labeled Optimal 1-
Planar graph. 

 
Then, added the intersecting edges which had been removed 
from the input graph to the up-word planar graph. The edge 
should be drawn on left or right of the point of the left region 
number, P. If there is more than one left region then choose 
the minimum one. We have to increase the intersecting bar 
either on Left or Right depending on the value of left region, 
P. If we want to increase the bar in left direction than the bar 
must have starting point at P-0.5 and inserted the edge at P-
0.5. If we want to increase the bar in right direction than the 
bar must have ending point at P+0.5 and Insert the edge at 
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P+0.5. This step is demonstrated in Figure 3(f) and Figure 
3(g). 
     Finally, if there is any edge drawn on a fraction point, draw 
it on the ceil value of the point and increase the sequential 
point by 1. Thus we get the final representation. This step is 
demonstrated in Figure 3(h). 

 
     Algorithm: 
 
 
Input: Quadrangle labeled optimal 1-planar graph. 
Output: Bar 1-visibility representation of optimal 1-planar 
graph. 
 
• To make the graph planar; between the two 

intersecting edges of a quadrangle, remove the edge 
who’s starting vertex number is higher than the other 
edge starting vertex number. 

• Converting the present graph into up-word planar 
graph. 

• Converting the up-word planar graph into its Dual 
graph. 

• Bar visibility representation of the dual graph using R. 
Tamassia, I. G. Tollis algorithm[1986].Excepting the 
fact that ,starting and ending vertex u and v , draw the 
vertex -segment τ (u) at y-coordinate Y (u) and the 
vertex –segment τ (v) at y-coordinate Y (v) and 
between x-coordinates X(left(u)) and X(right(u)) and 
X(left(v)) and X(right(v)). 

• Adding the intersecting edges which had been 
removed from the input graph to the up-word planar 
graph. The edge should be drawn on left or right of the 
point of the left region number, P. If there are more 
than one left region then choose the minimum one. 

• We have to increase the intersecting bar either on Left 
or Right depending on the value of left region, P. 

             1) If we want to increase the bar in left direction 
than the bar must have starting point at P-0.5. 

                            a) Insert the edge at P-0.5. 
              2) If we want to increase the bar in right direction 

than the bar must have ending point at P+0.5. 
                            a) Insert the edge at P+0.5. 
• If there is any edge drawn on a fraction point, draw it 

on the ceil value of the point and increase the 
sequential point by 1. 

 
 

C. Complexity of the Algorithm 
     The drawing we have proposed in this Algorithm to 
represent bar 1-visibility of an optimal 1-planar graph can be 
constructed in linear time. We have the following theorem: 
 
Theorem 2. Let G be a quadrangle labeled optimal 1-planar 
graph. Then a Bar 1-visibility representation of G can be 
computed in linear time. 
 

Proof: Let G be a quadrangle labeled optimal 1-planar graph. 
In step 1 and 2, we construct planar graph from optimal 1 
planar graph by deleting one edge from each intersection and 
draw upward planar graph. Then we construct dual graph of 
the planar graph and compute topological numbering of the 
dual graph. The visibility representation of the planar graph 
can be constructed in linear time. Then shifting the vertex 
segment corresponding vertices at x coordinate, the deleted 
edges are placed in the representation in linear time. One edge 
intersects one vertex segment which maintains the properties 
of bar 1-visibility representation. Thus we can obtain a Bar 1-
visibility representation of quadrangle labeled optimal 1-
planar graph in linear time. 

V. CONCLUSIONS 
     In this paper, we have regarded the problem of computing 
algorithms on bar 1-Visibility Representations of non-planar 
graph such as optimal 1-planar graph. Given an undirected 1-
planar graph G, this paper gives a drawing algorithm that 
gives bar 1-Visibility Representations. In this paper, we have 
addressed the problem of drawing Visibility Representation of 
non-planar graph. We have proved that some classes of non-
planar graphs admit Bar 1-visibility representation. 
Consequently, we focused on those non planar graphs which 
contain at most one edge crossing. If given the directed graphs 
having diagonal labeling where each edge crossing bounded 
by a quadrangle and vertices of lowest number and highest 
number aren’t on a diagonal then this paper also gives drawing 
algorithm for computing bar 1- visibility representation. So, 
finally we introduced a new algorithm for quadrangle labeling 
of optimal 1-planar graph. Based on this labeling we also 
represented a linear time algorithm for finding the bar 1-
visibility representation of optimal 1-planar graph. 
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Abstract— We present a fully automated non-photorealistic
rendering technique for color pencil sketch drawing. Because
of a very simple stroke drawing technique, it is more
efficient than previous state-of-the-art algorithms. In our
method, we first segment the input image into foreground
and background through an automated region segmentation
procedure; then we draw hatching strokes all over the image
and cross-hatching strokes only in the foreground region;
the color to draw strokes are taken from the input image
after mapping the color to one of the 12 colors of our
color palette. Finally we overlay the stroke-drawn image
with the input image to create an intermediate output and
impose an edge detected image on that intermediate image to
produce the final output. Through experimental results, we
demonstrate the time efficiency and aesthetic pleasantness
of our algorithm.

Keywords— Non-photorealistic rendering, pencil sketch,
color pencil sketch, edge detection, color mapping, overlay.

I. INTRODUCTION

Color Pencil Sketch drawing is a very pleasing artistic

drawing technique; with only a limited amount of color

pencil, artists are able to draw versatile types of pictures.

In NPR (non-photorealistic rendering) research, creating

color pencil (sketch) drawing can be a very intriguing

challenge, but surprisingly meager amount of works has

been done on automated or interactive color pencil sketch

drawing to date.

Works on artistic image filtering, in general, is going

on for several decades. Many researchers are working

on image filters like WaterColor [1], Pastel Drawing

[2], Color Pencil Sketch [3]–[8] but the results from

existing techniques still lacks from visual quality and

efficiency. Most of the works on pencil and color pencil

drawing underpins on Linear Integral Convolution (LIC)

[9]. A lot of works in this area, especially which focuses

on color pencil sketch, also depend appreciably on the

segmentation of image into different regions, which are

then painted with different colors; the segmentation is not

automated and depends considerably on user interactions

for good performance.

A. Problem Statement

Given an image (color or gray-scale), the task is to

convert it to a color pencil sketch drawing. We have

divided the task into several sub-tasks:

1) Region Division: Extraction of foreground and

background regions from the image.

2) Color Selection: Selection of colors from color

palette to draw strokes.

3) Stroke Generation: Generation of different type

of strokes to draw onto the image.

4) Output Generation: Blending the stroke-drawn

image and the original image and perform further

post-processing.

B. Related Works

There are not much works in literature which focuses

on color pencil drawing or color pencil sketch drawing.

We can divide the works that have been done so far mainly

on two categories: works that depend on LIC, and those

do not.

Of the few works that has been done on color pencil

sketch, most of the works depend, in one way or other, on

LIC [9]. With the help of a vector field and noise addition

in image, LIC can be used to create pencil stroke like

effect; applying this method on three channels (RGB) of

a color image, it is also possible to create color strokes in

images. In their papers, Yang and Min [3] and Yang et.

al [4] used modified LIC for stroke generation. Yang and

Min applied a modified LIC filter named swing bilateral

LIC (SBL) filter and then produced monochrome pencil

drawing images; Yang et. al, on the other hand, first

find out feature lines and segment the image according

to those lines; they then generate noises in CMY color

space and implement two types of strokes: feature strokes

(for subject) and hatching strokes (for background). In the

work of Matsui et al. [7] which precedents the works of

Yang and Min, they proposed a stroke-based algorithm in

which they place strokes along the boundary of the curves

of an image using 12 colored pencils. Another work

regarding LIC is done by Yamato et al. [5], where they

after segmenting the source image into several regions,

choose two colors for each region, generate two noise

images with those colors, apply LIC on both images and

blend those images with Kubelka Munk (KM) Model [10]

to create the final color sketch image.

Of the works that do not depend on LIC, Lu et al. [8]

based their work on pencil stroke generation and tone

drawing; they created a stroke image similar to edge

detected image and transferred the tone of the image to

give the output an abstracted look. The other and one of

the most popular works on color pencil sketch generation,

is covered by [6]; this attempt is a bit different from all

others as it does not incorporate any kind of stroke to the

image, rather segments the image into several regions,

shrinks the image boundary and shifts the color of the

image to match to their color database, and fills the

regions chosen from some arbitrary colors.
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(a) (b)

Figure 1: (1a): Sketch of A natural scenario; used strokes - hatching (in different angles) and scumbling (in tress)

(1b) : Sketch of apple; left: hatching, middle: cross-hatching, right: scumbling.

Figure 2: Common Stroke Types [11].

C. Overview of the System

In drawing color pencil sketches, the artists after mak-

ing the rough outline of the objects, fill out different

regions with different types of colors and strokes. The

strokes used by color pencil artists include hatching(line

drawing), cross-hatching, stippling, scumbling etc. With

the employment of different colors and strokes one over

another, the artists create different shades and complex

colors from a limited number of color pencils. We have

shown the basic strokes (Fig. 2) and their deployment in

real color pencil sketch drawing in Fig. 1.

In our proposed system, we have tried to emulate

the drawing styles of the artists. First we try to di-

vide the image into two different regions: foreground

and background; as there is no system of automatic

segmentation of image into foreground and background,

we have employed an approximated mechanism. We use

Otsu thresholding [12] and Sobel edge detection [13]

to produce two intermediate binary images and combine

them to produce a segmented image. Depending on the

foreground and background regions in segmented image,

we draw two different kinds of strokes: hatching and

cross-hatching. We cover the background region only

with hatching and the foreground region is a mixture of

cross-hatching over hatching. The color needed to draw

the strokes are selected from the image color, which is

converted to one of 12 colors from our color palette before

drawing of strokes; this color mapping process gives us

necessary color quantization of image that we observe in

real color pencil sketch drawings. After the generation of

stroke drawn image, input image and currently obtained

stroke drawn image are overlaid [14] for intermediate

output image. Finally we take the weighted average of

the Sobel edge detected image and the intermediate output

Figure 3: Process Overview.

image to obtain the final output image. The whole process

is described in Fig. 3.

The rest of the paper is organized as follows. In section

II, we describe the schemes for automated foreground

and background detection. Section III proposes the color

selection method for drawing strokes. In section IV, we

present methods for stroke generation. The main algo-

rithm is described in section V which depends on the

processes elaborated in section II, III and IV . Perfor-

mance evaluation and comparison with previous works

and conclusions are presented in section VI and section

VII, respectively.

II. REGION DIVISION

For any input image, we first convert it into a grayscale

image. Then we deploy two algorithms on the input

image:

1) Thresholding: Implement Otsu thresholding algo-

rithm [12] to break the image into two regions.

2) Edge Detection : Edge detection using Sobel’s

Edge detection [13] operators.

The output of both of the procedures give us a binary

image; we consider the black portion of the image from

Otsu thresholding as the foreground of the image; the

black (edge) regions from Sobel operator are considered

the most prominent features (feature strokes) within the

image. We then add both images using an OR operator

assuming black region as 1 and white region as 0,

which gives us an approximately separated foreground-

background regions as final output: black as foreground

and white as background; the algorithm used for region

segmentation is given in algorithm 1.

We generate and use Sobel edge detected region at

section V again, when we blend edge detected image   
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Algorithm 1 RegionSegmentation(I, IOtsu, ISobel)

1: Create a binary image IOtsu using Otsu thresholding

method.

2: Create a binary image ISobel using Sobel Edge de-

tection with threshold parameter 16.

3: Apply OR operation between IOtsu and ISobel to

generate final segmented image ISeg .

4: return ISeg

Figure 4: Most used basic colors by the artists.

with the overlaid image (between sketch and input). The

parameter used as threshold for Sobel is different in those

cases; in the first case, we want as much foreground as we

can cover which leads us to assign a low threshold value

of 16 to get a lot of edges (sometimes non-prominent

edges also); in the second case though, we only want

significantly prominent edges and therefore increase our

threshold to a more restrictive 100; both of the values are

determined empirically.

III. COLOR SELECTION

Before drawing a stroke, we decide the color with

which the stroke is going to be drawn; two things that

we consider mostly are:

1) Color Reduction: To make a drawing, artists only

have a limited number of colors at their disposal

which motivated our decision to keep the number

of colors restricted. In this paper, we have mapped

almost all of the colors in an input image to the

12 basic colors artists use for drawing (Fig. 4)

according to [15].

2) Color Mapping: To preserve color harmony be-

tween input and output image, in spite of choosing

random colors for mapping, we take the closest

color, considering color difference between the

color of input image (at the center point) and the

constituent colors of our intended color palette,

taking each at a time.

A. Color Mapping

This is an inevitable method to select colors before

drawing any stroke. According to our color reduction

consideration, we have already chosen 12 colors to map

the whole image to. Now another important thing is how

Figure 5: Each brush stroke is drawn with the properties

shown in the image: an anchor point, suitably in middle

of the length two length variables, width, angle and color.

Color is chosen according to section III

Figure 6: Top row shows four half squares drawn each

time; combined together, they will give a cross-hatching

output like the one shown in the bottom row.

should we map varieties of colors from the original image

to only 12 colors. For that, We consider to measure color

differences in three different ways:

1) Square root difference in RGB color space.

2) Color conversion to CIE Lab Color Space and

finding difference using CIE 1974 difference [16].

3) Color conversion to CIE Lab Color Space and

finding difference using CIE 1994 difference [17].

We have used the CIE 1994 color difference for our

algorithm as the output from this one looks better than

the other two difference mechanisms; it is less time-

efficient than the other options though. To get a better

visual quality, in spite of replacing the stroke color with

the nearest color, we have taken 3 closest colors according

to color differences and chosen one randomly from those

three before choosing the final color to draw stroke. Also

for color mixing, when we have to redraw a pixel, we

are taking an average color between the previous color of

that pixel and the new one presently obtained.

IV. STROKE GENERATION

In original color pencil sketch drawing, the artists use

different kind of strokes as shown in section I-C ; of those,

the most commonly used strokes are hatching and cross-

hatching. Therefore we have implemented hatching and

cross-hatching strokes in our algorithm; the basic stroke

generation process is shown in Fig. 5.

A. Hatching

To implement hatching style strokes, we have to draw

strokes of different lengths in parallel; for that, we take

as parameter center (anchor) point, two lengths, width,

color and angle of the stroke we are going to draw. A

stroke of width = 1 is essentially a single line with the

predefined angle, and a stroke of width > 1 is simply a  
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Figure 7: Sample Input Images (In-House images from SRBD)

width amount of lines drawn side by side. Fig. 5 illustrates

the parameters necessary to draw a stroke and algorithm 2

gives the procedure to draw a stroke where, SP = starting

point, L = length, W = width (preferably odd, and >= 3
), C = color (RGB), A = angle.

Algorithm 2 Hatching(I, SP, L,W,C,A)

1: Taking the starting point as the middle element of

width, we create width amount of starting points

2: for each starting point in starting points do

3: Draw a line with length L, angle A and color C

4: end for

B. Cross-Hatching

We draw cross-hatching strokes always within a square

block whose size is determined beforehand. To generate

cross-hatching within a block we need to draw four times,

differently, each time half of a square as shown in Fig. 6;

the process is also described in algorithm 3.

Algorithm 3 CrossHatching(I, Start, BlockSize)

1: Divide the block into 4 sub-regions (4 half squares)

2: for each half square regions do

3: Generate a set of middle points for strokes,

SPoints

4: Calculate length L and width W to draw hatching

strokes.

5: for each starting point SP in SPoints do

6: find three closest colors to the color at SP from

the color Palette and randomly choose a color

C.

7: Hatching(SP,L,W,C,A)
8: end for

9: end for

V. OUTPUT GENERATION

Using the methods described in section II, III, IV, we

are now going to devise the complete algorithm for color

sketch generation. Before using these algorithms, we do

some pre-processing steps as described in algorithm 4;

then after going through the main algorithms, we perform

some post-processing as described in algorithm 5; the

entire process is described in algorithm 6.

Fig. 8 shows various color pencil drawing results for the

input images provided in Fig. 7; we have chosen different

images covering disparate subjects: natural scenarios, hu-

man, artificial objects, cartoon like drawing, real painting

from artists, gray-scale images etc.

Algorithm 4 PreProcessing(I, ISeg)

1: Prepare a color palette of 12 colors and convert those

to Lab color space.

2: Generate two variables, NumOfHatchingPoints and

NumOfCrossPoints, depending on the height and

width of input image.

3: Generate a set of points SPHatching of size Nu-

mOfHatchingPoints randomly from the image

4: Generate a set of points SPCross of size Nu-

mOfCrossPoints randomly from the black (1) portion

of ISeg

5: return SPHatching , SPCross

Algorithm 5 PostProcessing(I, IStroke)

1: Overlay IStroke and I and keep the output in IOut

2: Create Sobel edge detected image ISobel using thresh-

old 100
3: for each point SP from the black pixels of ISobel do

4: Set IOut as the average of color from IOut and

ISobel.

5: end for

6: return IOut

Algorithm 6 ColorSketchDrawing(I, L,W,BlockSize)

1: Create images: IStroke, IOtsu, ISobel, ISeg IOut

2: ISeg = RegionSegmentation(I, IOtsu, ISobel)
3: SPHatching, SPCross = PreProcessing(I, ISeg)

4: for each point SP in SPHatching do

5: find three closest colors from the color Palette to

SP and randomly choose a color C.

6: Hatching(IStroke, SP, L,W,C, 45)
7: end for

8: for each point SP in SPCross do

9: CrossHatching(IStroke, Start, BlockSize)
10: end for

11: IOut = PostProcessing(I, IStroke)
12: return IOut
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Figure 8: Output of Color Pencil Sketch

TABLE I.: Time Requirement of Our Algorithm

Image Image Size Run time

Restaurant 1664 * 2496 5 s

Girl 900 * 1280 1 s

Two Boys 831 * 1247 1 s

Fruits 407 * 541 0.25 s

Barbie 1350 * 1800 2.2 s

Hepbern 1600 * 1265 2.1 s

TABLE II.: Time Comparison

Algorithm Image Size Time

[3] Pent. QuadCore 872 * 847 33.69 s

[8] Pent. Core i3 600 * 600 2 s

[6] Pent. IV 481 * 321 20 s

[7] Pent. IV 435 * 535 45 s

[5] Pent. IV 640 * 480 600 s

Our Algorithm Pent. IV 900 * 1280 1 s

VI. PERFORMANCE COMPARISON

The performance of our algorithm for images of differ-

ent resolutions are shown in Table I which was generated

using Pentium IV processor and developed in C.

The output of our process is faster than previous algo-

rithms suggested in the literature. A run-time comparison

with other methods is given in Table II; in this table,

we have compared the running time of [3], [8], [6], [7]

and [5] with our proposed algorithm. As we don’t have

all the source codes available, we ran our algorithm with

the lowest CPU configuration and on an image of higher

resolution than all of the algorithms we compared with.

As an important goal of our work was to reduce

the time complexity of color pencil sketch effect with

insignificant reduction in output quality, we had to make

some trade-offs. We used Sobel edge detection as it is

faster than other popular edge detection methods, but if

we give less concentration on time complexity, we can

think of applying better edge detection techniques like

Canny edge detection [18], Flow Based Difference of

Gaussian (FDOG) filter [19] etc.

A subjective (visual) comparison of our algorithm

and some of the previous state of the art algorithms

are provided in Figure 9. Our method introduces cross-

hatching technique first in color pencil sketch generation;

the effect is clearly visible in the 3rd image (fruits) of

Figure 9. Our color pencil sketch effect can be made

even better in future, if strokes of different shapes and

directions are considered. We may try to use other stroke

types mentioned in section I-C. Also it is also possible to

make the quality of generated strokes better by keeping

library of strokes obtained from real artists as done in

[20].

VII. CONCLUSION

In this paper, we have proposed a fully automated color

pencil sketch drawing system; our method includes region

segmentation, two types of color stroke generation and

mapping the colors of original image to 12 predefined

colors; to keep the finer details, we have also kept the

edges obtained from the original image.

Though our method is automated, with the help of

user interaction, the segmentation could have been done

almost realistic and the visual quality of the output can be

made significantly better. Also, we can extend our work to

provide color sketch effect in videos where we also need

to consider temporal coherence across different frames

of a video. In addition to color pencil sketch, with some

changes in stroke drawing, the methods we have provided

here can also be used to generate crayon, pastel etc. based

drawing effects.
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Abstract-To keep pace with the advancement of technology, 
software products are overlooking the chances of soft errors in 
the program. Program analysis to check program execution flow 
is an effective way to detect soft errors. High level language 
computer program execution can be analyzed on the basis of the 
dependence of the variables used in the program.  This paper 
illustrates a novel method to analyze variable dependencies of 
program based on automated generation of dependence graph. 
Dependence graph depicts the connectivity between the program 
variables where variables works as the vertices and dependence 
between variables perform as edges. The automated generated 
dependence graph also discovers the critical variables of a 
program and these critical variables perform as the key to detect 
the sequential execution of a program outperforming the existing 
methods of program analysis. 

Keywords- Critical variables, variable dependence, dependence 
graph, program execution flow, soft error. 

I. INTRODUCTION 

Software programs need to be more reliable and error free 
with the advancement of technology. But, the speed at which 
technologies are being advanced, error rate is proportionally 
increasing too. So, there is no chance to avoid analyzing the 
code to check program execution flow and program data 
consistency. Developing a technology which can add checkers 
to the program steps early in the design process will be very 
much effective.  

The method proposed in this paper is automated variable 
dependence analysis [11] [12] which can be used to analyze 
the flow of a computer program and work as an error checker. 
The method introduced in this paper adds a new dimension to 
the variable Dependence analysis [12] [13] by adding dynamic 
and automatic tracing of the critical variables [15] instead of 
all effecting variables.  

High level language computer program consists of 
variables, functions, procedures, structures etc. Variables are 
the important component of a program which has the effect of 
total program flow. A program can be generalized using three 
main parts. These are input, output and the program execution 
based on an algorithm. Input, output is defined using 
variables. Variables are also used to maintain program 
processing. All the variables which used in the program are  

 
 
connected to each other directly or indirectly. Some variables 
can be also in the program which has no effect on any other 
variables for a particular algorithm. These variables can be 
termed as isolated variables. Dependence of variables can also 
be classified as data dependence and control dependence of 
variables. In this paper proposed analysis is based on the data 
Dependence of variables [12]. If the data value of variable x 
depends on data value of y then x has data dependence to y. A 
variable can be dependent on one or more than one variable. 
The variables which have a Dependence on other variables is 
called the precedence variable to the others. Those variables 
by which we can check the data value effect of the other 
variables of the total code (most precedence variables) as well 
as the isolated variables are summed as the critical variables 
[15]. The term ‘Critical variable’ in this paper denotes the 
variable which holds data dependency of all other variables in 
a program. Those critical variables can be used to detect soft 
error in a system with less time consumption as the effects of 
other variables are centralized to the critical variables. Critical 
variables will be traced out using the auto-generated 
dependence graph. As a result, the proposed method of 
variable Dependence analysis will be effective to the field of 
program analysis as program flow can be determined 
automatically. 

The   paper   is   structured   as   follows:   Section   II 
describes related works. Section III presents the proposed 
methodology to analyze variable dependence of computer 
programs. Section IV presents experimental analysis. 
Section V summarizes the contributions of this paper and 
discusses future possibilities. 

II. RELATED WORKS 

A good number of works have been performed in the field 
of variable dependence analysis to analyze codes. All these 
works have introduced diversity of methods like program 
slicing, procedural approach, transformational approach, 
program rewriting etc. Among these methods, program slicing 
has been the most of interest for researchers.  Program slicing 
is a technique which analyzes the variables and their 
dependence of a computer program written in high level 
language. Program slicing [1] [2] consists of identifying the 
parts of a program that can potentially affect the values of a 
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chosen set of variables. Program slicing also introduces 
various ways of methods like inter-procedural program slicing 
[3], dynamic program slicing [4]-[6], forward and backward 
slicing [7], program slicing based on dependence graph [8] 
[9]. Two types of slicing introduced previously are forward 
slicing and backward slicing. Both forward slicing and 
backward slicing consists of all program points that are 
affected by a given point in the program. According to the 
slicing techniques, a program point has been set by the 
programmer and then the dependence is analyzed. The 
programmers were responsible to find out the program point 
or precedence variables manually. Any mistake taken by 
programmers would change the output remarkably. Daniel 
Jackson et al. [10] introduced another method of program 
dependences for reverse engineering of software products. K. 
Muthukumar et al. [11] introduced abstract domain 
independent fix point algorithm using abstract interpretation to 
derive variable Dependence in compile time. M. Harman et al. 
[12] proposed to rewrite program code in an intermediate core 
language using a subset of the C programming language. They 
also introduced transformational approach of variable 
Dependence analysis [13] which also known as VADA where 
they used the relationship between variable Dependence and 
slicing. Alfred V. Aho mentioned some techniques based on 
compiler tools which has been very much useful in the field of 
code analysis [14]. The idea of critical code blocks and critical 
variables is also introduced [15] to mitigate soft errors in 
software programs. But, automation of detecting precedence 
and critical variables was never introduced for code analysis 
which can pave the way of dynamic detection of errors in 
program execution flow. The proposed methodology finds out 
the precedence variables automatically by generating 
dependence graph and detects the critical variables. 

III. PROPOSED METHODOLOGY 

The proposed method illustrates the analysis of variable 
dependence which will be achieved by generating a 
dependence graph of the program variables. An algorithm is 
also mentioned later in this paper which will generate the 
dependence graph automatically based on the data dependence 
of variables. A computer program will be passed as input and 
the proposed method will generate the precedence graph as 
output with identifying the critical variables. And this process 
consists of several steps. 

A. Parsing the Computer Program and Detecting Variables 
As mentioned earlier in this paper, a computer program 

consists of more than one variable. It is very easy to detect the 
variables and their dependence in a small computer program 
manually. But, automatic and dynamic detection of variables 
from a high level language computer program needs an 
efficient parser. So, a parser has been developed which detects 

all the variables from the program and saves in the memory. 
The first stage is to trace all variables and save those variables. 
Fig.1 portrays a very simple C program. 

int a=4,c=1,p=6; 

int x=10,q,w=40; 

int y=x+c; 

int z=y+a+1; 

int d=5; 

 q=w+z; 
Figure 1. A Simple C Program  

Here the variables are ‘a’, ‘c’, ‘p’, ‘x’, ‘q’, ‘w’, ‘y’, ‘z’ 
and ‘d’. These variables are filtered by parsing the simple C 
program of Fig.1. A generalized parser is developed which can 
trace out all the variables of any types of C program based on 
regular expression and C program language syntaxes.  

B. Dependence Analysis 
The main target of this step is to find precedence and 

isolated variables and finally the critical variables. To achieve 
this, an algorithm is also proposed which analyzes dependence 
between variables and in consequence traces out the 
precedence variables. Fig.2 depicts the pseudo code to find the 
precedence variables. 

[Definition:] variables_array=set of variables, right_variable= variable 
right side of assignment operator, right=set of right_variable, 
Variable_status=type of variable. 
[initialize:] variables_array=NULL, variable, 
right_variable=NULL,right=NULL,Variable_status=NULL. 
Begin 

                   Begin  

                            Each statement of a program  

                           Assign variable to variables_array 

                           Assign right_variable to right  

                            End loop 

                   Begin each variable of variables_array 

variable not in right and has no  Dependence                          

                          Variable_status:=isolated 

                           Else Variable_status:=precedence 

                     End loop 

End

Figure 2. Pseudo Code to Find Precedence 

Dependence is the term defined as, if one or more 
variable’s data with numeric operation or without numeric 
operation is assigned to another variable, then the last variable 
is said to be dependent on previous variable(s). 
Mathematically, dependency of variables can be described 
using “Transitive Relation”. In mathematics, a relation R over 
a set X is transitive if whenever an element a is related to an 
element b, and b is in turn related to an element c, then a is 
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also related to c. In mathematical syࢄ: ሺ࢈ࡾࢇ ר  .ሻࢉࡾ࢈

For our proposed method, if b is depen
dependent on b then a is also dependent on
are intermediate variables and a is precede
effect of b and c in the program can be d
variable a. From Fig.1 it is clear that variabl
on variable ‘x’ and ‘c’. Variable ‘z’ is dep
‘a’. And so on.   

C. Generating Dependence Graph 
This step is the most vital step wh

generates a dependence graph. Data depende
used to generate this graph as described ea
The variable which is in the left side of an as
is dependent on the right side variable(
operator. If any variable has numeric value o
assignment operator or no other variable is 
variable, the variable is defined as isol
general, an isolated variable has no depe
variable(s) and other variable(s) has no
isolated variables. In Fig. 1, d and p are isola
vertex of dependence graph is the variab
segment. And the edge is directed from right
assignment operator to the left sided variable
by step proceeding of the program executio
which finally takes a form of depende
algorithm to generate dependence graph is sh

[Definition:] variable_array= set of all variables, par
variable_array, child= right variable of assignment op
a variable in variable_array 
Begin  

     Draw parent 

     Until all variable of variable_array drawn 

              If variable has child 

                  For each child of variable  

                  Draw child                  

                draw edge from child to parent 

                  End loop 

                  Parent:=child 

            Else if variable in child of new_parent 

                  child:=variable, parent:=new_parent 

                draw edge from child to parent 

           Else draw variable 

    End loop 

End  

Figure 3. Pseudo Code to Generate Depende

      Now, applying the above mentioned algo
the simple program of Fig.1, we will finally
graph which depicted Fig. 4. 

yntax:- ࢇ׊, ,࢈ ࢉ א
ndent on c and a is 
n c. Here, b and c 
ence variable. The 
detected from the 
le ‘y’ is dependent 
endent on ‘y’ and 

hich automatically 
ence of variables is 
arlier in the paper. 
ssignment operator 
s) of assignment 

on the right side of 
dependent on this 

lated variable. In 
endence on other 
o dependence on 
ated variables. The 
bles of the code 
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e. As a result, step 
on builds a graph 
ence graph. The 
hown in Fig. 3. 

rent=first variable of 
perator, new_parent= 

ence Graph 

orithm of Fig.3 on 
y get a dependence 

Figure 4. Dep

D. Precedence and Critical V
Here, y is precedence to x 

on x and c, z is precedence
dependent on y and a, and q is 
of q is dependent on w and 
precedes the variables x, c, z, 
the critical variable. Variable 
critical as they are isolated
neglected for the method as th
the critical variables of the prog

IV. EXPERIMEN

The proposed method for
enlightens the idea of automat
critical variables generating 
computer program. 

A. Experimental Setup 
A software tool has been 

using GDI in Microsoft Visua
input a C program and gene
finally detects the precedence a
is built by a step by step proce
line by line.  

B. Preprocessing  
When a simple C program

the variables and discards the
precedence variables. A lexica
detects all the variables in a C 
building regular expression fo
program is either a 100 lin
software code, the tool will filte

C. Classifying Variables 
After preprocessing the to

program lines containing varia
portion after doing the preproce

After that, applying the 
program portion of Fig.5 varia

 

pendence Graph 

Variables 
and c as value of y is dependent 
 to y and a as value of z is 
precedence to w and z as value 
z. As, q is the variable which 
y, a, w, it is detected as one of 
d and p are also detected as 

d. Rests of the variables are 
heir effect can be achieved from 
gram.  

NTAL ANALYSIS 

r variable dependency analysis 
tic detection of precedence and 
a dependence graph from a 

developed in C# language and 
al Studio 10.0. This tool takes 
erates a precedence graph and 
and critical variables. The graph 
ess parsing the total C program 

m is input to the tool it filters out 
e unnecessary line to find the 
al analyzer is introduced which 
program. This is done by using 

or C program syntax. So, the C 
ne program or a professional 
er out all the variables.  

ool works only with the specific 
ables. Fig. 5 depicts a program 
essing of a simple C program.  

algorithm of Fig. 2 on the 
ables will be classified to three 
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types of variables. These variables are prec
isolated variables and intermediate variable
the variable classification. 

int a,b,c,x=5,y,z;    //line 1 

b=10;                       //line 2 

c=20;                       //line 3 

a=b+c;                     //line 4 

y=x+a;                      //line 5 

z=y+30;                   // line 6  

int p=2,q,r=4;         // line 7 

q=p*p;                    // line 8 

Figure 5. Program Portion after Preproc

TABLE I      VARIABLE CLASSIFICAT

Line 
number 

variable Dependent on Status 

2 ‘b’ -- interme

3 ‘c’ -- interme

4 ‘a’ ‘b’, ‘c’ interme

5 ‘y’ ‘a’, ‘x’ interme

6 ‘z’ ‘y’ precede

7 ‘r’ -- isolated

8 ‘q’ ‘p’ precede

 

D. Automatic Dependence Graph Generatio
After classifying the variables they a

structure. An array holds all the variables 
holds the index of the connectivity variables
is discovered it also shows the other va
connectivity to those other variables. So, the
is gradually generated as the program parsin
the program portion ends the precedence gr
generated. Those variables which have no
other variables are kept in another stru
variables. Finally the most preceding varia
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Figure 7. Number of Variables to Check to Detect Soft Errors 

      In VADA method [13], the idea of precedence of variables 
was mentioned somewhat but isolated variables inclusion to 
critical variables was overlooked. The proposed methodology 
developed in such a way that it can cover the total program 
effects as well as less number of variable to check by tracing 
out the critical variables automatically and dynamically from 
the program. These critical variables in accordance with 
critical blocks [15] will reduce the time complexity in large 
scale to detect soft errors in a software program. 

Complexity analysis is negligible in the sense that 
generating the graph can be achieved at compilation time 
during building a high level computer program. When 
developing a software program if the variable analysis is done 
using automated precedence graph in the design phase, the 
efficiency of the software programs can be increased in large 
scale. The soft error rate of a software program can be 
decreased catastrophically too. 

V. CONCLUSIONS 

     Variable dependence is a major concern of a computer 
program especially when the code is used to detect soft error. 
The proposed methodology of this paper automatically detects 
all the isolated, intermediate and precedence variables using 
data dependence analysis. The automatically generated 
dependence graph depicts all the dependences among 
variables of a computer program.  Programmers neither need 
to keep track of program steps nor need to trace out the 
dependence variables. Proposed methodology reduces the time 
to detect soft errors as works with only critical variables. In 
terms of a software product, proposed method ensures  

 

 

 

reliability too. Efficiency and accuracy rate increased 
dramatically as there is less chance of human error as there 
were in some existing works. Finally, the proposed method 
indicates a great future in the field of software fault tolerance 
and soft computing.  

REFERENCES 
[1] Mark Weiser. “Program slicing,” IEEE Transactions on Software 
Engineering, 10(4):352–357, 1984.   
[2] D. W. Binkley and K. B. Gallagher. “Program slicing,”. In M. Zelkowitz, 
editor, Advances in Computing, Volume 43, pp. 1–50. Academic Press, 1996. 
[3] Susan Horwitz, Thomas Reps, and David Wendell Binkley. 
“Interprocedural slicing using dependence graphs,” ACM Transactions on 
Programming Languages and Systems, 12(1):26–61, 1990. 
 [4] H. Agrawal and J. R. Horgan “Dynamic program slicing,” In 
ACMSIGPLAN” Conference on Programming Language Design and 
Implementation, pp. 246–256, New York, June 1990 
[5] R. Gopal. “Dynamic program slicing based on dependence graphs,” In 
IEEE Conference on Software Maintenance, pp. 191–200, 1991. 
[6] B. Korel and J. Laski. “Dynamic program slicing,” Information 
Processing Letters, 29(3):155–163, Oct. 1988. 
 [7] Dave Binkley,Sebastian Danicic,Tibor Gyim´ othy, Mark Harman,  Akos   
Kiss Lahcen Ouarbya. “Formalizing Executable Dynamic and Forward 
Slicing,” Proceedings of the Fourth IEEE International Workshop on Source 
Code Analysis and Manipulation (SCAM’04). 
[8] S. Horwitz, T. Reps, and D. W. Binkley. Interprocedural slicing using 
dependence graphs. In ACM SIGPLAN Conference on Programming 
Language Design and Implementation, pages 25–46, Atlanta, Georgia, June 
1988. Proceedings in SIGPLAN Notices, 23(7), pp.35–46, 1988. 
 [9] S. Horwitz, T. Reps, and D. W. Binkley. “Interprocedural slicing using 
dependence graphs,” ACM Transactions on Programming Languages and 
Systems, 12(1):26–61, 1990. 
 [10] Daniel Jackson and Eugene J. Rollins. “A new model of program 
dependences for reverse engineerin,,” In Proceedings of the ACM SIGSOFT 
’94 Symposium on the Foundations of Software Engineering, pp. 2–10, 
December 1994. 
 [11] K. Muthukumar, M. Hermenegildo, “Compile-Time Derivation of 
Variable Dependence Using Abstract Interpretation,” Journal of Logic 
Programming, Vol. 13, N. 2-3 
[12] Chris Fox, Mark Harman, Youssef Hassoun. Variable Dependence 
Analysis Technical Report: TR-10-0, Elsevier 2010. 
[13] M. Harman, C. Fox, R. Hierons, L. Hu, S. Danicic, and J. Wegener. 
“VADA: A Transformation-based System for Variable Dependence Analysis,” 
In Proceedings of the 2nd IEEE International Workshop on Source Code 
Analysis and Manipulation (SCAM2002), Montreal, Canada, pp. 55–64, 
2002. 
[14] Alfred V. Aho, Ravi Sethi, and Jeffrey D. Ullman. “Compilers: 
Principles, techniques and tools,” Addison Wesley,1986. 
[15] Muhammad Sheikh Sadi, Md. Mizanur Rahman Khan, Md. Nazim Uddin 
and Jan Jürjens. “An Efficient Approach towards Mitigating Soft 
Errors Risks,” Signal & Image Processing: An International Journal (SIPIJ) 
Vol.2, No.3, September 2011. 

0

2

4

6

8

10

12

Merge Sort Quick Sort Radix Sort

Checking all 
variables

Proposed 
Method

                                                                                                   16



A Distributed Neighbor Discovery Based Approach 
for Cluster Head Selection in Wireless Sensor 

Networks   

Mohammad Mamun Elahi1,*, Mohammad Mahfuzul Islam2 
1United International University, Bangladesh. 

 2Bangladesh University of Engineering and Technology, Bangladesh. 
 * E-mail: mmelahi@cse.uiu.ac.bd 

 
 

Abstract—Clustering is an important concept in the area of 
wireless sensor network research because of the large number of 
capability-limited sensors. Most of the clustering algorithms 
proposed so far in the literature needs the complete topology in 
the memory and faces the problem of exponential increase of 
execution time with the size of the topology. In this paper, we 
propose a distributed neighbor discovery based algorithm, which 
does not need the complete topology for the cluster head 
selection. The simulation results show that the proposed 
approach takes much less time and memory when compared to 
approaches considering the full topology.      

Keywords—Wireless sensor network, clustering, cluster head, 
neighbor discovery. 

I.  INTRODUCTION  
A wireless sensor network consists of a large number of 

capability-limited devices, which lack processing power, 
memory, and power consumption. There are lots of trade-offs 
to deal with since these sensors are deployed in remote places 
that are not easy to reach. The devices have a finite lifetime and 
must be recharged or replaced by new sensors. These 
limitations have shown an increasing interest from the 
scientific community to research in such area that would 
enhance the longevity and coverage of the resulting network. 
The main emphasis is on maximizing the life time of sensors 
and to use the limited resources efficiently by adopting 
mechanisms, algorithms and protocols that consider these 
limited resources as main priorities and challenges to produce 
efficient and reliable networks. 

Clustering is one of the methods used to employ limited 
available capacity of these tiny sensors for extended lifetime.  
Lots of clustering algorithms have already been proposed in 
the literature, most of them need the complete topology of the 
sensor network. LEACH is one of the most well known energy 
efficient clustering algorithms for WSNs that forms node 
clusters based on the received signal strength and uses these 
local cluster heads as routers to the BS[1] – [3]. A number of 
variants to enhance LEACH are proposed to make clustering 
more efficient [4] – [7]. Other well-known hierarchical routing 
protocols are HEED, TEEN, PEGASIS [13]-[14] etc. 

Most of the clustering algorithms proposed in the literature 
need to have the complete topology mapped in the memory to 
form the clusters. The main problem with those approaches is 
that the execution time exponentially increases with the 
increase in the graph size, i.e. number of nodes. We can 
reduce the execution time because of less number of 
comparisons if we can distribute the clustering process. 

Neighbor discovery is an important part of the wireless 
sensor network operation as it is required for the construction 
of the topology as well as for the routing of the data correctly 
to the base station. A number of neighbor discovery 
algorithms have been proposed considering different 
parameters [10] – [12]. It can be initial phase of each round of 
clustering or can be continuous throughout the operation of the 
network, particularly when nodes are mobile. Maximum 
degree analysis is a method to select nodes as cluster heads in 
some applications [7] – [8]. In this paper, we have proposed a 
neighbor discovery based clustering algorithm, which is a 
distributed process and does not need complete topology for 
the cluster head selection.  Each node will exchange the node 
degrees with other nodes and the node with the maximum 
degree will be selected as cluster head. The simulation results 
show that the proposed approach takes much less time and 
memory when compared to approaches considering the full 
topology. 

The paper is organized as follows. Section II describes the 
proposed algorithm in details. Section III discusses the 
simulation environment and the simulation results. Finally, 
section IV provides the concluding remarks.  

II. PROPOSED ALGORITHM 

The algorithm is divided into two phases. In the neighbor 
discovery phase, all nodes will discover its immediate 
neighbors, calculates the node degree, and exchange that 
information with neighbors. In the clustering phase, node with 
the maximum degree will be selected as the cluster head. The 
iterations will continue until no more nodes are left. 
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A. Neighbor Discovery phase 
First, each node will discover the immediate neighbors by 

exchanging HELLO messages among themselves. Then, nodes 
will calculate their own node degree and exchange with its 
neighbors. 

B. Maximum Degree Clustering 
After receiving the node degrees from neighbors, each node 

will compare its own degree with each of its neighbor’s node 
degree. Only when its own degree is greater than all its 
neighbors, it will select itself as the cluster head. Otherwise, it 
will add itself to the cluster of the node with the maximum 
degree. 

Let us illustrate the procedure as an example. Consider the 
graph shown in the Figure 1. n(i) denotes number of neighbors 
of node i. At step 1, each node will exchange the 
NoOfNeighbors() to each other. Initially, node 1 calculates n(1) 
= 3, sends to node 2, 3, 4 (neighbors). Similarly, node 2 
calculates n(2) = 2, sends to node 1, 3, 4 (neighbors), and so 
on. Nodes 1, 2, 3 will update node 4 as the cluster head since 
their n values are lower than node 4. So, node 4 is a prospective 
cluster head.  

 
Figure 1.  Nodes 1, 2, 3, 4 exchanging node degrees 

Similarly, node 4, 5, 6, and 7 will exchange the 
NoOfNeighbors() to each other as shown in the Figure 2. Now, 
node 5, 6, and 7 will also update node 4 as the monitoring node 
since their n values are lower than node 4. Now, node 4 gets 
the n(i) from all of its neighbors i and it is confirmed that node 
4 has the highest n value. So, node 4 will be selected as a 
cluster head as shown in the Figure 3. 

 
Figure 2.  Nodes 4, 5, 6, 7 exchanging node degrees 

 
Figure 3.  Nodes 4 selected as the cluster head 

Similarly the algorithm will continue until all the nodes are 
processed and clustered. Final clustering scenario is shown in 
the Figure 4. 

 
Figure 4.  Final clustering scenario with cluster heads selected 

The advantages of the proposed approach can be 
summarized as follows: 

1. No need to have the complete topology of the 
network. 

2. If a new node is added, only the neighbors will re-
calculate and exchange, no global re-calculation is 
needed. 

 

C. Mathematical Model 
We assume all the nodes have same initial energy. The 

amount of energy consumption greatly varies for different 
number of clusters. In our case, since we use the neighbor 
discovery mechanism for clustering, we cannot pre-define the 
expected number of clusters. It will be decided by the topology 
of the sensor network.  

Suppose, we have N number of nodes. During the neighbor 
discovery phase, neighbor information will be exchanged 
among the nodes. A node i will be cluster head, if: 

)}(|)(max{)( ineighborsjjnin ∈>  (1) 

Where, n(i) is the number of neighbors of node i. If Tn is 
the time required for neighbor discovery phase, Ts denotes the 
service time in the communication phase, then the required 
time in every round is Tr, which can be defined as: 

Tr = Tn + Ts     (2)  

The Cluster head of a cluster looses energy in the 
communication phase by receiving packets from non-cluster 
head nodes, aggregating them, and transmitting the aggregated 
information to the base station. Let, CH be the average number 
of packets transmitted by a cluster head, and CNH is the average 
number of packets of l bits transmitted by a non-cluster head 
node at time Tr. The estimated time for the communication 
round Ts is: 

Ts = H
b

C
R
l

     (3) 

Where, Rb is the available bit rate. For each subsequent 
round the node with second largest number of neighbors and so 
on until first node in the sensor network is dead. 
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III. EXPERIMENTAL SETUP AND RESULTS 
We have simulated the algorithm in MATLAB and to 

illustrate the efficacy of the proposed approach a maximum 
degree analysis algorithm, which needs to have complete 
topology in the memory and was used in [8] – [9]. The 
parameters used in the experiment are listed in Table 1. 

TABLE I.  SIMULATION PARAMETERS 

Parameters Value 

Number of Nodes 50 nodes ~ 200 nodes 

Range 500 ~ 2000 units 

Area 1000 x 1000 ~ 4000 x 4000 units 

 

For the experiment, we have considered homogeneous 
wireless sensor network where each node has same sensing 
range and capabilities. Nodes have been placed randomly in the 
given area. For the performance parameter, we have used 
number of comparisons and the execution time of the 
algorithms. 

A. Number of Comparisons vs. Number of Nodes 
Figure 5 shows the graph, which compares the number of 

comparisons needed for the centralized approach with the 
proposed approach. As shown in the figure, total number of 
comparisons exponentially increases with the number of nodes 
increased in the maximum degree analysis with complete 
topology in the memory, whereas number of comparisons 
increases only linearly with the increase of number of nodes in 
the neighbor discovery based approach. This is because in the 
neighbor discovery each node only considers the degrees of the 
neighboring nodes and does not need to consider other nodes.   
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Figure 5.  Graph showing total comparisons as a function of number of nodes  

B. Time vs. Number of Nodes 
The graph in the Figure 6 compares the execution of the 

two different algorithms. This graph shows the same trend as 
figure 5, where increase in number of nodes exponentially 
increases the execution time in the centralized maximum 

degree analysis, whereas execution time only increases linearly 
with the increase in number of nodes in the neighbor discovery 
based approach. 
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Figure 6.  Graph showing total execution time as a function of number of 

nodes  

IV. CONCLUSIONS AND FUTURE WORKS 
Hierarchical clustering approaches are used in wireless 

sensor networks to make the routing process more efficient. 
But most of the clustering protocols proposed in the literature 
require the knowledge of complete topology of the network 
and cost of processing increases exponentially with the 
increase in the graph size. On the other hand, neighbor 
discovery is an important part of the topology construction 
process. In this paper, we have proposed a distributed 
clustering method, which takes the advantage of neighbor 
discovery process and does not need complete topology of the 
network to be in memory. Experimental results show that the 
proposed algorithm performs better with the increase in the 
network size (number of nodes). 

In our experiment we have assumed homogeneous sensors 
with same capacity and power. One limitation in our approach 
is cluster heads will lose more power compared to other nodes. 
So, after certain amount of time, cluster heads should be re-
calculated. We will consider those issues in the future work.   
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Abstract—Cognitive radio network, which deals with dynamic 
frequency assignment, is one of the most popular research topic 
nowadays in the context of cellular networks, WLANs and mesh 
networks as well. The growing interest in the cognitive radio 
technology and its capability to offer more efficient spectrum 
usage attracts researchers to find efficient algorithms to 
accommodate more users and to provide better service in 
wireless communication. In this paper, we present a distributed 
algorithm for selecting channels, in cognitive radio environment, 
so that the load is distributed over them for more efficient 
service. Simulations and experimental results show the efficacy of 
proposed approach. 
 

Keywords—Cognitive radio, nash equilibrium, channel 
allocation, load balancing. 

 

I.  INTRODUCTION  
Cognitive radio (CR) is one of the latest technologies 

in mobile networks. It offers dynamic and real-time 
network management. The cognitive radio was first 
proposed by Mitola [1]. Cognitive radio uses learning 
process and intelligence to provide the best-possible radio 
settings and user experience. Channel allocation in CR 
wireless networks has been an interesting research topic 
for long time. Many solutions have been proposed. There 
are solutions for centralized and distributed systems, 
addressing the frequency allocation problem in WLANs 
[2-4][15-16]. There are examples of using game theoretical 
approach as solutions [5-7]. Even there are several 
proposed frameworks for load balancing [15-17].  

 
A distributed load balancing algorithm for adaptive 

channel allocation for cognitive radios was proposed in 
[13] by Fischer et. al., which attracted our attention 
because it can co-exist with any centralized and access 
point (AP) based load balancing system. And it can be 
embedded in end user devices or used as an add-on app for 
end devices to enrich user experience. But considering 
some of the drawbacks in their proposed algorithm, we 
intend to modify it and enhance it in this paper. Mentioned 
in the original paper, there are, two separate channel 
allocation problems related to cognitive radio networks:  

 First and the obvious one is the much studied 
problem for the secondary users to detect spectrum 
opportunities that are opened by the non-

transmitting primary users. In this case, the 
secondary users need to find out the spectrum 
opportunities and decide how to use them. 

 Second, there is a problem how secondary users 
should choose between the available channels. This 
is, of course, a sort of load balancing or resource 
allocation problem, which can be quite difficult to 
solve if there is no central authority and the 
environment becomes very dynamic. In fact, 
Mahonen and Petrova have noted that both the first 
and second problem may be open to flash crowd 
effects in certain circumstances [8]. 
 

The authors in [13] have addressed the problem of 
frequency selection by secondary users in a CR 
environment, and provided a solution to minimize the 
interference level and maximize the throughput for each 
individual user without damaging the performance of the 
other users. But their solution adds some drawbacks like: 

 Uncertainty of achieving optimum load distribution 
for choosing random sample agent. 

 Might never take best decision due to choosing 
random sample agent.  

 It also introduces more resource consumption from 
end devices. 
 

In [14], the authors use a similar algorithm to compare 
and balance algorithm from [13]. It introduces a threshold 
value. But it also contains the same drawbacks. The goal 
of this paper is to ensure near optimum distribution of 
channel using minimum resources from end devices and 
achieve near optimal decision within minimum possible 
time. We present a simple algorithm to achieve load 
balancing among the channels for the secondary users in 
quite general framework. The algorithm is sequential 
sample based and reaches equilibrium at optimum speed. 
And this speed determines the adaptability in very fast 
dynamic environment. 

 
The paper is organized as follows. Section II describes 

system and computational model. Section III illustrates the 
proposed load-balancing algorithm. Section IV discusses 
the experimental results. Finally, section V concludes the 
paper with findings.  
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II. SYSTEM AND COMPUTATIONAL MODEL 
Here we discuss the system model we have used in our 

work. We consider n balls are given (CR enabled agents) and 
m bins (usable channels or frequencies). To simplify the 
model, we assume all balls are of same size means all users 
introduce equal traffic load to the system and uses same 
communication technology, e.g., WLAN (802.11b/g). Each 
radio is assigned with a frequency, and ni denotes the load of 
channel i, i.e., the number of balls that select bin i ∈ [m]. 
Because our agents are indistinguishable, the system is 
described by the state vector n = (ni)i∈[m]. This solution will 
also work for uneven loads. Each bin i have an individual 
capacity bound δi which may or may not be elastic. But we are 
considering only systems like CDMA with elastic capacity. 
Fixed systems like TDMA are not considered here. Every ball 
should decide should it stay in same bin or change the bin to 
achieve the best possible performance. It should be considered 
that new balls (users) come into the system and try to use a 
channel. This means every time there will be fluctuations of 
the number of ‘n’ balls. Each bin i ∈ [m] is associated with 
value of ci(ni) specifies the cost incurred to all balls choosing 
bin i. The value of ci(ni) is the cost incurred to all balls for 
choosing bin i. As the cost function we can choose any of the 
utilities described below.  

 
Considering that the users aim at minimizing these values, 

we’re setting the scale such that the maximum value of any ci 
is 1 and the minimum value is 0.  

)(.)(
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This denotes the average cost sustained by the agents. A ball 
has an incentive to migrate from its current bin to another bin 
if, it gains more utility by doing so. We can consider a state n 
to be stable, if no agent migrating. This can be defined by the 
concept of Nash equilibrium.  

Definition (Nash equilibrium): A state n is at a 
Nash equilibrium if for all machines i and j with ni > 0 it 
holds that ci(ni) ≤ cj (nj + 1).  

Due to a potential function argument, pure Nash 
equilibrium will always exist in this model, even with 
different weights [9][10]. Though Nash equilibrium does not 
necessarily optimize the overall performance of the system, 
but it will utilize every channel load to ensure stability. We are 
assuming that there is no inter-channel interference in the 
system. This means that the effect of overlapping 
channels will not be considered. And the balls can sample the 
number of balls ‘ni’ from a certain bin. Utilities are defined 
bellow: 

1) Utility 1: Minimizing interference - The goal is to 
minimize the number of balls per bin, means less 
load per channel. If inter-channel interference is 
considered we should minimize the number of ni in a 
single bin but also in the neigbouring (i − 1) and (i + 
1) bins. 

 

2) Utility 2: Maximizing throughput - Maximizing 
the throughput is very much related to minimizing 
interference. In case of a stochastic MAC less balls 
will lead both to a minimized interference and 
maximized throughput. 

3) Utility 3: Minimizing Latency - This is valid for time-
sensitive applications like streaming or voice calls. In 
this paper we are considering as the original paper 
[13], this utility function uses two different MAC 
protocols, slotted-ALOHA and CSMA/CA. The 
slotted ALOHA [11] where the users are allowed to 
transmit only at the beginning of the slot. The 
maximum throughput that can be achieved is S = 
Ge−G, where G is an offered load. In order to consider 
CSMA/CA and to have a functional form for the 
utility, Bianchi’s analytical model has been used for 
the saturation throughput of IEEE 802.11 DCF 
systems [12].  

 
To handle real-world load in a decentralized manner, 

some properties need to be maintained:  
 Algorithm is executed locally or in end devices. 

They do not need to rely on base station or any 
node which acts as a centralized manager. 

 Algorithm may rely only on the information 
which they are able to gather by themselves.  

 Algorithm should be simple that any node 
can join and leave the network dynamically. 

 Algorithm should be most energy efficient.  
 Each device should strive to maximize its own 

utility rather than the overall system utility. We 
are assuming that an agent using channel i 
can easily determine its own cost ci(ni) (e. g., by 
measuring its throughput). CRs can estimate, the 
number of agents using each channel, mentioned 
earlier. To improvise it our algorithm is includes 
a function MEASURE LOAD(i) which returns 
the value of ni. This value may be different under 
the influence of uncertainty. 
 

To decide the migration of agents, we also need to know the 
value of utility, it will achieve by migrating. This can be 
achieved by decoding the headers of target channel. In our 
algorithm, this function is named MEASURE COST(i), 
which returns ci(ni). 

 

III. PROPOSED LOAD BALANCING ALGORITHM 
We assume that the MEASURE COST() can be applied to 

any channel. Consider an agent currently using channel i, at 
first this agent determines C by measuring its own Cost(), then 
the nchannel by measuring its own channel load(). At intervals, ni 
is determined by measuring load of the next channel in 
sequence, where n is a real-time dynamic vector. The value of 
n is calculated only for that much range, where at least one 
suitable channel is available or there is no more available 
channel. If a suitable channel is found by comparing current 
through output and probability (ℙ) of switching, then agent i 
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migrates to the suitable channel and immediately the algorithm 
resets itself. Sequential sample selection confirms migration if 
any better channel is available, it also confirms the best 
possible load distribution and responses very fast to select 
available channel. It only uses that much resources required in 
finding a better channel [“break” in the if block ensures 
optimum resource is used].  

 

Figure 1.  Proposed algorithm pseudo code. 

The expected load vector that results from one round 
starting at a Nash equilibrium should be a Nash equilibrium 
again in end. To see this, we consider a load vector n. Since 
any ball in bin j migrates to bin i with probability cj(nj) · ni/n, 
the expected load n′i of any channel i after one step is (q=1): 
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IV. EXPERIMENTAL RESULTS 
We have performed simulations over the classic compare and 
balance algorithm and the new enhanced compare and balance 
algorithm. Simulations are organized in 3 sections: 
construction, goal and result. 

A. Graph-1: user migration graph. 
Figure 1 shows the user migration graph. 
Construction- 

 Data used 20 users with 20 available channels. 
 Exhibits how users were distributed before and after 

the algorithms are performed. 
  

Goal- 
 Finding comparative quality of distribution. 
 Analyze load and cost effect on user and channel. 

 
Result- 

 Chart-1(classic compare and balance) reaches Nash 
Equilibrium after 30 iterations where Chart-
2(Enhanced compare and balance) reaches Nash 
Equilibrium after 4 iterations. 

 Chart 2 shows better distribution than chart 1. The 
red line shows load is better distributed among 
channels. 

 

 

 
Figure 2.  User Migration Graph. 

B. Graph 2 - Chart 3.1: Average cost graph. 
Chart 1 in Figure 2 shows the average cost graph. 
Construction- 

 Data used: load= 1000 users on each channel, 1000 
channel available to each user. 

 Exhibits how time and resources are consumed to 
reach Nash equilibrium. 

Goal- 
 Comparing resource consumption. 
 Estimation of channel switching (migration) 

occurred. 
Result- 

 Blue (classic compare and balance) reaches Nash 
Equilibrium after 1589 migrations or .15% of the 
total network load. Where red(Enhanced compare 
and balance) reaches Nash Equilibrium after 822 
migrations or 0.0822% of the total network load and 
which requires approx. 49% less migrations than 
classic compare and balance. 

 Blue (classic compare and balance) reaches Nash 
Equilibrium after 30.32 milliseconds, where red 
(Enhanced compare and balance) reaches Nash 
Equilibrium after 18.55 milliseconds. This is approx. 

Pseudo code:  
for all balls in parallel do 
     c ← Measure_Cost(channel) 
    nchannel← Measure_Load(channel) 
     for all channels i ∈ [m] do 
 ni  ← Measure_Load(i) 
          n ← ∑ni 
      ℙ[channel] = nchannel /n 
      ℙ[i] = ni / n 
    c/ ← Measure_Cost(i) 
    if c/ < c then  
         if  ℙ[channel]> ℙ[i] then 
              channel ← i 
           break 
         end if    
    end if 
end for 
end for 

[The latter equality holds since at a Nash 
Equilibrium, cs(ns)=C(n) (or ns = 0)] 
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more 63% faster than the classic compare and 
balance algorithm. 

 In general more migration requires more time to 
achieve network stability. Less migration provides 
better user experience and fewer over heads on 
network. 

Chart 3.1 

 
Chart 3.2 

 
Chart 3.3 

 
Figure 3.  Resource Consumption Graph. 

C. Graph 2 - Chart 3.2, 3.3: Total time consumption graph. 
Chart 3.2 and 3.3 in Figure 2 shows resource consumption 
graphs. 
Construction- 

 Data : Set of (load= 10 users on each channel, 10 
channel available to each user)     

           Set of (load= 50 users on each channel, 50 channel 
available to each user) 

               Set of (load= 100 users on each channel, 100 channel 
available to each user) 

               Set of (load= 500 users on each channel, 500 channel 
available to each user) 

            Set of (load= 1000 users on each channel, 1000 
channel available to each user) 

 Exhibits detail view of chart 3.1, in time dimension in 
respect to different data sets(chart 3.2) and 
migrations per data sets(chart 3.3) 

 Chart 3.1, 3.2 and 3.3 uses same input data set and 
output data set with different dimensions.     

Goal- 
 Analyzing resource consumption behavior for 

different data sets. 
 Analyze estimated migration required to reach 

stability in different network environment.  
Result- 

 Stability is inversely proportional to load of the 
channels in a network. 

 Number of migration is inversely proportional to 
quality of distribution. 

 Resources consumed in end device is proportional to 
available channels to that specific device for classic 
compare and balance, but for enhanced compare and 
balance Resources are consume in end device has no 
proportionality to available channels or any other 
metrics. It uses only that much resource required in 
finding a better channel. 

 
The Compare and Balance algorithm mentioned in [13] and 

[14] has two key drawbacks, which we have improved in our 
system. First one is the random selection of channels for 
comparison, which introduce some uncertainty for optimization 
of load balancing. We removed that with sequential channel 
selection for comparison, which reflects its result on graph-1, 
chart-2. A better distribution of channels due to sequential 
selection rather than random selection, compared in graph-1, 
chart-1. And second one is the comparing the load and cost for 
every available channel. We have changed this to find a 
channel of lower load and if the cost is also lower then migrate 
to that channel. This limits the use of resources to find a 
channel with lower load instead of computing load and cost for 
the whole available channel. And the result is in Graph-1, 
Lower numbers of iterations are required to reach Nash 
equilibrium and it is about 86% less than the original 
algorithm. This means 86% reduction in use of resources. This 
may change over the dynamic situation of the network. But 
even in worst case enhanced compare and balance will use 
fewer resources than the original compare and balance, because 
of comparing only the load first instead of load and cost. 
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V. CONCLUSIONS 
We have studied in this paper the secondary user 

channel allocation subject to selfish load balancing, game 
theoretical approach, and have suggested a modified adaptive 
distributed algorithm it to reach an equilibrium solution faster 
than ever. We have shown that our proposed algorithm 
converges very fast and completely removes the uncertainty of 
the channel load. Furthermore, the results show that the 
convergence behavior of the algorithm is independent of 
tested utility function type. We consider the simulation results 
very encouraging for the implementation of a load balancing 
adaptive channel assignment solution and testing it to a more 
complex system model. 
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Abstract— Nowadays solar energy is used in different purposes, 
which is beneficial for our daily life. Solar heater and solar pond 
both are used identically for the collection and storage of solar 
energy at present. In this paper a new concept (integration of 
solar heater and solar pond technology) of increasing the 
efficiency of solar thermal energy is proposed. Solar heater 
technique is used generally to collect solar energy. And solar 
pond is used to collect and store solar energy simultaneously. But 
during night and cloudy weather it is unable to collect heat as 
energy from solar resources. In order to continuous and long 
period heat supply efficiently integration of solar pond and solar 
heater concept is proposed. This new concept will help to supply 
continuous heat at a time for a long period because of the storage 
thermal energy. The combination of solar pond and solar thermal 
energy will also decrease the heating time and increase the heat 
stored capacity of water as well.  

Keywords— Renewable energy, solar energy, solar pond, thermal 
efficiency 

I.  INTRODUCTION  
The energy which comes from natural resources such as 

sunlight, wind, rain, tides, waves and geothermal heat can be 
denoted as renewable energy. Basically, all forms of energy in 
the world as we know it are solar energy. Because, oil, coal, 
natural gas and wood are originally produced by 
photosynthetic process, followed by complex chemical 
reactions in which decaying vegetation was subjected to very 
high temperature and pressure over a long period of time. The 
wind and tide energy have a solar energy since they are 
caused by difference in temperature in various region of the 
earth. The most important benefit of renewable energy system 
is the decrease of environmental pollution. Over the past 
century fossil fuels have provided most of our energy because 
these are much cheaper and more convenient than energy 
from alternative energy sources and until recently 
environmental pollution has been of little concern. There are 
many alternative energy sources which can be used instead of 
using fossil fuels. As compared to other forms of renewable 
energy solar energy [1, 2, 3] is the most preferable because it 
is clean and can be supplied without any environmental 
pollution [9]. 

Many technologies have been created to collect solar energy 
as heat from sun radiation. Solar heater technology is one of 
them. But it is unable to store heat for a long period of time. 
But for the future utilization solar energy storage is an 
important objective, because during night and cloudy weather 
solar energy is not available. To overcome this problem solar 
pond (salinity gradient) has been established. Solar pond is 
another technology which has an attractive cheap means of 
collecting and storing solar energy in the form of hot high 
density salt water. Through the use of solar pond solar energy 
can be trapped. This paper mainly deals with the concept of 
solar pond and solar heater technology [1, 4]. 

II. AIMS AND OBJECTIVES 
The aim of this research is to increase the storage of 

thermal efficiency of solar energy. The research will allow us 

• The same volume of water compare to conventional solar 
heater with a higher temperature. 

• The higher volume of water can be heated within short 
period. 

• Cost effective way to heat up the water. 

• To supply water at night by using efficient water storage. 

•  Enhancing the thermal efficiency of water heating system. 

The main objective of this research is to take some 
necessary steps to increase the solar thermal efficiency which 
will be more efficient than using solar pond and solar water 
heater identically. The objectives to achieve the goal of the 
projects are following: 

• To increase the overall storage temperature solar pond and 
solar heater technology is used together. 

• As an insulator material wooden wall can be used in solar 
pond to protect heat transfer to the environment 

• To increase the storage heating capacity black colour 
coating can be used in inner side of the solar pond for better 
absorption of solar heat. 
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• Greenhouse effect technology can also be implemented by 
using glass plate at the top of the solar pond. 

Metal thin sheet can be preferable at the bottom of the solar 
pond for good heat conductor in solar heater purposes. 

III. BACKGORUND CONCEPT REVIEW 
A. Solar Pond Technology 

Solar pond is mainly a body of processing water to trap 
solar energy. Because of normal water is not capable to storing 
the solar heat energy. If sun source is used to heat the water 
then the warm water will rise and expand because of less 
dense. It will lose its heat to the air through convection or 
evaporation and by the replacement of cold water through 
natural convective circulation that mixes the water and 
dissipates heat. The design of solar ponds reduces either 
convection or evaporation in order to store the heat collected 
by the pond [6]. 

B. Brief explanation of water layers [7, 8] 
A typical salinity-gradient solar pond consists of three 

main zones which are briefly described below: 

• Upper Convective Zone (UCZ) 

This is the first water layer which has a least cost, salinity (low 
salt concentration), temperature and is close to the ambient 
temperature. The thickness of this zone is typically 0 .3m 
or .5m. And it should be kept as thin as possible.  

• Non-Convective Zone (NCZ) 

This layer is also called gradient zone. It is located in the 
middle of the two layers, UCZ and LCZ. In this layer salt is 
not homogeneously distributed. Because In this zone salinity 
increases with the depth. Because of less salt content water or 
lighter water above the UCZ layer water in this gradient zone 
cannot rise. Similarly water in this layer cannot fall because 
higher salt content means heavier water placed below the LCZ 
layer. 

• Lower Convective Zone (LCZ) 

This layer has a high salinity at the bottom of the pond. It is 
also called a storage zone which acts as a transparent insulator. 
Because the permitting sunlight to be trapped in the bottom 
layer and become hot. As the LCZ’s depth increases, the heat 
capacity increases, the capacity increases and temperature 
variation decreases. By this process heat will be stored. From 
which useful heat can be withdrawn [6, 4]. 

Figure 1 indicates three layers, position of layers and the depth 
ratio between the three water layers of solar pond also. 

         
Figure 1. Water layer concept. 

C. Solar Heater 

Flat plate solar-heat collector concept is used here. The 
working principal of solar thermal collectors is to capture and 
retain heat from the sun and use it to heat a liquid. In order to 
heat water using solar energy, a collector, often fastened to a 
roof or a wall facing the sun, heats working fluid that is either 
pumped or driven by natural convection through it. 

Figure 2 shows the basic arrangement and the heat flow 
system of solar heater. 

Figure 2.   Heat flow arrangement of solar water heater. 

D.  Integration of solar pond and solar heater technology 

The whole system is based on two unique concepts one is 
solar heater and another is solar pond with gradient salinity 
water. 

27



E. Advantage of the proposed integration of solar pond and 
solar heater 

It has seen from the above description is that in spite of 
having many advantages of solar pond and solar heater 
identically there have some limitations. The proposed model 
will help to reduce those limitations properly. It will able to 
store the solar energy during night and cloudy weather. The 
large area will not require. Additionally, maintenance for these 
systems is generally simple and low-cost. This technology can 
be used in residential buildings where the demand for hot 
water has a large impact on energy bills. This generally means 
a situation with a large family, or a situation in which the hot 
water demand is excessive due to frequent laundry washing. 
Commercial applications include Laundromats, car washes, 
military laundry facilities and eating establishments. The 
technology can also be used for space heating if the building is 
located off-grid or if utility power is subject to frequent 
outages. Solar water heating systems are most likely to be cost 
effective for facilities with water heating systems that are 
expensive to operate, or with operations such as laundries or 
kitchens that require large quantities of hot water [10]. 

F. Construction and necessary steps to increase the heat 
performance 
The new concept can be constructed by using a rectangular 

glass topped mini solar pond. This mini solar pond will 
contain salinity gradient water into a small water holder as like 
rectangular box. Salinity gradient of the water will be 
maintained by the diffuser process. The increase of thermal 
efficiency of the proposed model the following steps should be 
taken. 

• Wooden frame 

Wood will be used as frame or wall material due to heat 
insulation purposes as well as cost effective solution.  

• Black plastic sheet 

The inner surface of the wooden frame can be covered with a 
thin layer of black plastic sheet to protect the wooden frame 
from salty water. Black colour coating inside the frame will 
help in quick heat absorption process. 

• Glass plate 

To reduce the loss of heat energy from water into the air the 
top of the pond can be designed to be covered with the 
transparent glass. Transparent glass plate helps in greenhouse 
effect that trapped thermal energy inside the pond. The black 
bottom of the pond heats up when struck by sunlight. UCZ 
layer will collects the heat from sun light passes through glass 
plate. The internal heat energy is trapped inside the pond. As a 
result pond salinity gradient water is also heated up gradually.  

• Metal plate 

Due to transfer heat easily from lower convective zone to the 
bottom, metal plate is used. Metal sheet should not be too 
thick to pass the heat too thin to create imbalance condition [2, 
5]. 

Figure 3 indicates the different fundamental parts (glass plate, 
black plastic sheet, wooden layer, metal body) of the proposed 
model.  

Figure 3.  Proposed integration of solar heater and solar pond model. 

IV. HEAT FLOW ANALYSIS 
A. Sensible heating system 

Sensible heat is heat exchanged by a body or 
thermodynamic system that has as its sole effect a change of 
temperature. The term is used in contrast to a latent heat, 
which is the amount of heat exchanged that is hidden, meaning 
it occurs without change of temperature. For example, during 
a phase change such as the melting of ice, the temperature of 
the system containing the ice and the liquid is constant until all 
ice has melted. The sensible heat of a thermodynamic process 
may be calculated as the product of the body's mass (m) with 
its specific heat capacity (c) and the change in temperature 
(∆T ) [11]. 

)( TTT LH +=Δ …………………….…..(1) 

TmcQsensible Δ= ……………………......(2) 
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V. MATLAB SIMULATION 
In solar heater and solar pond heat transfer and heat 

absorbing through convective, conductive heat transfer system 
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in sensible heating process. The process is shown through 
simulation. 

Figure  4  shows the Matlab Simulink model of the proposed 
model 

A. Simulation output 
The line diagram is depicted below according to the 

different density of water (normal, gradient salinity and 
salinity) for a fixed time sixty seconds. As output, there are 
three heat performance graphs Blue, Red, Green for normal 
water, gradient salinity water and salinity water respectively 
are shown.  

Figure 5. Temperature vs Time curve for normal, gradient and salinity water 

For normal water, temperature peaked slightly above 32 
degree Celsius which is lowest point. On the other hand for 
salinity water red graph line reached near to 36 degree Celsius 

sharply this is the highest peak point. And heat performance 
graph for gradient salinity water stays in between these two 
points above 34 degree Celsius. The graph emphasis that, the 
changes of salinity rate is responsible for changing   the 
thermal performance of water. 

VI.  CONCLUSIONS 
The implementation of the given model will be efficient 

for enhancing the thermal efficiency of water heating system 
as well as storage of capacity of heat. In order to minimize the 
cost and increase the performance wooden box, metal plate, 
glass plate is considered. Based on numerical calculation it is 
shown that integration of solar heater and solar pond is 
suitable for collecting as well as supplying maximum heat to 
the liquid of solar heater. On the other hand in the Matlab 
simulation it is shown that high concentration brine salinity 
water gives better output means high temperature than normal 
water and gradient water for a fixed time. The increasing 
salinity of the water simultaneously increases the efficiency of 
the suggest model. 

VII. FUTURE WORK 
The prototype of the project did not reach at the 

construction due to unavailabilty of suitable material as well 
as modern technology. So the main future intention of the 
project is to construct prototype and check the performace in 
practical basis.We aslo predict that this concept will help to 
minimize cost in power generation  sector [3]. 

Figure 4.  Proposed model of simulation in Matlab 
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Abstract— Hybrid energy technology has become the latest goal 

in the automobile industry. This paper proposed an auto 

rickshaw which is based on hybrid energy storage system that 

operates in an environmentally friendly way. The main source of 

power of the proposed auto rickshaw is battery and the battery 

module is charged by the two ways- the on-board plug in battery 

charger and the solar panel. The battery is fully charged by the 

plug in battery charger and the PV panel is trying to keep the 

state of full charged battery module by continuous trickle 

charging. The charge sustaining capability enables the vehicle to 

accelerate faster, enhance the cruising capability, driving range, 

battery life-span, and reduce road accident. The proposed vehicle 

model is analyzed by the Advanced Vehicle Simulator 

(ADVISOR) software. Finally, the analysis showed that the use of 

hybrid energy technology can effectively improve the vehicle 

performance and more profitable than the prevailing auto 

rickshaw.  

Keywords—Hybrid energy, energy status, ADVISOR. 

I. INTRODUCTION  

The first HEV was built in 1898, and there were several 
automotive companies who were selling HEVs in the early 
1900s [1]. But the production of HEVs did not proceed due to 
the requirement for a smooth coordination between the engine 
and the motor, which was not possible due to the use of only 
mechanical controls and the poor efficiency compare to the 
combustion engine vehicle. Motorization was increasing day 
by day with the development of industrialization and 
urbanization.  

The oil crisis of the 70s and the growing threat of global 
warming, excessive fossil fuel dependence, and increasing the 
fuel prices which have accelerated the development of Hybrid 
Electric Vehicles (HEV) into the political spotlight. Hybrids 
have been looked at as a possible solution to resolve 
consumption and pollution problems without having to reduce 
performance or range compared to a normal car. Therefore, 
serious research on hybrid cars began in the late 70s [2]. 
Electric drives are becoming very popular in the control of 
hybrid vehicles. The revolution in the design of automobile's 
electrical system creates a very large and diverse market for a 
practical 48V electrical system, new electrical functions, 
alternative electrical sources and necessity of power electronic 
controls and interfaces [3], [4]. Many automobile industries 
developed hybrid vehicles namely Honda Insight, Honda 

Civic, Toyota Prius, Volkswagen, Venturi Astrolab, Chevrolet 
Volt etc.  

The hybrid vehicles still have the disadvantage of a too 
high price. Also this type of hybrid vehicles (a four seated 
middle class car) does not really fulfill the needs of the 
Bangladeshi society and does not meet the requirements of a 
typical Bangladeshi city either. Conventional auto rickshaws 
are well suited to the Bangladeshi society and environment. 
They are small and narrow, allowing maneuverability on 
congested roads and travel cost is also tolerable for middle 
class family. So, conventional auto rickshaws were adaptable 
to cover a small distance in the development country. The auto 
rickshaws are powered by the rechargeable batteries and they 
are becoming very popular day by day. Since Bangladesh 
faces acute power crisis and it is a matter of great regret that a 
lot of power is used daily to recharge the batteries. For this 
reason, the power crisis is increasing. In this situation, the 
hybrid energy is essential to recharge the batteries.  

Bangladesh is situated between 20
0
34' and 26

0
38' North 

Latitude and 88
0
01' and 92

0
41' East Longitude and the climate 

is tropical [5]. It gets abundant sunlight year round. The 
monthly average solar insolation at different Locations of 
Bangladesh is given in Table I [6]. The Table I showed that 
the monthly solar insulation is the highest in Rajshahi and the 
lowest in Sylhet. The daily average of bright sunshine hours at 
Dhaka city is given in Table II and showed that the daily 
sunlight hour is around the range from 10 to 7 hours [7]. 
Maximum amount of radiation is available on the month of 
March-April and minimum on December-January [6]. 

The total solar energy reaching in Bangladesh is 180×10
9 

MWH/year which is 10
5
 times the energy generated as 

electricity [5]. So, the solar resource in Bangladesh is rich and 
suitable form of renewable energy for urban region because of 
availability of plenty of sunshine. In effective operation, 
keeping the produced energy by this green source and the 
designed stand-alone system can operate economically. The 
vehicle is emission, noise and maintenance free. The oil prices 
all over the world are increasing day by day. In this system, 
our country does not depend on foreign oil. At night time 
charging of EVs will help to balance the load and improve the 
power plant efficiency. 
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TABLE I. MONTHLY SOLAR INSOLATION (KWH/M2) AT DIFFERENT 

LOCATIONS OF BANGLADESH 

Month Dhaka Rajshahi Sylhet Bogra Barisal Jessore 

Jan 4.03 3.96 4.00 4.01 4.17 4.25 

Feb 4.78 4.47 4.63 4.69 4.81 4.85 

Mar 5.33 5.88 5.20 5.68 5.30 4.50 

Apr 5.71 6.24 5.24 5.87 5.94 6.23 

May 5.71 6.17 5.37 6.02 5.75 6.09 

Jun 4.80 5.25 4.53 5.26 4.39 5.12 

Jul 4.41 4.79 4.14 4.34 4.20 4.81 

Aug 4.82 5.16 4.56 4.84 4.42 4.93 

Sep 4.41 4.96 4.07 4.67 4.48 4.57 

Oct 4.61 4.88 4.61 4.65 4.71 4.68 

Nov 4.27 4.42 4.32 4.35 4.35 4.24 

Dec 3.92 3.82 3.85 3.87 3.95 3.97 

Avg 4.73 5.00 4.54 4.85 4.71 4.85 

Source: Mondal, M. A. H., 2005, p.29 

TABLE II. DAILY AVERAGE OF BRIGHT SUNSHINE HOURS AT DHAKA CITY 

Month Daily Mean Maximum Minimum 

January 8.7 9.9 7.5 

February 9.1 10.7 7.7 

March 8.8 10.1 7.5 

April 8.9 10.2 7.8 

May 8.2 9.7 5.7 

June 4.9 7.3 3.8 

July 5.1 6.7 2.6 

August 5.8 7.1 4.1 

September 6 8.5 4.8 

October 7.6 9.2 6.5 

November 8.6 9.9 7 

December 8.9 10.2 7.4 

Average 7.55 9.13 6.03 

                                                   Source: Bashar, REEIN, 2010a 

With the factors of pollution, increased traffic in mind, 
drive range, charging cost, battery life and power crisis the 
best way to revamp the auto rickshaw is to develop a more 
efficient design that will be powered by a nonpolluting hybrid 
energy source, which can be achieved with an electric drive 
train since there are zero pollutants at the tailpipe. A hybrid 
energy source would make it a better solution compared to the 
prevailing alternative-fuel-powered rickshaws and auto 
rickshaw.  

In this paper, hybrid energy for auto vehicles is presented 
and compared to the conventional auto vehicles. The main 
purpose of this study is to evaluate the hybrid energy based 
auto vehicles for zero environmental pollution and to propose 
an efficient model for increasing the driving range, driving 
speed, minimize the charging time, enhance battery life and 
reduce the charging cost. This paper also established the 
economic exposition of the proposed system. The proposed 
vehicle model is design and analyzed by the Advanced 
Vehicle Simulator (ADVISOR) software. For design and 

parameters analysis the data are collected from local markets 
in the Dhaka city.  

II. CONVENTIONAL AUTO RICKSHAW 

Auto rickshaws are three-wheeled vehicles that are widely 
used in many Asian countries as taxis or Easy bike for people. 
The existing electric three-wheelers are popularly known as 
Borak, E-Bike, Easy Bike, City Bike, auto etc. are now being 
used in 32 districts in Bangladesh. It has only battery powered 
electric vehicle. At night, the battery is charged around 8 to 10 
hours by the on-board battery charger. At new condition, it 
covered 140km to 150km per day in a single charge with the 
top speed approximates 40 to 45 km/ph. The vehicle speed 
depends on the battery charge. The slope and bad road 
condition discharge the battery state of charge rapidly and 
reduces the drive range. At night, the driver turn on the head 
light and it reduces the drive range. Because of this, most of 
the drivers drive the vehicle “turns off” the head light due to 
increase their drive range. For this reason, the prolong road 
accident has been happened. The battery efficiency is 
decreasing constantly and the improper operation of the 
vehicle the battery may be damaged less than one year. After 
one year operation of the vehicle, the battery module is 
discharged rapidly and it is covered around 60km to 70km. 
Again, the battery module is charged around 2 to 3 hours at 
launch time and then it is covered around 30km to 40km. 
After one and half year, the battery module has been damaged 
and replaced it with new one.  

III. PROPOSED VEHICLE MODEL CONFIGURATION 

The electric three wheelers are characterized by its tin/iron 
body supported by three small wheels (one in front and two at 
the back), with a seat for the driver with a passenger in the 
front and two bench which are seating four or six passengers 
in the rear. It has an open design: no doors for the driver or 
passengers, allowing immediate pick-ups and drop-offs. The 
redesign auto vehicles do not want to change any part of the 
aforementioned characteristics. Only redesign its energy 
storage system. It is reflected on the auto rickshaw. The 
proposed vehicle will be well-suited with the old one and it is 
easily operated by the drivers and comfortable for the 
passengers. The proposed vehicle model is shown in fig.1. 

 

Figure 1. Proposed Auto Vehicle Model 
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The proposed vehicle is capable to use all over the places 
in Bangladeshi environment. This vehicle is also small, 
narrow and environmental friendly. The vehicle top speed is 
45km/h and usually carries one to seven passengers with a 
driver. It covers a small distance 170 to 190 km per day in a 
single charge. The prototype system consists of a Solar panel, 
a Plug in Battery charger, a Maximum Power Point Tracking 
(M.P.P.T) system, rechargeable battery module, Power 
controller, Control circuitry, Instrumentation system and DC 
series excitation motor. 

At night, the battery module is charged at 5 to 6 hours by 
the Plug in on-board battery charger system and at day, the PV 
panel with M.P.P.T system is continued trickle charge the 
state of full charge battery. In this way, the PV system is tried 
to keep the battery state of charge. So, the large current 
discharging of battery is avoided, enhance the cruising 
capability and the driving range. Thus, the battery life-span is 
extended. When the battery is charged by the plug in system, 
the control circuitry cut off the M.P.P.T circuit, which is 
sensed by the instrumentation system. The M.P.P.T control 
circuit not only takes maximum power from the solar panel 
but also monitor the condition of the battery. 

The hybrid energy is stored in the Vehicle's rechargeable 
battery module. The battery module supplies power to the 
motor by the power controller. The power controller is a 
device, which controls the amount of power supplied to the 
electric drive motor(s) based on the position of the accelerator 
through the control circuitry. The electrical power supplied to 
the electric drive motor(s) is used to generate an electromotive 
force, which turns the shaft of the electric motor(s). This shaft 
is coupled to the wheels of the vehicle and causes movement 
either forward or reverse, depending on the direction the shaft 
is turning through a gearbox.  

The dc motor actuator is driving the vehicle, a power 
controller for matching the various voltage and power levels 
of the battery according to the motor speed, a control circuitry 
control the driving speed and human interface. The display 
shows the battery performance through the instrumentation 
system. In this way, the electric energy is converted to 
mechanical energy that drives the vehicle. The proposed 
vehicles physical specification is given in the Table III. 

TABLE III. PHYSICAL SPECIFICATION FOR THE PROPOSED VEHICLE 

Components Value 

Outline dimension(L*W*H) 2650*1000*1650 mm 

DC series excitation Motor 60V--1000W 

Top speed 50km/h 

Front wheel 3.25-16 

Back wheel 4.00-12 

Break distance 25km/h less than 4m 

Storage battery 12V, 120Ah(5 set) 

Charger voltage 220v-(50Hz) 

Solar panel 280W, 45~47V 

Solar panel size 1955*982mm 

Daily distance covered  170km and 190km 

Loading capacity 450~500Kg 

Vehicle weight 300~400Kg 

IV. ENERGY STATUS OF THE AUTO VEHICLES 

The energy status is the heart part of the auto vehicles. The 
auto vehicles start at morning and stop at night. The vehicle 
operator covered more than10Km at 30 minutes. The 
conventional auto vehicles total running hour is 6 hour and it 
is covered 140Km per day in a single charge. The proposed 
auto vehicle total running hour is more than 8 hour and it is 
covered 190Km per day. In order to improve the vehicle 
efficiency, a hybrid energy storage scheme has been proposed. 
The battery module is charged by the on-board home charger 
and solar system in a convenient way. The hybrid energy 
storage system block diagram is shown in figure 2.   

  

Figure 2. Hybrid Energy Storage System 

A. Home Charge 

When the auto vehicle is parked at home at night, the 
vehicle on-broad-charger can be connected to a single phase 
AC plug for slow night time charging. The battery is 
recharged at the correct charge rates and the current is 
automatically switched off when the charge is completed. In 
Figure 2 shows block diagram of a typical controlled on-
board-charger. Depending on the battery capacity and depth of 
discharge, the charging time takes about 5-7 hrs and charging 
current is usually limited to 12A to 18A. This on-board-
charger should be light & inexpensive. As the electricity 
demand is relatively low at night, this home charging scheme 
can facilitate the low level control of power utilization. 

B. Solar Energy 

In order to further enhance the vehicle drive time, batteries 
can also be charged by the solar panel embedded in the vehicle 
roof. The rickshaw has about 2.65 m

2 
of space available on the 

roof alone to put solar panels. The output characteristic of PV 
cells could be expressed by volt-ampere (I-V) characteristic. 
The I-V characteristic is changed with the solar radiation 
intensity(S) and temperature (T). The MPPT systems can be 
designed in such a way to achieve great output even under 
changing atmospheric conditions, shading, or irradiance 
conditions, such as those that would inevitably occur on the 
roof of a vehicle and in addition, to prolong the life-span of 
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the battery, a three-stage charging method is controlled the 
battery charge [8, 9]. A fully charged battery needs only 
trickle charge. The solar panel specification is given in Table 
IV. 

TABLE IV. 280W SOLAR PANEL SPECIFICATION 

Parameter Value 

Power Output 280W 

Module Efficiency 14% 

Cell Efficiency 17% 

Voltage at Pmax,Vmpp 36V 

Current at Pmax,Impp 8.2A 

Open circuit  
voltage, Voc 

45~47V 

Short circuit current, Isc 8.4A 

                                                        (Source: Rahimaafroz Bangladesh) 

In Bangladesh, the monthly average solar radiation is 
around 4.5 to 5 kWh /m

2
/day and the MPPT system track the 

maximum power from the panel. Considering only being able 
to capture about 5–10% of that energy due to inefficiencies of 
the panel, converters, dust, shadow and less-than-ideal 
tracking conditions, the actual energy recoverable per day may 
be more than 2kWh when using the entire surface. So, to find 
out the daily energy generation, multiply the (280*90%) 
252W to monthly average sunshine duration. The calculated 
data is shown in Table V. From the Table V found that the 
monthly average energy generation from the solar system is 
1902Wh per day. 

TABLE V. DAILY AVERAGE ENERGY STORAGE FROM SOLAR PANEL 

Month Sunshine duration(hr) Daily energy(Wh) 

January 8.7 2192.4 

February 9.1 2293.2 

March 8.8 2217.6 

April 8.9 2242.8 

May 8.2 2066.4 

June 4.9 1234.8 

July 5.1 1285.2 

August 5.8 1461.6 

September 6 1512 

October 7.6 1915.2 

November 8.6 2167.2 

December 8.9 2242.8 

Monthly Average  1902.6 

V. ECONOMICS EXPOSITION 

The fixed cost is calculated by the survey of the local 
market. The wiring, installation and maintenance cost is 
considered approximately. The cost of these components may 
be varied depending on its brand, quality, place and quantity. 
The electrical components may be damaged in any time by 
miss operation. Here the component life time and cost is 
considered by the market survey upon the fifteen auto 

vehicles. The Table VI shows the components estimated cost 
with the life time.  

The daily battery module charging cost of the vehicle is 
two hundred taka and the running cost is changeable in each 
year. After one year, the prevailing system is covered 120Km 
per day and the proposed system is covered more than 170Km 
per day. The minimum fare is five taka for each passenger. 
The night time fare is two taka more than day time. The Table 
VII and VIII show the daily income. The Table IX shows the 
yearly running cost and income analysis of the prevailing 
system and the proposed system. Comparing the two systems, 
the hybrid energy system is more profitable than the prevailing 
system. 

TABLE VI. DAILY COST WITH LIFE TIME 

Sl. 

No. 

Component 

Name 
Quantity 

Life 

Time 
Cost in Taka 

01 Solar Panel 1 
20 

Year 
30000 

02 
MPPT 

controller 
1 

20 

Year 
15000 

03 Motor 1 
2 

Year 
7000 

04 
Motor 

controller 
1 

6~12 

month 
1000 

05 
Carbon 
brush 

2 
2~3 

month 
80~100 

06 Pick up 1 
6~12 

month 
300~450 

07 Gear box 1 1 year 400~800 

08 Battery 5 
12~18 

month 
60000 

09 Acid water 5~8 L 
18 

month 
150~180 

10 
Battery 

Charger 
1 

>2 

year 
3500~4000 

11 
Contact 
Switch 

1  300 

12 Wheel 3 
6~8 

month 
(2100~2300)*3=6300~6900 

13 Tube 3 
6~8 

month 
(300~320)*3=900~960 

14 Brake shoe 2 
2~3 

month 
120~150 

15 Bearing 6 
3~6 

month 
(40~200)*6=240~1200 

16 Head Light 1 
10~12 

month 
100~120 

17 Horn 1 
2~3 

month 
70~150 

18 
Contact 

Switch 
1  300~350 

19 
Body and 

others 
  81340 

Total 2,07,300~2,10,000 

TABLE VII. Daily Income in the Prevailing System 

Sl. 

No 

No. of 

passenger 

Fare in 

(Tk) 

Total 

trip 

Distance 

Cover 

Income 

(Tk) 

1 7 10 14 140 980 

2 7 10 12 120 840 
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TABLE VIII. Daily Income in the Proposed System 

Sl. 

No 

No. of 

passenger 

Fare in 

(Tk) 

Total 

trip 

Distance 

Cover 

Income 

(Tk) 

1 7 10 14 190 1330 

2 7 10 12 170 1190 

TABLE IX. YEARLY COST ANALYSIS 

Year 

Running 

Cost in 

taka 

Income in 

prevailing 

system 

(Tk.) 

Income 

in 

proposed 

system 

(Tk.)  

Profit in 

prevailing 

system 

(Tk.) 

Profit in 

proposed 

system 

(Tk.) 

First 99,000 3,57,700 4,78,800 258,700 379,800 

Second 1,67,500 3,27,600 4,28,400 160,100 260,900 

Third 1,60,000 3,27,600 4,28,400 167,600 268,400 

Four 1,06,500 3,57,700 4,78,800 251,200 372,300 

Five 1,60,500 3,27,600 4,28,400 167,100 267,900 

Six 1,06,500 3,27,600 4,28,400 221,100 321,900 

VI. SIMULATION RESULT AND DISCUSSION 

A. Conventional Vehicle Power Calculation  

Battery is the main power source for the prevailing auto 
vehicle. The vehicle uses five pieces of battery and each 
battery is 12V, 120Ah. Assume the depth of discharge (DOD) 
of a battery is 70%. The vehicle consume battery energy 
5040Wh and it could cover 140Km in 6hour. So, the vehicle 
consumes 840Wh to covered 23.33Km in an hour. The power 
consumption calculation is given in below: 

Battery capacity=120Ah 
Battery voltage=12V 
Total energy storage capacity= 120*12*5= 7200Wh 
Battery Depth of Discharge=70% 
Uses battery capacity=120Ah*70%=84Ah 
Total usable vehicle energy= (84Ah*12V)*5=5040Wh 
Total distance covered per day=140Km 
Total driving time=6h 
Vehicle Consume power per hour=5040/6=840W 
Distance covered in an hour= 140Km/6=23.333Km 

B. Proposed Auto vehicle Power Calculation: 

The proposed vehicle main source of energy is battery and 
solar system. The battery is charged by the on-board home 
charger in the night and it stored energy 5040Wh as like as the 
prevailing system. The power consumption calculation is 
given in below: 

Now, 
The vehicle total energy consume per day= 
5040+2000=7040Wh 
The vehicle consume power per hour=840W 
Total running hour= 7040/840= 8.38h 
Total distance covered= 23.333*8.38= 195.55Km 

When the vehicle is started, the battery is discharged in the 
rate of 840Wh. But in the day time, the solar system is started 
to charge the batteries and it can be recovered 252Wh. The 
Solar system also acts as a pulse charging, and it reduces the 
battery charge-discharge current and prolongs the battery life 
span [16].So, the vehicle operating time is extended more than 

2.3 hour and the driving range is extended more than 
50Km.The vehicle is also continued operated at night with 
head light and avoid the prolong road accident.  

The auto vehicle is designed and simulated by the 
ADVISOR software. ADVISOR is written in the 
MATLAB/Simulink and developed by the National 
Renewable Energy Laboratory. It is used to analyze 
performance, fuel economy, and emissions of conventional, 
electric, hybrid electric, and fuel-cell vehicles [17]. The actual 
components and parameters can be changed or added for these 
simulations and showed the vehicle performance without need 
to actually assemble a test vehicle. The first two ADVISOR 
input screens provide the interface to change the vehicle 
parameters and test the vehicle. By clicking “View Block 
Diagram,” it may look at and change the Simulink blocks of 
the overall vehicle model. In this way, the solar panel model 
was chosen by subtracting a constant value from the required 
power of the power bus and also adding a corresponding 
weight to the vehicle, which can be done at the first input 
screen. The constant value is based on research for the power 
ratings of the feasible panel. This method will not show 
dynamics but will give the general results for the extended 
range of the vehicle and the effects on vehicle efficiency. To 
develop the standard driving cycle, some approaches were 
considered and some are similar to the Indian urban driving 
cycle [18]. From the ADVISOR output the vehicle efficiency 
curve, speed vs. time curve, battery energy discharging curve 
is shown in figure 5, 6 and 7, and it will meet the urban 
driving cycle. 

The simulator results showed that the vehicle is covered 

more than 179.26 Km at an average speed 14.3 mph and 

maximum speed 56.7 mph. In the evening, the battery state of 

charge is falling rapidly. The hybrid energy storage system 

increases the vehicle performance and efficiency. The vehicle 

does not need to charge at day time and it reduces the charging 

cost.  

 

 

 

 

 

 

 

 

 

Figure 5. Motor Torque vs. Speed 

 

 

 

 

 

 

Figure 6. Speed vs. Time 
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Figure 7. Energy Storage System Efficiency 

VII. CONCLUSION  

The auto vehicle plays a fundamental role in the world. 
Moreover, this vehicle is very popular day by day for the 
developing country due to the low transportation cost with 
comfortable journey and zero pollution. Research showed that 
there are adequate renewable energies to support the 
infrastructure development of the auto vehicles. Thus, 
simulations have been performed on the electric vehicle 
supporting infrastructure and built in a prototype system. The 
system facilitate with such feature that reduces the energy 
dependency, eliminate the additional pressure of the grid in 
the day time, the drivers will not be worried about the battery 
charge, increase the driving range and avoid the prolong road 
accident at night. In Future research, the vehicle will be 
practically developed and analysis the result. To further 
increase the drive range more efficient motor with controllers, 
solar system and mechanical losses will be explored.   
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Abstract— In case of MJSC residual strain is induced due to the 
change in lattice constants in different layers. So far our 
knowledge efficiency of multijunction solar cell (MJSC) has not 
been studied considering the strain effect on the energy bandgap 
of subcells. In this paper, we have analytically studied residual 
strain in different MJSC structures using multilayered strain 
model. Three structures are investigated to realize the structure-
dependent state of strain in MJSC. The results obtained from the 
present study demonstrate that the strain induced in MJSC 
depends not only on the numbers of subcells but also on the 
position of subcells, window, tunnel, and BSF layers as well as 
their thicknesses. The influence of strain found more in the 
structure indicated by MJSC-3 compared to the structures 
MJSC-2, and MJSC-1.    

 Keywords— Multi-Junction Solar Cell (MJSC), Strain, Window 
layer, Tunnel junction, Back Surface Field (BSF) 

I. INTRODUCTION  
Solar energy is an environmental pollution free unlimited 

renewable source of energy and can be converted into 
electrical energy using solar cell. However, the conversion 
efficiency of solar cell is very poor, that is, mainly caused by 
losses associated with the carrier recombination and low and 
high energy photon absorptions. To be competitive with the 
conventional energy resources, the conversion efficiency of a 
solar cell must be improved.In previous studies [1], [2] several 
solar cell approaches have been proposed like multijunction 
(MJ) solar cell, concentrator solar cell, intermediate bandgap 
solar cell, quantum well, quantum dot solar cells etc. Among 
them MJ approach is very much attractive to resolve the main 
issues related with efficiency degradation [3]. 

 
InxG1-xN (0.64 to 3.4 eV) is a promising material for 

multijunction solar cell (MJSC), because its bandgap energy is 
nicely matched to whole solar spectrum [4]. The InGaN-based 
MJSC structure is composed of number of cells in which the 
bandgaps of the cells are divided by tuning the composition. 
For efficient absorption of whole solar energies, the higher 
bandgap cell is fabricated at the top and others are below the 
top cell [5]. 
 

In case of MJSC structure, cells are fabricated layer by 
layer resulting in layered change in lattice constant. Since the 
lower bandgap cell is placed at the bottom and higher at the 

top in InGaN-based MJSC structure, the lattice constant 
increases in different layers from bottom to top that leads to 
induce compressive strain and cannot be determined using 
simple epilayer strain model [6], [7]. In order to determine 
strain from the MJSC structure multilayered strain model [8] 
can be used where strain is calculated by integrating strain 
induced in different layers due to change in lattice constant.   
 

In previous studies [3], [4], [9] the efficiency of MJSC was 
investigated without taking into account of strain. It is well 
known that the bandgap of semiconductor materials is 
modified under the influence strain. Under application of 
compressive strain the bandgap of InGaN is increased and 
opposite is happened for tensile strain [10]. It is therefore very 
much important to investigate the actual efficiency of MJSC 
on account of strain. 
 

In this work, study of strain is carried out on different 
MJSC structures using multilayered strain model. Three types 
of MJSC structures are considered in the present study. The 
state of strain and its magnitude are investigated as a function 
of cell parameters. Finally, the strains calculated with respect 
to the number of layers are compared for different MJSC 
structures. 

II. MJSC STRUCTURES 
The MJSC structures studied hereare shown in Figs 1, 

2,and 3 [3], [8], [9]. The subcells are placed from bottom to top 
with lower to higher bandgap by adjusting the composition. In 
MJSC-1, the window layer is used at the top to reduce surface 
recombination, on the other hand, back surface field (BSF) at 
the bottom to reduce carrier scattering [11].The function of 
high bandgap window is also to reduce the cell’s series 
resistance. In addition to window and BSF layers tunnel 
junctions are used in MJSC-2 to provide low electrical 
resistance and optically low loss path between two subcells [9]. 
Each unit cell is comprised of a window, BSF and tunnel 
junction in MJSC-3 structure [3].The bandgaps used in 3, 5, 
and 7 subcells of different MJSC structures are listed in Table 
1. The bandgap of the material used in the window, tunnel 
junction, and BSF layers must be higher than the bandgap of 
adjacent subcell.  
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Fig. 1: The schematic illustration of proposed MJSC-1. 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2: The schematic illustration of proposed MJSC-2. 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3: The schematic illustration of proposed MJSC-3. 
 

 

TABLE I 
BANDGAP ENERGY DISTRIBUTION  IN DIFFERENT SUBCELLS OF MJSC 

III. MULTILAYERED STRAIN MODEL 
The multilayered strain model is developed [8] based on the 

multilayer structure shown in Fig. 4. The position and 
thickness of the layers are indicated by yn and tn, respectively. 
A sacrificial layer is used to reduce lattice mismatch between 
the substrate and layer-1. Layer-1 to layer-n is grown with 
different lattice constants that lead to induce residual strain in 
the MJ structure.  

 

Fig. 4: Multilayer structure with n-layer 

The plane strain in multilayered system can be given [8] by ߝ ൌ ݇ ൅ ௬ି௬್ீ       (1) 
where k is the uniform strain component and Gis the radius of 
curvature. The parameter yb,G, and k can be represented by ݕ௕ ൌ ∑ ா೔ᇲ௧೔ሺ௬೔ା௬೔షభሻ೙೔సభ ∑ ா೔ᇲ௧೔೙೔సభ      (2) 

ܩ ൌ െ2 ∑ ௜ଶݕ௜ൣݐ௜ᇱܧ ൅ ௜ିଵݕ௜ݕ ൅ ௜ିଵଶݕ െ ௜ݕ௕ሺݕ3 ൅ ௜ିଵݕ െ ௕ሻ൧௡௜ୀଵ3ݕ ∑ ௜ݕ௜ሺݐ௜ᇱܧ ൅ ௜ିଵݕ െ ௕ሺܿݕ2 െ ௜݀ሻ௡௜ୀଵݒ௜଴൅ߝ௜ߟ  

      (3) 

and ݇ ൌ ∑ ா೔ᇲ௧೔ሺఎ೔ఌ೔బି௩೔ௗሻ೙೔సభ ∑ ா೔ᇲ௧೔೙೔సభ     (4) 

where, thickness of each layer ݐ௜ ൌ ௜ݕ െ ௜ିଵݕ . ௜ܧ   andݒ௜  are 
Young’s modulus and Poisson’s ratio. ௜ᇱܧ ൌ ௜/ሺ1ܧ െ ௜ݒ ଶሻ . 
Here ߟ௜ ൌ 1 ൅ ௜ݒ andߝ௜଴  is the initial strain. The parameter d 
can be given by ݀ ൌ ሺ௔భమି௔భభሻ௔మయ௕భିሺ௔మభ ௕భ ି ௔భభ௕మሻሺ௔భభ௔మమି௔భమ௔మభሻ௔మమାሺ௔భమమ ି௔భభమ ሻ௔మయ   (5) 

The details of Eqn. (5) are available in [8]. 

No. of Stack Values of Bandgap  (eV) 
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V.  RESULTS AND DISCUSSION 
Using the multilayer strain model the strain induced due to 

change in lattice constants in different layers is calculated. 
Here we have studied three different MJSC structures shown 
in Figs. 1, 2 and 3 to understand structure-dependent state of 
strain. To calculate the strain the composition-dependent 
Young’s modulus and Poisson’s ratio for InGaN are 
determined by linear interpolation between the values 
available [12] for binaries GaN and InN.  Initial strain plays an 
important role on the resultant strain, and primarily it depends 
on the difference of lattice constants between layer-1 and the 
layer below the layer-1.  The strain are investigated for the 
subcell numbers 3, 5, and 7 as a function of subcells 
dimension while keeping the dimension of window, tunnel, 
and BSF layers are constant. 

 
Figure 5 shows a comparison of cell position-dependent 

strains among the MJSC structures shown in Figs. 1-3 with 
subcells numbers 3 and cell thickness 100 nm. The cell 
position changes for different structures, because the number 
and placement of additional layers are not the same 

 
 
Fig. 5: Comparison of cell position-dependent strains in MJSC structures1, 2 , 
and 3. The results are obtained for the subcell numbers 3 having cell thickness 
100nm. 

 

 
Fig. 6: Comparison of cell position-dependent strains in MJSC structures1, 2 , 
and 3. The results are obtained for the subcell numbers 5 having cell thickness 
100nm.   

 

 
Fig. 7: Comparison of cell position-dependent strains in MJSC structures1, 2 , 
and 3. The results are obtained for the subcell numbers 7 having cell thickness 
100nm. 
 
 in different structures. It is found that the magnitude of strain 
is the same up to the cell position 100 nm. When the cell 
position more than 100 nm the magnitude of strain changes for 
different MJ structures and is found high in MJSC-3 and low 
in MJSC-1. More number of layers in MJSC-3 may 
accumulate more strain. Similar tendency is found in Figs. 6 
and 7 for the subcell numbers 5 and 7 except the initial strain. 
Because, the energy bandgap stepping of the subcells changes 
with the number of subcells as indicated in Table-1.Further the 
influence of strain of the subcells will not be same due to their 
asymmetrical placement in different MJSC structures. Since 
the bandgap of InGaN material is increased under the 
influence of compressive strain, the resultant bandgap of 
different subcells will be increased more for the MJSC-3 
structure compared to MJSC-1.Also the increment of resultant 
bandgap will be more for more number of subcells for a 
particular MJSC structure. According to the results shown in 
Figs. 5, 6, and 7 the MJSC-3 structure will produce more open 
circuit voltage for the 7 subcells and thereby may be resulted 
more efficiency with respect to the efficiency obtained without 
taking into account of strain [5].  

 
Fig. 8: Cell position dependent strain in MJSC-1 plotted for 3 subcells for the 
cell thickness of 80, 100 and 120nm. 
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Fig. 9: Cell position dependent strain in MJSC-2 plotted for 5 subcells for the 
cell thickness of 80, 100 and 120nm.    

 
Fig. 10: Cell position dependent strain in MJSC-3 plotted for 7 subcells for 
the cell thickness of 80, 100 and 120nm.  

 
In order to understand the subcell thickness-dependent state 

of strain, strains for MJSC-1 structure are plotted for the 
variation of cell thicknesses 80, 100, and120 nm and shown in 
Fig. 8. It is found that the magnitude of strain is reduced with 
increasing cell thickness. Similar results are also found for the 
MJSC-2 and MJSC-3 structures as shown in Figs. 9 and 10. It 
is well known that the strain is gradually relaxed with 
increasing thickness of epitaxial layer [12]. 

 
Since more efficiency is expected in strained subcells, it is 

expected that lower the thickness of subcells may give high 
efficiency. However, if the thickness of subcells becomes very 
narrow, electro-hole pair generation may decrease due to 
photon absorption loss. Therefore, there is an optimization of 
subcells thickness in order to have high efficient MJSC. 

VI. CONCLUSION 
We have studied three types of MJSC structures composed 

of InGaN materials to investigate the residual strain induced 
due to change in lattice constant in different layers. The 
quantitative amount of strain is determined from the analytical 

approach developed for multilayered structure [8]. The results 
obtained from the present study demonstrate that the 
magnitude of strain depends on the difference in lattice 
constant among the adjacent subcells, particularly, on the 
initial strain which is induced due to the change in lattice 
constant between the bottom layer and the layer on which it is 
grown. Further, strain magnitude is strongly dependent on the 
number of layers and the thickness of subcells. The maximum 
strain is found for the MJSC-3 structure, and minimum in 
MJSC-1 compared to the structure MJSC-2. It is expected that 
the MJSC-3 structure may be more efficient than other 
structures due to more open-circuit voltage caused by strain-
induced opening of bandgap under compressive strain. 
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Abstract— This article investigates the feasibility of solar 

powered irrigation process in Bangladesh where photovoltaic 
technology could be used to gather solar energy for running a 
submersible pump and supply water for crop cultivation. It also 
depicts a comparative picture of irrigation costs for 27 
Bangladeshi crops for diesel and photovoltaic irrigation systems. 
The researchers have collected data concerning required water 
height during farming of those crops and then have calculated 
water volume for 1 hectare of land. Subsequently, two commonly 
used pumps (solar, diesel) with same power ratings (5 hp) have 
been chosen. Specific area covered by these pumps for different 
crops are calculated furthermore from the attained water 
volumes. Finally, total irrigation costs (at present condition) of 
these types of irrigation choices for a period of ten years have 
been computed and analyzed. The study highlights that irrigation 
with solar energy for certain crops, namely potato, cotton, 
soybean, sunflower, strawberry, lentil, mustard etc. are very 
much lucrative compared to diesel powered irrigation. 

Keywords— Solar irrigation, renewable energy, green farming, 
photovoltaic pumping, solar for agriculture. 

I. INTRODUCTION 

Due to the fossil fuel resources decline and their great share 
in environmental pollution and issues, many countries and 
researchers are looking for green energy resources based on 
each region’s potentials. So far many kind of renewable 
energy sources such as solar, wind, geothermal and others are 
utilized for power generation.  In general, to meet electricity 
demand and to cope with environmental problems using green 
energies there are two steps:  first, finding renewable energy 
resources in a special region, second, to utilize these energy 
resources economically and efficiently. 

Being a tropical country, Bangladesh endowers with 
abandon supply of solar energy. The range of solar radiation is 
between 4 and 6.5 kWh/m2/day and the bright sunshine hours 
vary from 6 to 9 hours/day [1]. Being an agrarian economy, 
the agricultural sector alone accounts for 20% of GDP and 
provides employment for more than half of the labour force. 
Furthermore in Bangladesh, about 59% land is under irrigation 
system, based on diesel and grid electricity. However there 
remains vast area of cultivable land which is needed to be 
irrigated where grid connection is not available. Solar PV 
pump may be used for irrigating these lands for better crop 

production. This study presents the scenario of solar pump 
irrigation system in Bangladesh along with its economic 
feasibility for different crops [7]. 

The government of Bangladesh is planning to install close 
to 19,000 solar-powered irrigation pumps by 2016 [17], in a 
bid to expand the country's irrigated land area and boost food 
production, while limiting its reliance on fossil fuels. Once 
installed, the planned 18,750 solar-powered pumps will 
irrigate an additional 590,000 hectares (1.5 million acres) of 
land for cultivating rice and vegetables, without requiring any 
grid electricity or diesel fuel [3]. The government estimates 
that, once all the pumps are in place, their solar panels will 
save 675 MW hours of electricity per day, cut imports of 
diesel fuel by 47,000 tons per year, saving $45 million 
annually, and reduce carbon dioxide emissions by an annual 
126,000 tons [19]. 

In this study the main objective was to do an economical 
evaluation of different cultivated crops in Bangladesh in a ten 
years time period using both diesel and photovoltaic water 
pumping systems and hence to find out which crops are viable 
to the newest and environment friendly method of irrigation 
process. 

II. RELATED STUDY 

A. Photovoltaic(PV) Technology 

The  Photovoltaic  (PV)  system  is  composed  of  a variety  
of  components  in  addition  to  the  photovoltaic modules,  a  
balance-of-system  that  wired  together  to form  the  entire  
fully  functional  system  capable  of supplying  electric  
power;  and  these  system  elements are: 

 PV cells, represent the fundamental power conversion 
units.  They are made from semiconductors and convert 
sunlight to electricity.  To  increase  the  power  output  of  PV 
cells,  they  are  connected  together  to  form  larger units  
called  modules.  Modules,  in  turn,  are connected  in parallel  
and  series  to  form  a  larger unit called panel. 

 A storage medium (battery bank), stores the electrical 
energy produced by the PV cells, and makes the energy 
available at night or on dark days (days of autonomy or no-
sun-days). 
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 A voltage regulator (or charge/disc
reverses current and prevents battery from g
and over discharged. 

 An inverter, converts a low DC-voltag
voltage; it may be a stand-alone installation
installation. 

 AC or DC loads, appliances and device
the power generated by the PV system.  

Figure 1 shows the configuration of th
system with all the functional components. 

Fig. 1 Configuration of a stand-alone PV

B. Solar Pumping System 

At remote places, far away from electrici
electrical pumps with solar panels (solar p
in a clever solution. The solar pump system
panels on a mounting structure, a pump con
pump and an optional storage tank for w
advantage of the solar pump is that it can b
without the battery back-up for solar pow
connected to solar panels, so water is pum
high level in case the sun shines [2].  

Fig 2: A general setup for solar pump 
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is enough to impound 5 cm of water and recharge to the same 
level once in four days. Again, for maize irrigation frequency 
should be once in four days and six days in case of clay soils. 
Cotton and groundnut requires irrigation once in 10 days in 
red and 15 days in clay soils.  

III. METHODOLOGY 

The information of this research was collected from many 
sources i.e. books, journal/conference papers, websites etc. In 
this study the system has not been considered to recharge the 
rechargeable battery whereas it has been considered that the 
pump is run directly from solar power.  

 
Fig. 5 Illustration of study process 

To compare the total cost for irrigation in the period of ten 
years using PV technology and diesel pump, area covered by a 
5hp pump has been calculated first. Then the required diesel 
has been evaluated to irrigate the same amount of land. It is 
noted that manufacturers of solar pump usually give a 
warranty of ten (10) years; hence the associated cost for solar 
pump is fixed for this span of time. However, diesel price 
increases every year, so in order to find out the total present 
value, 10% inflation rate has been considered.   

IV. ANALYSIS OF THE STUDY 
To draw comparative picture of irrigation costs of different 

Bangladeshi crops for diesel, grid electricity and solar power 
based irrigation systems, there are several steps of calculation 
needed to be considered. 

(A) Calculation of Water Volume [12] 

For Basin irrigation process,  

Water Volume = Required water height × Area           (1) 

For Furrow irrigation process, 

Water Volume = [{(Required water height × bed to bed 
distance × 100 × No. of canals) ÷ 100} ÷100]           (2) 

Where, No. of Canals = [{100 - bed to bed distance ÷ 100} ÷ 
{(width of bed + bed to bed distance) ÷ 100} + 1] 

TABLE 1 
CALCULATION OF REQUIRED WATER FOR DIFFERENT CROPS 
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Rice Basin  n/a n/a n/a 8.5 850 
Wheat Basin  n/a n/a n/a 7 700 
Potato Furrow 25 60 117.9 4 283.1 
Maize Furrow 110 30 72.2 7 151.7 
Onion Furrow 100 30 77.7 2.5 58.3 
Tomato Furrow 100 30 77.7 3.5 81.6 
Sugarcane Furrow 120 30 67.5 12.5 235 
Cotton Basin n/a n/a n/a 7 700 
Chill Furrow 100 30 77.7 5 116.5 
Carrot Furrow 100 30 77.7 5 116.5 
Soybean Basin  n/a n/a n/a 6 600 
Garlic Furrow 90 30 84.1 6.5 164 
Brinjal Furrow 100 30 77.7 3 69.9 
Gourd Furrow 560 40 17.6 4 28.2 
Sunflower Basin  n/a n/a n/a 8 800 
Ginger Furrow 100 30 77.7 3.5 81.6 
Strawberry Basin n/a n/a n/a 6 600 
Turmeric Furrow 90 30 84.1 4.5 113.5 
Lentil Basin  n/a n/a n/a 5 500 
Pumpkin Furrow 330 30 28.7 6 51.7 
Cabbage Furrow 90 30 84.1 5 126.1 
Cauliflower Furrow 100 30 77.7 4 93.2 
Mustard Basin  n/a n/a n/a 3 300 
Banana Furrow 105 30 74.9 4 89.8 
Ladyfinger Furrow 100 30 77.7 3 69.9 
Papaya Furrow 200 30 44.3 5 66.5 
Groundnut Furrow 40 20 167.3 4 133.9 

 

(B) Calculation of Covered Area (Hectare): 

 For the simplicity of the research calculation, the area of 
the field has been considered as 1 hectare which has the 
dimension of 100 m × 100 m. Again, from the personal 
communication of different agricultural scientists it has been 
ensured that water required for single irrigation could be 
supplied in about 5 days [9], [12]. 

So, Area Covered = Discharge rate ÷ Water volume             (3) 

For 5 days cycle, Total Cover Area = Area Covered × 5       (4) 

 Different crops need different amount of water at 
cultivation process with different irrigation process [15]. 
Calculation of required water per hectare of different crops as 
well as area covered by a 5hp PV pump have been tabulated at 
Table 1 and 2 consecutively. 

 

(C) Calculation for Solar Powered Irrigation 

 In order to find out the total cost of a solar powered 
irrigation system in a span of 10 years, the future maintenance  
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TABLE 2 

CALCULATION OF AREA COVERED BY A 5 HP SOLAR PUMP FOR 
DIFFERENT CROPS 
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Rice (Oryza sativa) 650 0.4 1.9 
Wheat (Triticum aestivum) 700 0.4 1.8 
Potato (Solanum tuberosum) 283.1 0.9 4.4 
Maize (Zea mays) 151.7 1.6 8.2 
Onion (Allium cepa) 58.3 4.3 21.5 
Tomato (Solanum lycopersicum) 81.6 3.1 15.3 
Sugarcane (Saccharum officinarum L.) 235 1.1 5.3 
Cotton (Gossypium spp.) 700 0.4 1.8 
Chill (Capsicum annum L.) 116.5 2.1 10.7 
Carrot (Daucus carota) 116.5 2.1 10.7 
Soybean (Glycine max) 600 0.4 2.1 
Garlic (Allium Sativum) 164 1.5 7.6 
Brinjal (Solanum melongena) 69.9 3.6 17.9 
Gourd (Lagenaria siceraria) 28.2 8.9 44.4 
Sunflower (Helianthus annus) 800 0.3 1.6 
Ginger (Zingiber officinale) 81.6 3.1 15.3 
Strawberry (Fragaria ananassa) 600 0.4 2.1 
Turmeric (Curcuma longa) 113.5 2.2 11 
Lentil (Lens culinaris) 700 0.4 1.8 
Pumpkin (Cururbita maxima) 51.7 4.8 24.2 
Cabbage (Brassica oleracea) 126.1 2.0 9.9 
Cauliflower (Brassica oleracea) 93.2 2.7 13.4 
Mustard (Brassica juncea) 300 0.8 4.2 
Banana (Musa paradisiac) 89.8 2.8 13.9 
Ladyfinger (Abelmoschus esculentus) 69.9 3.6 17.9 
Papaya (Carica papaya) 66.5 3.8 18.8 
Groundnut (Arachis hypogaea) 133.9 1.9 9.3 

costs of next 9 years should be added at the present time. It is 
a general concept of engineering that every year 5% 
maintenance cost should be considered for any system. So,   

Cost of first year = Pump cost + 5% Maintenance Cost         (5) 

 Now, to consider the future maintenance cost at present, 
Present Value (PV) is a formula that calculates the present day 
value of an amount that will be spent at a future date. 

Present value = Future value / (1+i)^n            (6) 
Where, i = inflation rate, n = number of year. 

TABLE 3 
CALCULATION OF TOTAL COST A 5 HP SOLAR PUMP 

Price of the solar module (panel + pump) 2,00,000.00 

 
 
 
 
Maintenance Cost at Present 
(taka) 

Year 1 2,10,000.00 
Year 2 9,090.90 
Year 3 8,264.46 
Year 4 7,513.14 
Year 5 6,830.13 
Year 6 6,209.21 
Year 7 5,644.74 
Year 8 5,131.58 
Year 9 4,665.07 
Year 10 4,240.97 

Total Present Value (taka) 2,67,590.24 

 Using solar energy, we calculated the cost in taka for total 
ten years. It will fix for all crops, because we implement one 
system. Our module is fixed for all cops. 

(D) Calculation for Diesel Powered Irrigation 

For Diesel powered irrigation,  

Cost (first year) = Pump cost + (Diesel Requirement*number 
of irrigations in a crop cycle*Present diesel rate) *3              (7) 

 But for the second to next ten years (lifetime of diesel 
module) it depends in diesel price of that year, 5% 
maintenance cost, and number of irrigation in a crop cycle.  

Cost for 2nd year and onwards = {(Diesel Requirement × 
number of irrigations in a crop cycle × Present Diesel rate × 3) 
+ 5% maintenance cost}               (8) 

 Now, if anyone wants to calculate the total cost for ten 
years period, present value of money for the future years 
should be calculated (Table 3).  

V. FINDINGS AND CONCLUSION 

The analysis of this study discovered that irrigation with 
solar power of certain crops like potato, cotton, soybean, 
sunflower, strawberry, lentil, mustard are very much lucrative 
compared to diesel powered irrigation (fig. 6).  

 
Fig. 6 Comparison between diesel and solar irrigation for different crops 
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TABLE 4 
COST CALCULATION OF DIESEL POWERED IRRIGATION  
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Rice 850.0 850000 96.59 5 137.5 104.8 109.3 114.0 119.0 124.3 129.7 135.5 141.5 147.8 1263.5 
Wheat 700.0 700000 79.55 4 103.9 69.6 72.6 75.6 78.9 82.3 85.9 89.6 93.5 97.7 849.6 
Potato 283.1 283060 32.17 5 71.8 36.1 37.5 39.0 40.5 42.2 43.9 45.8 47.7 49.8 454.3 
Maize 151.7 151650 17.23 5 56.6 20.1 20.8 21.5 22.3 23.2 24.0 25.0 26.0 27.0 266.6 
Onion 58.3 58270 1.28 6 40.6 3.4 3.3 3.3 3.2 3.2 3.1 3.1 3.1 3.2 69.5 
Tomato 81.6 81580 9.27 5 48.5 11.7 11.9 12.3 12.6 13.0 13.4 13.9 14.4 14.9 166.7 
Sugarcane 235.0 235000 26.70 4 39.0 24.6 25.4 26.4 27.4 28.4 29.5 30.7 32.0 33.3 296.7 
Cotton 700.0 700000 79.55 5 81.1 86.6 90.3 94.2 98.3 102.5 107.0 111.8 116.7 121.9 1010.4 
Chill 116.5 116540 13.24 5 52.5 15.9 16.4 16.9 17.5 18.1 18.7 19.4 20.2 21.0 216.5 
Carrot 116.5 116540 13.24 5 52.5 15.9 16.4 16.9 17.5 18.1 18.7 19.4 20.2 21.0 216.5 
Soybean 600.0 600000 68.18 4 94.6 59.9 62.4 65.0 67.8 70.7 73.7 76.9 80.3 83.8 735.3 
Garlic 164.0 163960 18.63 4 54.2 17.7 18.2 18.8 19.5 20.2 20.9 21.8 22.6 23.5 237.4 
Brinjal 69.9 69923 7.95 4 45.5 8.6 8.7 8.9 9.1 9.3 9.6 9.9 0.1 10.5 120.1 
Gourd 28.2 28160 3.20 5 42.3 5.2 5.2 5.2 5.2 5.3 5.4 5.5 5.6 5.7 90.4 
Sunflower 800.0 800000 90.91 5 131.7 98.7 103.0 107.4 112.1 117.0 122.2 127.6 133.2 139.2 1192.1 
Ginger 81.6 81570 9.27 4 46.6 9.7 9.9 10.1 10.4 10.7 11.0 11.3 11.7 12.1 143.4 
Strawberry 600.0 600000 68.18 3 80.7 45.4 47.2 49.1 51.2 53.3 55.6 58.0 60.5 63.1 564.1 
Turmeric 113.5 113510 12.90 5 52.2 15.5 16.0 16.5 17.1 17.6 18.3 19.0 19.7 20.5 212.3 
Lentil 500.0 500000 56.82 6 108.5 74.5 77.6 80.9 84.4 88.1 91.9 95.9 100.2 104.6 906.7 
Pumpkin 51.7 51650 5.87 4 43.8 6.8 6.8 6.9 7.1 7.2 7.4 7.5 7.7 8.0 109.2 
Cabbage 126.1 126125 14.33 4 50.7 14.0 14.4 14.8 15.3 15.8 16.4 17.0 17.6 18.3 194.2 
Cauliflower 93.2 93230 10.59 5 49.8 13.1 13.4 13.8 14.2 14.7 15.2 15.7 16.3 16.9 183.2 
Mustard 300.0 300000 34.09 5 73.8 38.1 39.6 41.2 42.9 44.6 46.5 48.5 50.5 52.7 478.4 
Banana 89.8 89822 10.21 5 49.4 12.7 13.0 13.4 13.8 14.2 14.7 15.2 15.8 16.4 178.5 
Lady Finger 69.9 69930 7.95 4 45.5 8.6 8.7 8.9 9.1 9.3 9.6 9.9 10.2 10.5 130.1 
Papaya 66.5 66521 7.56 4 45.2 8.2 8.4 8.5 8.7 8.9 9.2 9.4 9.7 10.0 126.2 
Ground Nut 133.9 133867 15.21 4 51.4 14.7 15.2 15.6 16.2 16.7 17.3 17.9 18.6 19.3 203.1 
1234567890  
 The findings of this study have led us to believe that the 
time is now ripe to advance towards a new phase 
implementing solar powered irrigation system [4]. At this time, 
financing and technical support for individual pilot initiatives 
is recommended. Therefore, the government should more 
facilitate the development of this renewable water pumping 
sector so that private entrepreneurs come forward to take the 
initiatives to invest in this sector. 
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Abstract— The rapid increase in global energy consumption and 
the impact of greenhouse gas emissions has accelerated the 
transition towards greener energy sources. The need for 
distributed generation employing renewable energy sources such 
as wind, solar and fuel cells has gained significant momentum. 
Advanced power electronic systems, affordable high performance 
devices, and smart energy management principles are deemed to 
be an integral part of renewable, green and efficient energy 
systems. This paper discuss the most emerging renewable energy 
source, wind energy, which by means of power electronics is 
changing from being a minor energy source to be acting as an 
important power source in the energy system and the standard 
power converter topologies from the simplest converters for 
starting up the turbine to advanced power converter topologies, 
where the whole power is flowing through the converter. 

     Keywords— Wind energy conversion, wind turbines, power 
electronics, control, reliability. 

I. INTRODUCTION 

The global energy consumption has been continually 
increasing over the last century. Official estimates indicate a 
44 percent increase in global energy consumption during the 
period 2006 - 2030 [1]. It can be said that fossil fuels (liquid, 
coal and natural gas) have been the primary energy source for 
the present day world. Sustained urbanization, 
industrialization, and increased penetration of electricity have 
led to unprecedented dependency on fossil fuels. Presently, the 
most important concerns regarding fossil fuels are the green 
house gas emissions and the irreversible depletion of natural 
resources. Based on the official energy statistics from the US 
Government, the global carbon dioxide emissions will 
increase by 39 percent to reach 40.4 billion metric tons from 
2006 to 2030 [1]. Green house gas emissions and the related 
threat of global warming and depleting fossil fuel reserves 
have placed a lot of importance on the role of alternative and 
greener energy sources. The wind turbine technology is one of 
the most emerging renewable technologies. Over the last ten 
years, the global wind energy capacity has increased rapidly 
and became the fastest developing renewable energy 
technology [2]. The controllability of the wind turbines 
becomes more and more important as the power level of the 

turbines increases. Power electronic, being the technology of 
efficiently converting electric power, plays an important role 
in wind power systems. It is an essential part for integrating 
the variable-speed wind power generation units to achieve 
high efficiency and high performance in power systems. Even 
in a fixed-speed wind turbine system where wind power 
generators are directly connected to the grid, thyristors are 
used as soft-starters [3]. The power electronic converters are 
used to match the characteristics of wind turbines with the 
requirements of grid connections, including frequency, 
voltage, control of active and reactive power, harmonics, etc 
[4]. This paper presents the requirements of the power 
electronic interface as applicable with respect to wind and 
qualitatively examines the existing power electronic 
topologies that can be employed. Section II and section III 
presents an overview of wind energy system and modern 
power electronics. Section IV presents power electronic 
converters used in wind turbine applications. Section V 
presents reliability of wind turbines and future of wind energy 
and finally, in section VI, the conclusion are drawn. 

II. WIND ENERGY SYSTEM 

A wind energy conversion system is a structure that 
transforms the kinetic energy of the incoming air stream into 
electrical energy. This conversion takes place in two steps. At 
first the extraction device, named wind turbine rotor turns 
under the wind stream action, thus harvesting a mechanical 
power. Then the rotor drives a rotating electrical machine, the 
generator, which outputs electrical power. A block diagram of 
wind energy conversion system is shown in Fig. 1. The 
performance and efficiency of any wind energy conversion 
system (WECS) depends upon the characteristics of wind 
turbines. The mechanical power of the turbine is given by: 

 Cp3ρAu
2
1Pm =  (1) 
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Figure 1. Block diagram of WECS 

Where Pm is the power extracted from the airflow, ρ is the air 
density, A is the area covered by the rotor, u is the wind speed 
upstream of the rotor, and Cp is the performance coefficient or 
power coefficient. The power coefficient is a function of the 
pitch angle of rotor blades β and of the tip speed ratio λ, which 
is the ratio between blade tip speed and wind speed upstream 
of the rotor. The computation of the power coefficient requires 
the use of blade element theory and the knowledge of blade 
geometry. We consider the blade geometry using the 
numerical approximation developed in [5], assuming that the 
power coefficient is given by: 

 iiλ
18.4

ie0.73λCp
−

=  (2) 

Where  λi  and λii are respectively given by: 
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The maximum power coefficient is given for a null pitch angle 
and is equal to: 

 0.4412Cpmax =  (5) 

Where the optimum tip speed is equal to: 

 7.057λopt =  (6)  

The power coefficient is illustrated in Fig. 2. as a function of 
the tip speed ratio. So, for a wind rotor with radius r, (1) can 
be rewritten as [6],[7]: 

 

 

Figure 2. Cp- λ characteristics for different values of β 

 Pm= 32uρπr
2
1 Cp(λ,β) (7) 

The relation between wind speed and generated power is given 
by the power curve, as depicted in Fig. 3. When the wind 
speed is below the cut-in wind speed then there will be no 
generation. When the speed is above cut-in speed but below 
the rated speed the power optimization method or MPPT 
method is used to extract maximum power. In this region the 
speed is maintained at a constant value corresponding to 
optimum tip speed ratio λ. Above rated speed but below cut-
out wind speed pitch controller is used to control the wind 
power at the wind turbine blade. At very high wind speed it 
means above cut out speed there will be again no generation of 
power. 

III. MODERN POWER ELECTRONICS AND 
SYSTEMS 

Power electronics is the technology that links the two major 
traditional divisions of electrical engineering, namely, electric 
power and electronics. It has shown rapid development in 
recent times, primarily because of the development of 
semiconductor power devices that can efficiently switch 
currents at high voltages, and so can be used for the 
conversion and control of electrical energy at high power 
levels. The development of microprocessors/microcomputer 
technology has a great impact on the control and synthesizing 
the control strategy for the power semiconductor devices. 
Power electronic techniques are progressively replacing 
traditional methods of power conversion and control, causing 
what may be described as a technological revolution, in power 
areas such as regulated power supply systems, adjustable 
speed DC and AC electric motor drives, high voltage DC links 
between AC power networks, etc. The power electronic device 
technology is still undergoing important progress shown in 
Fig. 4., including some key self-commutated devices, such as  
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Figure 3. Typical power curve of a variable speed pitch controlled wind 
turbine [8]. 

 

Figure 4. Development of power semiconductor devices in the past and in the 
future [9] 

insulated gate bipolar transistor (IGBT), MOSFET, integrated 
gate commutated thyristor (IGCT), MOS-gate thyristors, and 
silicon carbide FETs. The breakdown voltage and/or current 
carrying capability of the components are also continuously 
increasing. Important research is going on to change the 
material from silicon to silicon carbide. This may dramatically 
increase the power density of the power converters. Power 
electronic converters are constructed by semiconductor 
devices, driving, protection, and control circuits to perform 
voltage magnitude and frequency conversion and control. 

IV. POWER ELECTRONIC CONVERTERS 

Many different power converters can be used in wind turbine 
applications. In the case of using an induction generator, the 
power converter has to convert from a fixed voltage and 
frequency to a variable voltage and frequency. Other generator 
types can demand other complex protection. However, the 
most used topology so far is a soft-starter, which is used 
during start up in order to limit the in-rush current and thereby 
reduce the disturbances to the grid. 

A. Soft Starter 

The “Danish concept” [10] of directly connecting a wind 
turbine to the grid is widely used in early wind turbine 
systems. The scheme consists of an SCIG, connected via a 
transformer to the grid and operating at an almost fixed speed. 
Connecting the induction generators to power system produces 
transients that are short duration with very high inrush 
currents, thus causing disturbances to both the grid and high 
torque spikes in the drive train of wind turbines with a directly 
connected induction generator. The soft starter is a power 
converter, which has been introduced to fixed speed wind 
turbines to reduce the transient current during connection or 
disconnection of the generator to the grid. When the generator 
speed exceeds the synchronous speed, the soft-starter is 
connected. Using firing angle control of the thyristors in the 
soft starter the generator is smoothly connected to the grid 
over a predefined number of grid periods. The connection 
diagram for the soft-starter with a generator is presented in 
Fig. 5 and Control characteristic for a fully controlled soft 
starter is shown in Fig. 6. When the generator is completely 
connected to the grid a contactor (Kbyp) bypass the soft-
starter in order to reduce the losses during normal operation. 
The soft-starter is very cheap and it is a standard converter in 
many wind turbines. 

B. Capacitor Bank 

For the power factor compensation of the reactive power in 
the generator, AC-capacitor banks are used, as shown in Fig. 
7. The generators are normally compensated into whole power 
range. The switching of capacitors is done as a function of the 
average value of measured reactive power during a certain 
period. The capacitor banks are usually mounted in the bottom 
of the tower or in the nacelle. In order to reduce the current at 
connection/disconnection of capacitors a coil (L) can be 
connected in series. The capacitors may be heavy loaded and 
damaged in the case of over-voltages to the grid and thereby 
they may increase the maintenance cost. 

Figure 5. Connection diagram of soft starter with generators 
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Figure 6. Control characteristic for a fully controlled soft starter 

C. Diode Rectifier 

The diode rectifier is the most common used topology in 
power electronic applications. It is used as AC/DC converter. 
There is a DC link element, which can be a capacitor in 
Voltage Source Converter (VSC) or an inductor in a Current 
Source Converter (CSC) [11]-[12]. The applicability of this 
topology occurs because there is no need of external 
excitation. For a three-phase system it consists of six diodes. It 
is shown in Fig. 8. The diode rectifier can only be used in one 
quadrant, it is simple and it is not possible to control it. It 
could be used in some applications with a dc-bus. 

 

Figure 8. Diode rectifier for three-phase ac/dc conversion 

D. Bidirectional Back-to-Back Two-Level Power 
Converter 

This topology is state-of-the-art especially in large DFIG 
based wind turbines [13]. The back-to-back PWM-VSI is a bi-
directional power converter consisting of two conventional 
PWM-VSCs.  The topology is shown in Fig. 9. To achieve full 
control of the grid current, the DC- link voltage must be 
boosted to a level higher than the amplitude of the grid line-
line voltage. The power flow of the grid side converter is 
controlled in order to keep the DC-link voltage constant, while 
the control of the generator side is set to suit the magnetization 
demand and the reference speed. A technical advantage of the 
PWM-VSC is the capacitor decoupling between the grid 
inverter and the generator inverter. Besides affording some  

Figure 7. Capacitor bank configuration for power factor compensation in a 
wind turbine 

protection, this decoupling offers separate control of the two 
inverters, allowing compensation of asymmetry both on the 
generator side and on the grid side, independently. The 
inclusion of a boost inductance in the DC-link circuit increases 
the component count, but a positive effect is that the boost 
inductance reduces the demands on the performance of the 
grid side harmonic filter, and offers some protection of the 
converter against abnormal conditions on the grid. However 
some disadvantages of the back-to-back PWM-VSI are 
reported in literature [14], [15] and [16]. In several papers 
concerning adjustable speed drives, the presence of the DC-
link capacitor is mentioned as a drawback, since it is bulky 
and heavy, it increases the costs and maybe of most 
importance it reduces the overall lifetime of the system. 
Another important drawback of the back-to-back PWM-VSI is 
the switching losses. Every commutation in both the grid 
inverter and the generator inverter between the upper and 
lower DC-link branch is associated with a hard switching and 
a natural commutation. Since the back-to-back PWM-VSI 
consists of two inverters, the switching losses might be even 
more pronounced. The high switching speed to the grid may 
also require extra EMI-filters. To prevent high stresses on the 
generator insulation and to avoid bearing current problems 
[17] the voltage gradient may have to be limited by applying 
an output filter. 

Figure 9. The back-to-back PWM-VSI converter topology. 

E. Multilevel Converter 

These converters are a good choice in application where high 
voltage rating is necessary [18], due to voltage level of the 
converters. The general idea behind the multilevel converter  
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Figure 10. Multilevel topologies. a) One inverter leg of a three-level diode clamped multilevel converter. b) One inverter leg of a three-level multilevel converter 
with bidirectional switch interconnection. c) One inverter leg of a three level flying capacitor multilevel converter. d) Schematic presentation of a three-level 
converter consisting of three three-phase inverters. e) One inverter leg of a three-level converter consisting of H-bridge inverters. 

technology is to create a sinusoidal voltage from several levels 
of voltages, typically obtained from capacitor voltage sources. 
The different proposed multilevel converter topologies can be 
classified in the following five categories [19]-[21]: 

• Multilevel configurations with diode clamps 

• Multilevel configurations with bi-directional switch 
interconnection 

• Multilevel configurations with flying capacitors 

• Multilevel configurations with multiple three-phase 
inverters 

• Multilevel configurations with cascaded single phase 
H-bridge inverters 

A common feature of the five different multilevel converter 
concepts is, that in theory, all the topologies may be 
constructed to have an arbitrary number of voltage levels, 
although in practice some topologies are easier to realize than 
others. The principle of the five topologies is illustrated in Fig. 
10. Initially, the main purpose of the multilevel converter was 
to achieve a higher voltage capability of the converters. As the 
ratings of the components increases and the switching- and 
conducting properties improve, the secondary effects of 
applying multilevel converters become more and more 
advantageous. The switching losses of the multilevel converter 
are another feature, which is often accentuated. From the 
topologies in Fig. 10, it is evident that the number of 
semiconductors in the conducting path is higher than for the 
other converters treated in this paper, this might increase the 
conduction losses of the converter. 

F. Matrix converter 

The basic idea of the matrix converter is that a desired input 
current (to/from the supply), a desired output voltage and a 
desired output frequency may be obtained by properly 

connecting the output terminals of the converter to the input 
terminals of the converter. In order to protect the converter, 
the following two control rules must be complied with: Two 
(or three) switches in an output leg are never allowed to be on 
at the same time. All of the three output phases must be 
connected to an input phase at any instant of time. The actual 
combination of the switches depends on the modulation 
strategy. Ideally, the matrix converter should be an all silicon 
solution with no passive components in the power circuit. The 
ideal conventional matrix converter topology is shown in Fig. 
11. It provides a smaller converter promoting more reliability 
in comparisons to others. But due to its complex control it has 
not been accepted in industrial applications [22]. 

V. RELIABILTY OF WIND TURBINES 

The reliability of a wind turbine is critical to extracting the 
maximum amount of energy from the wind. Different 
techniques, methodologies and algorithms have been 
developed to monitor the performance of wind turbine as well 
as for early fault detection to prevent catastrophic failures. 
Implementation of condition monitoring system (CMS) and 
fault detection system (FDS) is essential for achieving high 
availability of the system. All wind turbines should be 
equipped with an integrated condition monitoring system for 
planned preventive maintenance.  

 

Figure 11. The conventional matrix converter topology. 
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This will also reduce the probability of catastrophic failures 
and consequent damage to components. Two of the more 
common condition-based maintenance (CBM) techniques are 
vibration-based monitoring and fluid-based monitoring. A 
typical-vibration monitoring system includes multiple types of 
sensors with multiple monitoring algorithms, which can be 
complex and costly. However, fluid-based monitoring 
provides only limited information related to the condition of 
wind turbine components [23]. 

VI. CONCLUSIONS 

Wind energy technology is a renewable, available, and 
environmentally clean resource that has reached a degree of 
technological maturity to be an acceptable utility generation 
technology. The increased wind power penetration in power 
systems networks leads to new technical challenges, implying 
research towards more realistic and physical models for wind 
energy systems. This paper presents a more realistic modeling 
of power electronics converter used in wind power systems. 
There is a continuing effort to make converter and control 
schemes more efficient and cost effective in hopes of an 
economically viable solution to increasing environmental 
issues. Wind power generation has grown at a significant rate 
in the past decade and will continue to do so as power 
electronic technology continues to advance. 
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Abstract---The increasing crisis of petroleum oil that is currently 
leading to uncertainty in its sustainability has forced the 
researchers worldwide to search alternative insulating liquid to 
mineral oil. Researchers are looking for suitable vegetable oils as 
alternatives. These oils are biodegradable, environmental 
friendly and available in different countries including 
Bangladesh. They may require some processing and modification 
to improve some of their properties to ascertain their safe use in 
power and distribution transformers as well as in high voltage 
equipment. This paper provides a comparative assessment of 
breakdown property through experimental investigation of 
several vegetable oils with respect to mineral oil. It is found that 
the vegetable oils are suitable for low voltage application (less 
than 11KV) to use as dielectric fluid. 

Keywords---Breakdown voltage, vegetable oils, dielectric 
strength, mineral oil, electric field intensity, partial 
discharge. 

 

Ι.    INTRODUCTION 
For more than a century, petroleum based mineral oil have 
been used in   liquid filled transformer. Several billions of 
liters of transformer oil are used in transformer worldwide. 
The mineral oils were extracted from petroleum which is 
going run out in the future [1]. The popularity of mineral 
transformer oil is due to its availability, low cost, excellent as 
dielectric, cooling medium and easily inflammable. Despite 
the obvious popularity over time these oils have been found to 
be lacking in property requirement and most importantly is 
their negative environmental impact. The disadvantages of 
mineral oil are non-biodegradable, contaminate soil and water, 
disturb the plantation and other lives, and harm the 
environment, low fire point [2]. The natural vegetable oil, on 
investigation have shown impressive properties and stand as 
alternative or total replacement to mineral and petroleum oils. 
It is important to find alternative oil sources that have similar 
dielectric characteristics with the existing one and probably 
can increase the performance of related equipments. Vegetable 
oils have already been applied successfully to small 
transformers in the United States [3]. The alternative fluids 
such as synthetic esters, natural esters are already in common 
use at voltage levels up to 40 KV [4]. 

 
John Luksich identified that natural esters (Vegetable oil) is 
finding growing acceptance and application in electrical 
equipment using liquid insulation. It is fire safety, interaction 
with insulation and environmental characteristics make it an 
excellent choice for many applications [5]. 

K. Sirikulrat and N. Sirikulrat (2008)  investigated the 
dielectric properties of different maturity of soybean oil was 
found to increase with the increase in the heating time and  
was well correlated with acid value, density and viscosity [6].  

D. Martin et,al (2006) presented some of the findings to 
ascertain  the suitability of vegetable oil based dielectrics as 
alternative to mineral oil in large power transformers. Their 
aim was to investigate whether ester oils are suitable 
replacements for mineral oil in large transformers above 
132KV voltage levels. They compared esters to mineral oil 
and concluded in the following way: 

*Esters are more biodegradable than mineral oil. 
* Esters are non-toxic. 
* Natural esters are from renewable sources. 
* Esters have higher flash points and fire points than mineral 
oil making esters better suited to transformers [7]. 
R. Eberhardt et, al (2010) pointed out that different companies 
are offering alternative insulation liquids which are already 
used in distribution transformers. On the other hand, there is 
little experience with those fluids in large power transformers. 
For the confirmation of the usability of new insulating liquids 
comparison methods must be tested to find the differences 
between the alternative insulating fluids and commonly used 
mineral oil. They studied the partial discharge behavior of 
alternative insulation liquids such as synthetic and natural 
esters compared to commonly used mineral oil [8].  

In order to settle down the flammability and environmental 
issues, many researchers started to look for alternative sources 
for mineral oil. This research has been carried out to search 
alternatives for mineral oil which are available in Bangladesh. 
The breakdown voltage and electric field intensity of  
commercially available vegetable oil such as soybean oil, 
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palm oil , mustard oil and transformer  oil  have been carried 
out in a laboratory based setup  and  comparison have been 
made to find out best substitute for mineral oils used in high 
voltage equipments. 

ΙΙ.     EXPERIMENTAL SETUP 
In order to measure breakdown voltage, High Voltage Oil 
Tester Set, model OTS-E Series           (Semi-automatic) was 
used which is available in RUET HV Laboratory as shown in 
fig.1. The oil tester was equipped with adjustable 36mm 
diameter mushroom electrodes. An AC voltage was applied 
using a 60KV step up transformer for the breakdown test. The 
maximum output voltage capacity of 60KV was possible for 
this instrument. Breakdown voltage was determined by 
applying 50 Hz AC voltage to the electrodes. During each 
experiment the applied voltage was increased manually from 
zero at a rate of approximately 0.4KV/Sec. until the 
breakdown occurred. A transformer control unit (TCU) 
monitored the cell current and interrupted the supply voltage 
to the step up transformer when breakdown occurred in the 
sample test cell as shown in fig.2.  
 

 
 
Figure1. Liquid dielectric test set, model OTS-E Series for breakdown voltage 
measurement. 
The dimension of oil test cup was approximately 15 cm in 
length, 10 cm in width and 12 cm in height. The cell was 
designed to take small sample volumes with a gap distance of 
2.5mm, 5mm, 7.5mm and 10mm. For each of the vegetable oil 
samples four breakdown measurements were carried out at 
room temperature of 32o C. The samples were purchased from 
the local market and were used without processing and 
filtration. For each sample, PD inception voltages were 
recorded and breakdown voltages were measured. At the same 
time video recording was performed to observe PD inception 
and breakdown phenomena. After finishing each experiment 
the oil sample was taken out from the test fixture and then the 
fixture was disassembled, cleaned and dried at room 
temperature. 

 
 
 
 
 
 
 
 
 
 
 
 
 
             
                 Figure2. Schematic of electric breakdown test setup. 
                                                     

ΙΙΙ.      RESULTS 
Based on the above experiment the data were plotted to make 
comparison and observation. Fig.3 shows that for a gap 
distance (2.5mm-5mm) of 2.5mm, the increasing rate of 
breakdown voltage is 4KV which increase up to 7KV for a 
gap distance (5mm-7.5mm) of 2.5mm and 14KV for the next 
gap distance (7.5mm-10mm) of 2.5mm. Fig.4 shows              
the breakdown characteristics of Palm oil. It starts from 6.5KV 
and goes up to 19KV for gap distances of 2.5mm, 5mm, 
7.5mm and 10mm with more or less similar increasing rate. 
From Fig.5 , It is seen that for a gap distance of 2.5mm the 
breakdown voltage  is  8KV  and goes up to 21KV  for the gap 
distances mentioned in the figure. Fig.6 shows the breakdown 
characteristics of mineral Transformer oil.For a gap distance 
of (2.5mm-7.5mm) the breakdown voltage increasing rate is 
the same and after that the increasing rate of the breakdown 
voltage  is higher compared to other vegetable oils. Fig.7 
shows the comparison of different electric breakdown voltages 
of several vegetable oils with respect to the breakdown 
properties of transformer oil. Breakdown property has been 
used as the base line as it is widely used for the selection of 
dielectric for power and distribution transformers. Fig.8 and 
Fig.9 shows the comparison of Partial Discharge (PD) 
inception voltages and electric field intensities respectively. 
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Figure3. Breakdown voltage versus gap distance between electrodes for 
Soybean oil. 

 
Figure 4. Breakdown voltage versus gap distance between electrodes for Palm 
oil. 

 
Figure 5. Breakdown voltage versus gap distance between electrodes for 
Mustard oil. 

 
Figure 6. Breakdown voltage versus gap distance between electrodes for 
Transformer oil. 
 

 

Figure 7. Comparison of breakdown voltages for   samples.  
 
 

 
Figure 8. Comparison of PD inception voltages for samples. 
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Figure9. Comparison of electric field intensities between electrodes for 
samples.                

ΙV.      DISCUSSIONS 

 A. From “Fig. 7”, it is identified that for a gap distance of 
10mm between electrodes, the breakdown voltage of 
transformer oil is higher compared to other vegetable oils.  

B. The breakdown voltage of transformer oil is rapidly 
increasing compared to vegetable oils with the increasing gap 
distance. 

C. Mustard oil has the higher breakdown voltage compared to 
other oils for the use of less than 12KV. 

D. For lower gap distance (2.5mm-5mm), the breakdown 
voltage of all types of oils are approximately equal.  

E. For the shortest gap distance (2.5mm), the breakdown 
voltage of mustard oil is comparatively higher than other oils. 

F. It is seen that mustard oil has the higher breakdown voltage 
compared to other oils for working voltage level within the 
range of 5-10KV. 

G. Palm oil shows the less significant behavior as dielectric 
liquid. 

H. From “Fig. 8”, it is seen that, Palm oil and transformer oil 
has shown the partial discharge inception at comparatively 
lower voltage. 

I. Mustard oil shows the highest voltage for partial discharge 
inception at higher gap distance of 10mm. 

J. Palm oil shows the lowest voltage for partial discharge 
inception at a gap distance of 10mm. 

K. From “Fig.9”, it is observed that electric field intensity is 
more in all the oils for smaller gap distance and decreases with 
the increased gap distance but after 7.5mm gap distance 
transformer oil and soybean oil show typical anomalous 
behavior. This is because of the fact that dielectric strength of 
mentioned oils increase with the increase in gap distance 
between the electrodes. 

L. The electric field intensity in transformer oil is less 
compared to other vegetable oils for gap distance of 2.5mm. 

CONCLUSIONS 
Breakdown voltages of soybean oil, palm oil, mustard oil and 
mineral oil have been investigated and compared. As a result 
of the above discussions, it is concluded that the vegetable oils 
are suitable for low voltage application (less than 11KV) to 
use as dielectric fluid. Mustard oil could be considered as a 
potential dielectric. Among the samples, palm oil is inferior 
which needs modification to use. Further investigation can be 
done with pre-processing of the samples and even higher 
electrode gap with higher applied voltage and also with 
different electrode configuration. 
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Abstract—Power crisis is increasing day by day. By 
designing efficient power generation model it is possible to 
meet up some extent of power required by the industry 
especially for the medium load industry. This paper 
represents such a model to design an efficient power 
generation system in medium load (range up to 6000 amp, 
440 volts) industry. Previous Paper represents the system 
with lower rating up to 1250 KVA but the proposed system 
is high rated up to 2500 KVA. The value of neutral current 
is also minimized (up to 8 amps). This model used 4 
generators in parallel and sufficient cooling arrangement 
has been built. The final result shows that the proposed 
model is stable and optimum power is generated. 

Keywords—Efficient, medium load industry, different loan 
condition. 

I.  INTRODUCTION  
Power system is a complex system and the demand is 

increased day by day rapidly. The whole world especially the 
third world is hungry for power and they show a vast eagerness 
to get it. Many industries in Bangladesh are in land storage and 
the power crisis is observed almost every day [1]. So it is 
necessary to make efficient power generation system. 
Industries are the main consumers of power and this is highly 
appears that the want of power can only be minimized by 
efficient power generation system. Actually for an efficient 
power generation system, at first the design of that system is 
necessary. And during the designing period it is essential to 
know the amount of power consumption in KW is needed.  

The climate change has a great impact on power system. 
The last few years many natural calamities took place in the 
third world country like Bangladesh, India, and Pakistan. These 
natural calamities affect the electrical energy production. And 
this change is affecting power systems at all levels, including: 
distribution transmission and loads [2]. Many methods are 
proposed to develop electrical energy generation and some 
solution is obtained with fabulous efficiency. This represents a 
great change in power system designing, traditionally based on 
large concentrated power plants. In the case of renewable 
energy sources, a problem is arisen that the sources of them are 
not available for all the time and this is an auxiliary support for 
power system. And the integration problem is also arisen in 

renewable energy. The rapid depletion (hence, increase of cost) 
of fossil fuels, rising demand for electricity power, government 
policy on reduction of greenhouse gas emission, are the key  
factors  leading  to  a  growing  in  the  use  of distributed 
generation (DG) units, including both renewable and non-
renewable sources such as photovoltaic (PV), wind turbines, 
wave generators, fuel cells  and  gas/steam  powered  
Combined  Heat  and Power (CHP) stations [1]. So this is also 
a problem for power system and as well as unit commitment. 
But like other countries Bangladesh shows its eagerness in 
developing the power system by using renewable energy. But 
to full-fill the power demand they should be installed with 
capabilities which mitigate the oscillation. 

On the other hand, the demand of electricity is rising and 
the existing power system needs to be modified. This paper 
shows a reliable and efficient power generation system that can 
be minimized the demand and as well as it tries to generate 
power with minimal cost. 

II. LIMITATIONS OF EXISTING POWER SYTEM 
The main drawbacks of the existing power systems can be 

summarized below as [1&3] 

A. Inefficiency: 
Almost 8% of the total power is lost along transmission 

lines while only one-fifth of its generation capacity exists to 
meet the peak demand. 

B. Domino-effect failures: 
It is a strictly hierarchical system where power plants at 

the top of the chain ensure power delivery to customers’ 
loads at the bottom of the chain.  In other words, the power 
flows in only one direction, which will leads to large-scaled 
blackout triggered by power plants intermittence or even 
transmission lines problems. The most well-known failure 
occurred in August 2003, when 50 million customers in the 
USA and Canada lost power for up to two days due to 
cascading events. 

C. Instability: 
The unprecedented fluctuation of demand for electrical 

Power, coupled with increasing penetration level of DGs and 
lagging investments in the electrical power infrastructure, has 
decreased system stability. 
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Hence, a design is adapted for efficient
meet up the required power demand of the co

In the following paragraphs, we describe
model of efficient power generation syst
focus on the challenges of designing this 
purpose we take a reference model which i
person. This model is given below, 

III. SYSTEM ARCHITECTU

The proposed model has been built in 
industry with high rated generators in th
Bangladesh. The present system has four gen
rated 550, 660, 1250 and 2500 KVA 
generators are connected in parallel. The da
KVA generator with following specification: 

Serial: FGWOSPECPSOA02019 
Year of manufacture: 2011 
Rated Power: 2500 KVA 
Rated Current: 3609 A 
Rated voltage: 400/230 
Rated rpm: 1500 
Maximum ambient temperature: 30o C 
Excitation voltage: 47 volt 
Excitation current: 5A 
The system design shown below: 

 

Figure 1: Proposed Model for Power 
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of land and materials for maximum and
generation system for the medium load indus
or 5MW. This model has some special specif
given below:  
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DEL OUTLINE  
model the outline of the system 
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different generators is 3 feet, 6.5 feet, 13.5 feet. During the 
running time generator creates vibration. For this vibration any 
kind of coincidence may be occurred in the system. To remove 
this occurrence a concrete at directly on the top of the floor 
slab and mount the generator set on this pad. The purpose of 
this pad is for cleaning around the generator set and provide a 
strong base level.     

B. Air intake/outlet 
The high pressurized air keeps the temperature at stable 

limit. So in this model the air intake pressure for the first two 
generators is 5700 CFM and the rest two consecutive 
generators have 9500 CFM intake pressure. Air is released in 
environment after circulation. For this purpose 6 exhaust fans 
are used in outlet to keep environment stable..     

C. Louver System 
At the right side of the generator the arrangement of this 

system is made, so air can be easily flowed by itself. It has 16 
feet height and 20 feet long. The generator room and 
environment is cooled and also reduced the noise of the 
generator room by this system.   

D. Arrangement of Diesel Tank 
The main tank of diesel supply is installed outside the 

generator room and it is connected to the respective storage 
tanks of each generator. The main tank consists of four 
individual tanks and the net capacity is 90000 L. These four 
tanks are internally connected. One storage tank is at the right 
side of the 1250 KVA and another one is at the left side of the 
2500 KVA generator. And the other two are situated at the 
down of the 550 KVA and 660 KVA generator. The capacity 
of the storage tanks for the 2500 KVA, 1250 KVA, 660 KVA 
and 550 KVA generators are 5000L, 2000L, 1000L and 800L 
respectively. Here motor is used to pull the diesel to the storage 
tank and the surrounding pipes. At the side of the pipe beside 
the generator there is two accessories, gate valve and pressure 
gauge. And at the side of the motor there is a gate valve, a 
pressure gauge and a meter. The meter is used to see the flow 
of the fuel through the pipe, gate valve is used to control the 
flow of diesel and pressure gauge is for monitoring pressure 
inside the tank and also in the pipe. Ball valve is also used for 
some maintenance and flexible use. The unused diesel comes 
back to the storage tank through a pipe which is connected with 
the heat exchanger cools the oil. Two thermometers have been 
used in the two side of the storage tank to see the temperature.    

E. Exhaust System 
It is well known that the diesel engine work in four cycles. 

After a complete cycle of diesel engine each generator 
produces hot exhaust gas. For this exhaust system has been 
built. The purpose of this system is to safety discharge the 
engine combustion product called exhaust gas into the 
atmosphere outside of the building with minimum hazard to 
people and environment. Piping arrangement has been built at 
the roof of the generator room above 20ft from the ground 
level. It comes from silencer pipe. For four generators four 
flexible pipes have been used. Exhaust pipe size is adequate to 
prevent back pressure. In the outside of the room exhaust pipe 
is horizontal. Exhaust piping components are insulated as 

necessary to prevent operator burns and reduce pipe radiant 
heat losses.   

F. Radiators 
Radiators gave been built to release the produced heat in 

engine to the environment. The radiator is not directly mounted 
at the engine. It is mounted close proximately to the generator 
set. The close radiator is mounted vertically. The radiator 
consists of electric fans to provide cooling air. 

G. Fire fighting equipment and safety system 
Firefighting equipments have been provided to the 

generator room. There are five cylinders of CO2 extinguishers 
are used. Fire proof materials are also used where exhaust pipe 
passes through building. Also personnel are provided with ear 
plugs, ear muffs, and maintenance tools. 

H. Noise and heat reduction 
Each generator has silencer to reduce the noise in the 

engine. It is situated in the upper side of the engine. 
Compliance with local noise codes is always maintained here. 
For heat elimination dry type insulation has been used across 
the silencer and exhaust pipe. To reduce the heat in the 
generator room sufficient air flow is maintained to remove the 
heat. Cooling arrangement and exhaust fans and also used for 
this purpose. 

I. Utility Power 
During the periods when generators are not running utility 

power must be provided to power critical component. Battery 
charger, turbo charger, space heaters and other devices have 
been used to maintain the generators set components and allow 
fast easy starting.  

V. EXPERIMENTAL DATA 
 

We know for power, the equation is, 

                              P = (√3) VI cosϕ.                                     (1) 

Here, P = Power; V = Voltage; I = Current; and cosϕ = Power 
factor. This equation is used here and for the simulation the 
following tables are used, 

TABLE I.  EXPERIMENTEL DATA OF THE SYSTEM(9.00-10.00AM) 

 

START 
TIME 

END TIME  TOTAL 
HOURS 

AVG. 
VOLTS 

AVG. 
AMPS 

KW 

 

9.00 AM 

 

10.00 AM 

 

1 

      400 
400 
401 
402 
403 
403 
403 
404 
404 
404 

1385.64
1400 

1403.78 
1421.83 
1495.77 
1489.94 
1504.26 
1594.86 

1600 
1629.16 

960 
970 
975 
990 
1044 
1040 
1050 
1116 
1120 
1140
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TABLE II.  EXPERIMENTEL DATA OF THE SYSTEM(1.00-2.00PM) 

 

VI. EXPERIMENTAL RESULTS 

START 
TIME 

END 
TIME  

TOTAL 
HOURS 

AVG. 
VOLTS 

AVG. 
AMPS 

KW 

 
 
 
 
 

1.00 PM 

 
 
 
 
 

2.00 PM 

 
 
 
 
 

1 

402 
400 
403 
403 
400 
402 
403 
404 
403 
401 
400 
403 
402 

998.16 
1154.70 
1415.44 
1431.19 
1472.24 
1522.37 
1540.08 
1564.85 
1575.89 
1655.74 
1703.18 
1719.16 
1737.8 

695
800 
988 
999 

1020 
1060 
1075 
1095 
1100 
1150 
1180 
1200 
1210

TABLE III.  EXPERIMENTEL DATA OF THE SYSTEM(3.00-4.00PM) 

START 
TIME 

END 
TIME  

TOTAL 
HOURS 

AVG. 
VOLTS 

AVG. 
AMPS 

KW 

 
 
 
 
 

3.00 PM 

 
 
 
 
 

4.00 PM 

 
 
 
 
 

1 

404 
403 
402 
400 
403 
401 
404 
401 
400 
403 

1371.92 
1396.82 
1407.47 
1424.61 
1425.47 
1497.37 
1514.83 
1547.76 
1580.5 

1604.55 

960
975 
980 
987 
995 

1040 
1060 
1075 
1095 
1120

TABLE IV.  OPERATION STATUS AT DIFFERENT POINT 

N.C C.T D.T E.T LOP 

7 
7.1 
7 
7.1 
7 
7.1 
7 
7.1 
7 
7 
7.2 
7 
7 
7 
7 
7 
7.2 
7.2 
7 
7 
7 
7 
7 
8.1 
8 
8.2 
8 
8.1 
8 
8.1 
8 
8.1 
8 

61 
61.1 
61 
61.2 
61 
61.1 
61 
61.2 
61 
61 
61 
61 
62 
61 
61 
61 
61 
61 
62 
62 
62 
62 
62 
61.2 
61 
61.2 
61 
61.3 
61 
61.4 
61 
61.5 
61 

36 
36.1 
36 
36.2 
36 
36.1 
36 
36.2 
36 
36 
37 
37 
38 
37 
37 
37 
37 
37 
38 
38.1 
38.1 
38.1 
37 
38.2 
38 
38.2 
38 
38.3 
38 
38.4 
38 
38.6 
38 

31 
31 
31 
31 
31 
31 
31 
31 
31 
31 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
34 
34 
34 
34 
34 
34 
34 
34 
34 
34 

8.1
8.1 
8.1 
7.9 
7.9 
8.1 
8.1 
8.1 
8.1 
7.8 
7.8 
8.1 
8.1 
8.1 
8.1 
8.1 
8.1 
8.1 
8.1 
8.01 
8.01 
8.01 
8.01 
8.01 
8.01 
8.01 
8.01 
8.1 
8.1 
8.1 
8.01 
8.1 
8.1 

The experimental result shows the variation of coolant 
temperature and diesel temperature with respect to Load 
(KW). Here the figures are sectioned by two sections. In 
first section has three figures which describe the response of 
variation of CT and DT with Load and second section has 
three figures which describe the variation of N.C with Load. 
The figures are shown in below,  

 
 Figure 2: Variation of CT and DT with Load(from 9:00 am 

to 10:00 am). 

 
Figure 3: Variation of CT and DT with Load (from 1:00 pm 

to 2:00 pm). 
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Figure 4: Variation of CT and DT with Load(from 3:00 pm 

to 4:00 pm). 

The variation of neutral current with Load is given below, 

 
Figure 5: Variation of N.C with Load(from 9:00 am to 

10:00 am). 

 
Figure 6: Variation of N.C with Load(from 1:00 pm to 2:00 

pm). 

 
 
Figure 7: Variation of N.C with Load(from 3:00 pm to 4:00 

pm). 

VII. CONCLUTION 
This paper shows that by the designing efficient power 

generation model, it is possible to meet up some extent of 
power. And this paper presents efficient power production 
of around 3 MW in industry. In future there will be a 
provision for altering the present 03 generators with the new 
2 MW generator each which can add more 3 MW than the 
present arrangement. Moreover, the present system will 
comply with the future upcoming generators easily. Proper 
diesel fuel supply and air intake should be kept in mind 
while installing. 
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Abstract— In rotating machines, an unbalanced voltage or 
current in one phase winding due to electrical faults or uneven 
load cause negative sequence current. It is very well known that 
this current could cause rotor damage, and that damage is highly 
detrimental to rotating machines such as motors and generators. 
This paper focuses on the negative sequence components; its 
effects and protection of an alternator against it using the 
microprocessor based relay VAMP 210.  
 
         Keywords— Unbalanced loading, symmetrical components, 
Inverse delay, VAMP 210 generator protection Relay. 

I.  INTRODUCTION  
There are a number of system conditions that can cause 
unbalanced three-phase currents in a generator [1]. Any 
sudden disturbance or fault causes an unbalance condition in 
the network which results in unbalanced phase currents.  
These currents create negative sequence current in generator 
stator. Negative sequence current interacts with normal 
positive sequence current i.e. this component rotates at 
synchronous speed in a direction opposite to the direction of 
rotation of rotor to induce a double frequency current (120 Hz) 
in the rotor.  These rotor currents can cause an excessive 
temperature rise in a very short time and damage the rotor [3]. 
Unbalanced stator currents also cause severe vibrations to the 
stator.  Under  normal  conditions,  the  electric  and  magnetic  
fields  are  circumferentially  distributed  periodically  and  
evenly  across  the  air  gap.  However, during electrical 
disturbances, these fields change abruptly and become 
distorted. The unsymmetrical magnetic flux densities in the air  
gap  create  an  unbalanced  pull  on  the  rotor  [4,  5]. Healthy  
or  loaded  phase  windings  will  have  higher  flux densities  
than  the  open-circuited  phase  or  phases.  This condition is 
most likely to exist as a result of unbalanced loading.  The 
worst-case effect is when the rotor rubs on the stator coils. 

II. SYMMETRICAL COMPONENTS  
The theory of symmetrical components was developed by 
Charles Fortesque in 1918. Symmetrical components allow us 
to break down the problem of solving unbalanced fault 
conditions in the power system. He showed that any 
unbalanced system of 3 phase currents or voltages may be 

regarded as being composed of three separate sets of balanced 
vectors such as positive phase sequence components, negative 
phase sequence components and zero sequence components. 
These three sets of phasors are given the name symmetrical 
components of the original unbalanced system.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1: Phasor Diagram (Three phase voltage or current) 

 

A. Negative Sequence Current in a Cylindrical Machine 
Rotor 

These rotor currents can cause an excessive temperature rise in 
a very short time. Figure shows the general flow of negative 
sequence current in a cylindrical machine rotor. The current 
flows across the metal-to-metal contact of the retaining rings 
to the rotor forging wedges. Due to skin effect, only a small 
portion of this high-frequency current flows in the field 
windings. Excessive negative sequence heating beyond rotor 
thermal limits results in failure of the generator [2]. The 
negative  heating  follows  the  resistance  law  so  it  is  
proportional  to  the  square  of  the current. The heating time 
constant usually depend upon the cooling system used and is 
equal to tIK 2

2= where I2 is rms value of negative sequence 
current in pu, t is the current duration in seconds and K is the 
constant depending on the generator design and size usually 
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lies between 3 and 20 (The larger the generator the smaller the 
value of K).     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Currents in the rotor surface 
 

B. Negative Sequence (Unbalanced Current Protection) 
 
Unbalanced loading can be protected by using negative 
sequence current filter with over current relay. It is  a general  
practice  to  use  negative  sequence current  relays  which  
matches  with  the  heating characteristics (I2K)  of  the  
generator. In this type of protection three CTs are connected to 
three phases and the output from the secondaries of the CTs is 
fed to the coil of over current relay through negative sequence 
filter. Negative sequence circuit consists of the resistors and 
capacitors and these are connected in such way that negative 
sequence currents flows through the relay coil. The relay can 
be set to operate at any particular value of the unbalance 
currents or the negative sequence component current.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: Protection against unbalanced loading 

III. INVERSE DELAY CHARACTERISTICS 
The current unbalance protection is based on the negative 
sequence of the base frequency phase currents. In this relay 
(VAMP 210) both definite time and inverse time characters 
are available. 
The inverse delay is based on the following equation: 

2
2

2

1

2

1

K
I
I

Kt

−⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

 
 
Where, t is operation time, K1 is delay multiplier, I2 is 
measured and calculated negative sequence phase current of 
fundamental frequency, Ign is rated current of the generator, K2 
is pick-up setting I2> in pu. The maximum allowed degree of 
unbalance. 
If more than one definite time delay stages are needed for 
current unbalanced protection, the freely programmable stages 
can be used in this relay. 
 

A. Setting Group of VAMP 210 
 

There are two setting groups available. Switching between 
setting groups can be controlled by digital inputs, virtual 
inputs (mimic display, communication, logic) and manually. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4: Inverse operation delay characteristics unbalance stage I2> 
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TABLE I.  PARAMETERS OF THE CURRENT UNBALANCED STAGE I2> IN 
VAMP 210TABLE TYPE STYLES 

Paramet
er 

Value Unit Description Notes 

Status - 
Blocked 

Start 
Trip 

 Current Status of the 
Stage  

 
 

F 
F 

SCntr   Cumulative start counter C 
TCntr   Cumulative trip counter C 
SetGrp 1 or 2  Active setting group Set 
SGrpDI  

 
- 

DIx 
VIx 

LEDx 
VOx 

 Digital signal to select 
the active setting group 

None 
Digital input 
Virtual input 

LED indicator signal 
Virtual output 

Set 

Force Off 
On 

 Force flag for status 
forcing for test 

purposes. This is a 
common flag for all 

stages and output relays, 
too. Automatically reset 
by a 5 minute timeout. 

Set 

I2/Igen  %Ign The supervised value.   
I2>  %Ign Pick-up setting Set 
t>  s Definite time operation 

(Type=DT) 
Set 

Type DT 
INV 

 Definite time 
Inverse time 

Set 

K1  s Delay multiplier 
(Type=INV) 

Set 

 

IV. MAIN FEATURES OF VAMP 210 RELAY  
 

VAMP 210 relay utilizes the numerical protection technique 
which means all the signal filtering, protection and control 
functions are implemented through digital processing. An 
adapted Fast Fourier Transformation (FFT) algorithm is used 
in this regard. Synchronized sampling of the measured voltage 
and currents signals are used. The sampling rate is 32 
samples/cycle within the frequency range of 45 Hz to 65 Hz.  

 
The main features of VAMP 210 are: 
 

 Easy adaptability of the relay to the power plant 
automation system or SCADA systems using the 
wide range of available communication protocols. 

 Flexible control and blocking possibilities due to 
digital signal control inputs (DI) and outputs (DO). 

 Freely programmable interlocking schemes with 
basic logic functions and timer. 

 Recording of time stamped events and faults values 
with built-in disturbance recorder for evaluating all 
the analogue and digital signals. 

 Arc protection is available as option. 
 Fully digital signal handling with a powerful 16-bit 

microprocessor. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 
 

Figure 5: Functional diagram of the VAMP 210 generator protection relay 
 

V. BLOCK DIAGRAM 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6: The block diagram of the generator protection scheme designed in 
our project 

The block diagram above shows the entire generator 
protection scheme installed in our project. According to the 
diagram a three phase supply is directly fed to the three phase 
inverter. The inverter is connected with the generator through 
a three phase motor. In this diagram the inverter has used to 
vary the frequency of the motor by using the frequency control 
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circuit. By varying the motor frequency, generator frequency 
can be varied. The generator shaft has been rotated by 
coupling it with the output of the motor. The next stage is a 
unit transformer which is used to provide an electrical 
isolation between the generator and the grid so as to protect 
the generator from getting damaged by the overcurrent from 
the grid. The transformer unit is connected to the grid through 
a circuit breaker.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7: The complete schematic diagram of the generator protection project 
using VAMP 210 relay. First picture shows the Generator-Transformer unit, 
Second picture  indicates the control panel for the fault clearing along with the 
entire block diagram of the system,  3 (right) denotes side view of generator 
along with the motor below which rotates the shaft of generator, 4 (left) 
Shows the Inverter system which Is used to control the speed of the generator.  
 

V. SIMULATION & RESULTS 
In our project we have modeled different abnormal conditions 
in order to observe the performance of the VAMP 210 relay. 

As we know Negative sequence relay protects generator from 
excessive heating in the rotor due to unbalanced stator 
currents. During unbalanced condition Rotor temperature rise 
in proportion to I2

2t and relays provide settings for this 
relationship in the form of a constant, k = I2

2t. In our project 
the relay setting was 2.5% of the unbalanced Current and with 
a operation delay of 5 second was provided. We took data for 
the variation of load. Initially we had 480W resistive load and 
then gradually decreased the load.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(b) 
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(c) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(d) 
 

Figure 8: (a), (b) and (c) shows the simulation data incorporating VAMP 210 
relay during the gradual variation of load to view the effects of unbalanced 

condition and (d) shows the history of relay operation. 

VI. CONCLUSION 
In a rotating machine, the negative sequence current vector 
rotates in the same direction as the rotor. It is the magnetic 
flux produced by the negative sequence current that rotates in 
the reverse direction of the rotor. Thus, the rotor cuts through 

the flux at twice the synchronous speed, and the induced 
current in the rotor is twice the line frequency which is 
harmful for the machine. In this paper, the authors first review 
the concept of sequence components and its effects in the 
rotating machines. Then explains the features and functional 
operation of the microprocessor based relay VAMP 210 for 
the protection against negative sequence current. Moreover, 
necessary experiment has been performed to observe the 
effects of unbalanced condition. 
 
This project has been performed using VAMP 210 relay which 
is comparative a new relay with a robust protection schemes. 
The necessary results have been shown in the result & 
simulation section. The relay was operated perfectly against 
the unbalanced fault during the performing this project. In 
future, faster operating digital relays can be introduced 
incorporating IEC standards. 
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Abstract— Loss minimization, cost minimization and voltage 
stability are the major concerns for modern power system 
networks operating under highly stressed conditions due to 
continuously increased power demand. So, it is necessary to 
analyze the power system considering these factors. A Flexible 
AC Transmission System (FACTS) device such as Static Var 
Compensator (SVC) in a power system improves the voltage 
stability, reduces the power loss and also improves the load 
ability of the system. This study investigates the application of 
Ant Colony Optimization (ACO) technique to find optimal 
location and rated value of SVC thus optimizing total power loss, 
generation cost, FACTS device cost and improving voltage 
profile in the power system. Simulations are performed on IEEE 
14 bus and IEEE 57 bus. It is observed from the results that total 
loss is optimized, total cost is minimized and voltage profile is 
improved.  

Keywords— Power System Optimization, Ant Colony 
Optimization (ACO), Static Var Compensator (SVC). 

I.  INTRODUCTION  
The operation of power system is becoming more and more 

challenging because of continuously increasing load demand 
which is leading to an augmented stress of the transmission 
lines, voltage instability, increase in loss and cost. To meet the 
ever increasing demand it is now essential to maximize the 
utilization of the existing transmission system. 

In recent years, due to advancement in high power solid-
state switches, transmission controllers have been developed 
which provides more flexibility and controllability. A new 
solution for controlling power flow known as FACTS was 
introduced in 1988 by Hingorani [1]. FACTS devices have 
made the power system operation more flexible and secure. 
They have the ability to control, in a fast and effective manner. 
FACTS controllers minimizes loss, enhance the voltage profile 
and the load ability of power systems [2].  

FACTS devices include Thyristor Controlled Series 
Compensator (TCSC), Static VAR Compensator (SVC), 
Thyristor Controlled Phase Angle Regulator (TCPST), Static 
Compensator (STATCOM), Unified Power Flow Controller 
(UPFC), etc.  

In this paper, SVC is used for several reasons. The most 
widely used shunt FACTS devices within power networks is 
the SVC due to its low cost and good performance in system 
enhancement. It is more conventional and available. SVC can 
control voltage with higher level of accuracy. It is a shunt-

connected static Var generator or absorber whose output is 
adjusted to exchange capacitive or inductive current so as to 
provide voltage support and when installed in a proper 
location, it can also reduce power losses [3]. For these reasons, 
SVC is chosen over other FACTS devices in this paper. 

Various FACTS controllers, their modelling and their 
impact on power systems have been reported in the literature 
[4]-[10]. But, most effective use of the FACTS devices largely 
depends on how these devices are placed in the power systems, 
i.e. on type, location and size [11]. An optimal location of 
FACTS devices allows controlling its power flows and thus 
enhances the reliability of the power systems [12]. Optimal 
location and rated value can be found by applying established 
search algorithms such as Genetic Algorithm (GA), Particle 
Swarm Optimization (PSO), Improved Harmony Search (IHS), 
Ant Colony Optimization (ACO) etc.  

ACO is a probabilistic technique for optimization initially 
proposed by Marco Dorigo [13][14].The inspiring source of ant 
colony optimization is the foraging behaviour of real ant 
colonies. This behaviour is exploited in artificial ant colonies 
for the search of approximate solutions to discrete optimization 
problems, to continuous optimization problems.  

In the natural world, ants (initially) wander randomly, and 
upon finding food return to their colony while laying down 
pheromone trails. If other ants find such a path, they are likely 
not to keep travelling at random, but to instead follow the trail; 
returning and reinforcing it if they eventually find food. 

Over time, however, the pheromone trail starts to 
evaporate, thus reducing its attractive strength. The more time 
it takes for an ant to travel down the path and back again, the 
more time the pheromones have to evaporate. A short path, by 
comparison, gets marched over more frequently, and thus the 
pheromone density becomes higher on shorter paths than 
longer ones. Pheromone evaporation also has the advantage of 
avoiding the convergence to a locally optimal solution. If there 
were no evaporation at all, the paths chosen by the first ants 
would tend to be excessively attractive to the following ones. 
In that case, the exploration of the solution space would be 
constrained. 

Thus, when one ant finds a good (i.e., short) path from the 
colony to a food source, other ants are more likely to follow 
that path, and positive feedback eventually leads to all the ants' 
following a single path. The idea of the ant colony algorithm is 
to mimic this behaviour with "simulated ants" walking around 
the graph representing the problem to solve. 
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Various researches using different FACTS devices and 
applying GA, PSO have been reported [15]-[20]. This paper 
therefore proposes an ACO technique to determine optimal 
location and rated value of SVC in transmission network to 
optimize loss and voltage profile. The proposed method is 
verified for IEEE 14 bus and IEEE 57 bus.  

 

II. PROBLEM FORMULATION 

A. Mathematical Formulation 
In this present research, optimal location and size of SVC 

has been found by formulating multi-objective optimal power 
flow. Certain Objectives subject to satisfying some network 
constraints have been minimized. Mathematically, the OPF 
problem can be written as follows: 

Minimize, 
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Here, x and u represent vector of dependent and control 
variables respectively. For example, the dependent variables 
include slack bus power, bus voltage angles, load bus voltage 
magnitudes etc. Whereas, control variables include PV bus 
voltage magnitude, generated power etc. The real and reactive 
power balance equations are denoted by g(x,u) and components 
operational limits are denoted by h(x,u). 

B. Objective Functions 

1) Cost 
The total cost is calculated from fuel cost and SVC cost. 

The fuel cost can be determined from the following quadratic 
equation. 

∑
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i
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2 )())(min(                                (2) 

Where, ai, bi, ci are cost coefficients, Pi is real power 
generation and NG is the number of generation buses. 

The SVC cost can be determined from the following 
equation. 

)38.127305.00003.0min()min( 2 +−= SSCSVC      (3) 

Where, CSVC denotes Cost of SVC, S denotes Operating 
range of SVC in MVAR. 

The objective function is then formulated using total cost. 

2) Power Loss 
The objective function is formulated using total real power 

loss. The value of current depends on the bus voltages and 
transmission line parameters. After getting all branch data the 
loss is accumulated and finally the total loss is found. 

3) Voltage Deviation 
To have a good voltage performance, the voltage deviation at 

each load bus must be made as small as possible. The 
minimum voltage deviation (VD) is determined by the 
following equation: 
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1
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Where, Vi denotes voltage magnitude at load bus i. 

C. Constraints 
1) Facts Device Constraints 
The FACTS device i.e. SVC injects extra reactive power to 

the PQ bus. So, the search domain for FACTS device 
constraint is location and value. The location domain is only 
PQ buses. Due to capacity limit, the FACTS device rated 
value limit is represented by following equation. 

 
maxmin QQQ ≤≤                                                                 (5)               

Where, Q is the FACTS device rated value in MVAR. 
 

2) Power Loss Constraints 
The system should have minimum loss. But, the FACTS 

devices have a limit up to which the loss can be minimized. 
So, the loss constraint is 

 
maxmin

LossLossLoss PPP ≤≤                                                             (6) 
Where, PLoss denotes Real power loss in MW 

 
3) Cost Constraints 
Due to decrease in fuel cost the total cost per unit decreases. 

But, the per unit cost increases due to FACTS device cost. It is 
also not possible to make the loss zero. So, the power system 
should be optimized in such a way that the ultimate per unit 
cost must be less than per unit cost without using FACTS 
device.  Hence, the cost constraint is as follow:            

maxmin FFF ≤≤                                                                 (7) 
Where, F denotes Total cost. 

 
4) Voltage Profile  Constraints 
The desired value of voltage for each bus is unity in per unit 

scale. But, the reality is the voltage of buses never to be equal 
to unity. So, a range of voltage is considered as bus voltage 
profile constraints in the time of optimization. 

 
maxmin

iii VVV ≤≤                                                             (8) 

Where, Vi denotes Voltage of ith bus in per unit. 
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5) Power Balance  Constraints 
Total generated power of the power system must be equal to 

the sum of total power demand and total power loss. These 
criteria can be expressed by the following equations.                         

∑∑∑ += LDG PPP                                                      (9) 

∑∑∑ += LDG QQQ                                                 (10) 
  

Where, PG= Generated real power in MW 
          PD= Real power demand in MW 

                            PL= Real power loss in MW 
                      QG= Generated reactive power in MVAR 
        QD= Reactive power demand in MVAR 

  QL= Reactive power loss in MVAR 
 

Power demand and power loss are variables. But, power 
generation is limited from minimum to maximum output due to 
economy and capacity. Hence, power generation constraints 
can be represented as 

maxmin
GiGiGi PPP ≤≤                                                          (11) 

maxmin
GiGiGi QQQ ≤≤                                                         (12) 

Where, PGi=Real power generation at ith bus 

             QGi= Reactive power generation at ith bus. 

 

III. IMPLEMENTATION OF ACO 

A. Initialization of Nodes 
     The procedure starts with creation of a population of a 
fixed number of initial nodes from where the search process is 
initiated. Each node is an n-dimensional vector given by 
(x1,x2,x3,……,xn). Each coordinate of this vector is a randomly 
generated real number between the ranges of search space. 
 

B. Fitness of Nodes 
     The effectiveness of generated nodes is tested using a 
fitness function. For the node (x1,x2,x3,……,xn), it is given by 
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xF
xf

+
−=                                                         (13) 

Here, F(x) is the objective function. A node whose fitness 
value, which is always taken as positive, equals to zero is taken 
as a solution. The value of fitness gives an idea about how far 
the node is from the solution of the equation. The guiding spirit 
behind the search process is to find nodes, which minimizes the 
value of this fitness function through movement of ants. 

C. Creation of Neighbours 
The neighbours of a node are chosen using a special 

strategy. As per this, for each node, a fixed number of 
neighbours are generated within an admissible range. The 
coordinates of each of these neighbours are altered by adding 

a real random number between ranges to the value of the 
coordinate of the node. If the updated value of the coordinate 
is within the admissible range of the nodes, the value is 
retained. If this number crosses the range, the remainder is 
taken on dividing the number by “p”. Similarly, other 
coordinates of the neighbour are constructed. That means, the 
neighbours of (x1,x2,x3,……,xn),  are the collection of nodes 
(xp1,xp2,xp3,….xpn) where each xpi can be at a maximum 
distance of modulo “p”   from the coordinate xi. 

 

D. Pheromone Distribution 
An ant deposits a pheromone amount equivalent to its 

effectiveness of the node where it resides. Based on the 
strength of the pheromone deposit at the node, the surrounding 
ants could be attracted to choose the node with higher 
pheromone content. The quantity of pheromone deposited by 
an ant at a visited node is given by 

)(
1)(
xf

xPhero =                                                             (14) 

Here, f(x) is the fitness of the node x where the ant is 
located now. 

This simple and straight forward depiction of pheromone is 
derived from the fact that the present problem is a minimisation 
problem to find a node with fitness value zero. Thus, nodes 
with smaller fitness values have been given greater pheromone 
content as they are close to the solutions. This way, more ants 
are encouraged to traverse through such nodes. 

Once each of the nodes in the topological neighbourhood of 
a node has been allocated the pheromone, the ant chooses a 
node using the probability 

∑
=
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)()(
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xPheroxprob                                                  (15)      

 Here the summation applies to all nodes, which are in the 
topological neighbourhood of the given node. In practice, this 
is implemented by generating a uniform random number by 
the system and selecting the node satisfying the probability 
condition 

E. Pheromone Update 
     The nodes which have already been encountered in the 
search process have been given additional weightage in the 
search by offering an additional amount of pheromone. The 
pheromone update used in the work is given by  

)(*01.0)( xPheroxePheroUpdat =                           (16)      
     This additional pheromone content is offered in addition to 
the existing pheromone for the nodes, which have already 
been visited by another ant. 

 

F. Pheromone Evaporation  
     The unchecked and continuous update of pheromone at the 
nodes, which have already been visited by other ants, creates a 
possibility of premature convergence, the phenomenon in 
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which most of the ants are forced to visit the nodes with an 
accumulated pheromone deposit. The pheromone content is 
reduced gradually when an ant visits a node, which has 
already been visited more than once by other ants. The 
procedure adopts the following formula for the pheromone 
evaporation. 

100
)()( xPheroVisitsxrationPheroEvapo ×=              (17) 

After each iteration, ants are distributed through nodes 
according to the new pheromone level determined by adding 
pheromone update and pheromone evaporation. 

IV. SIMULATION RESULTS 
The proposed ACO technique is simulated to validate. The 

simulation has been completed by developing and 
incorporating codes in MATLAB. MATPOWER4.1 (a package 
of code) has been used as associates of main code to get and 
format system data. The simulation technique has been tested 
in IEEE 14 bus system and IEEE 57 bus system. Both the 
solutions with and without using SVC have been obtained by 
ACO. Parameters of ACO are given below: 

TABLE I.  ACO PARAMETERS 

Parameters Values 
Nodes 10
Pheromone evaporation rate 0.99
Pheromone update rate 0.01

 
 
A. IEEE 14 Bus System 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.  IEEE 14 bus system.  

The IEEE 14 bus system is shown in Fig.1. The optimized 
system data for IEEE 14 bus system both using and without 
using SVC are shown in table II. The optimal location of SVC 
is found at bus 5 and the optimal value is 26.8016 MVAR.  
Using SVC, loss is reduced by 0.74%.  The cost is reduced by 
0.0028 unit per megawatt. The voltage profile of IEEE 14 bus 

system optimized without using SVC and using SVC are 
shown in Fig. 2 and Fig. 3 respectively. 

TABLE II.  OPTIMIZED IEEE 14 BUS SYSTEM DATA APPLYING ACO 

Terms Optimization using 
SVC 

Optimization 
without using 

SVC 
Buses 14 14 
Generators 5 5 
Loads 11 11 
Transformers 3 3 
Total Generation 
Capacity(MW)  

772.4 772.4 

Total generated power 
(MW) 

272.3 272.4 

Power demand(MW) 259.0 259.0 
Power loss(MW) 13.3 13.4 
Cost ($/MW) 29.9968 29.9996 

 

 

 

 

 

 

 

 

 

 

 
 

 

Figure 2.  Voltage profile of IEEE 14 bus system optimized without using 
SVC.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.  Voltage profile of IEEE 14 bus system optimized using SVC.  
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B. IEEE 57 Bus System 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.  IEEE 57 bus system.  

     IEEE 57 bus system is shown in Fig. 4. The optimized 
system data for IEEE 57 bus system both using and without 
using SVC are shown in table III. The optimal location of SVC 
is found at bus 38 and the optimal value is 42.1807 MVAR.  
Using SVC, loss is reduced by 2.59%.  The cost is reduced by 
0.0305 unit per megawatt. The voltage profile of IEEE 57 bus 
system optimized without using SVC and using SVC are 
shown in Fig. 5 and Fig. 6 respectively. 

TABLE III.  OPTIMIZED IEEE 57 BUS SYSTEM DATA APPLYING ACO  

Terms Using SVC Without using 
SVC 

Buses 57 57 
Generators 7 7 
Loads 42 42 
Transformers 17 17 
Total Generation 
Capacity(MW)  

1975.9 1975.9 

Total generated power 
(MW) 

1277.9 1278.7 

Power demand(MW) 1250.8 1250.8 
Power loss(MW) 27.141 27.864 
Cost ($/MW) 40.1271 40.1576 

 

 

 

 

 

 

 

 

 

 

Figure 5.  Voltage profile of IEEE 57 bus system optimized without using 
SVC.  

 

 

 

 

 

 

 

 

 

 

Figure 6.  Voltage profile of IEEE 57 bus system optimized using SVC.  

V. CONCLUSION 
In this paper, ACO has been used to find the optimal 

location and size of SVC device for the purpose of minimizing 
loss, cost and improving voltage. Other popular optimization 
techniques such as GA, PSO have already been shown in 
different papers. So, they have not been repeated here for the 
sake of the length of the paper. Simulations have been 
performed on IEEE 14 bus and IEEE 57 bus systems using 
MATLAB. From the obtained results, it is obvious that loss 
and cost have been reduced and voltage profile has been 
improved to a great extent using SVC. In fact, the 
improvement is clearer in IEEE 57 bus system. The proposed 
ACO technique has shown superior features including high 
quality solution, stable convergence characteristics and good 
computational efficiency.  
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Abstract— Conventional Restricted earth fault protection 
provides protection about 80 to 90% of generator stator winding 
against earth fault when neutral of generator is earthed through 
a resistance. In this paper, superconducting fault current limiter 
an innovative device is used along with restricted earth fault 
protection to provide 100% stator earth fault protection. A 
specific generator is considered which is provided with restricted 
earth fault protection to protect 90% of its winding against earth 
fault. Then a resistive SFCL is applied in the protective scheme 
replacing the neutral earthed resistance to a lower value than the 
previous one. It is found that excellent operational characteristics 
of SFCL facilitate the restricted earth fault relay to operate from 
very beginning to the end of the generator winding and provide 
100% stator earth fault protection. 

Keywords— earth fault current, restricted earth fault 
protection, superconducting fault current limiter, neutral earthed 
resistanc. 

I.  INTRODUCTION  
Generator and transformer are the most important and 
expensive essentials of power system. Their protection is 
inevitable and it must be adequate. Biased differential 
protection is extensively used for the over current protection 
of both generator and transformer. For generator, although 
differential protection provides a complete protection of stator 
winding against phase to phase fault, but doesn’t in the case of 
phase to ground fault. The differential relay may be tripped in 
the absence of any earth fault [1]-[2]. This protection system is 
also less sensitive for earth faults close to the neutral point in 
an impedance earthed generator [3]-[4]. So, conventional earth 
fault protection using over current elements fails to provide 
adequate protection for generator or transformer windings.  
The degree of protection is very much improved by the 
application of restricted earth fault protection (or REFP). 
   Restricted earth fault protection by differential system is 
increasingly used for the protection of generator stator 
windings against earth fault, due to the outstanding selectivity 
and excellent sensitivity. But the operation of restricted earth 
fault relay is influenced by the magnitude of earth fault 
current. The earth fault current depends on the value of 
earthed impedance and position of fault in the stator winding. 

When earth fault occurs near to neutral, the restricted earth 
fault relay remains inoperative and this portion of stator 
winding remains unprotected. This continues up to 10-20% of 
the generator winding. As a result, REFP provides protection 
about 80-90% of generator winding against earth fault [5]. In 
recent years, study has been carried out for the 100% 
protection of generator winding against earth fault. This 
protection scheme is a combination of low frequency injection 
method and restricted earth fault protection [6]. Low 
frequency injection provides protection about 5-20% of 
generator winding and the remaining 80% winding is 
protected by restricted earth fault protection. But low 
frequency injection uses coupling transformer, low frequency 
generator and measuring system which makes the protection 
scheme more complex. 100% stator earth fault protection can 
be accompanied simply using superconducting fault current 
limiter (SFCL) along with REFP.        
 
   Superconducting fault current limiter (SFCL) is the most 
attractive device which operates based on the superconductor 
properties [7]. It has many advantages including having no 
effect on the system below critical current of superconductor, 
limiting fault current significantly and responding 
automatically without any external trigger. Many studies have 
been moved forward for the practical application of SFCL in 
power system protection [8]-[9].  
 
  In this paper, a particular generator is considered which gets 
protection about 90% of its stator winding by conventional 
REFP. Then a resistive type SFCL is implemented in the 
neutral of stator and the overall performance is studied.   
 
 
 

II. OPERATIONAL CHARACTERISTICS OF RESISTIVE SFCL 
 
The operation of SFCL depends on the current flowing 
through it. The resistance of SFCL is zero when passing 
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Figure 1. Quench and Recovery characteristics of SFCL 
 
current remains below the critical current of superconductor 
and SFCL have no impact on the system. But when current 
exceeds the critical current of superconductor then the 
superconductor goes to resistive state and inserts resistance to 
the system without external triggering. This transition is 
known as quench. As SFCL is connected in series with the 
system, this additional resistance is added with the system 
impedance and limits fault current. Quench and recovery 
characteristics are designed on the basis of [10] is shown in 
Fig. 1. In normal condition impedance of SFCL is zero. 
Quenching process of SFCL starts at t=1s due to occurrence of 
fault and the exceeding of fault current above the critical 
current of superconductor causing SFCL’s impedance rises to 
its maximum value. Impedance again becomes zero after the 
fault clears. More details about SFCL have been discussed in 
our previous paper [11]. 
 

III. METHODOLOGY 

A. Limitations in Designing 100%  Stator Earth Fault 
Protection by Conventional REFP  

       Restricted earth fault protection for a generator stator 
winding is shown in Fig. 2. The neutral is earthed through 
resistance to limit earth fault current. During earth fault, the 
fault current If flows through a part of the generator winding 
and neutral to ground circuit. The corresponding secondary 
current of current transformer flows through the differential 
relay and restricted earth fault relay. The restricted earth fault 
relay is selected independent of the setting of the differential 
relay to operate in case of earth fault.  

 If earth fault occurs at point ‘f’ of generator winding Vaf is 
available to drive enough earth fault current If for the operation 
of restricted earth fault relay though high resistance connected 
in neutral. If earth fault occurs at point ‘a’ then Vaf   is small and 
If is also small due to high resistance connected in neutral. In 
this case the restricted earth fault relay remains inoperative and 
some portion of generator winding remains unprotected against 
earth fault. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

To get 100% protection from these protection scheme two 
conventional techniques can be applied. But they doesn’t work 
successfully because 

1. If relay current setting may keep too sensitive to sense 
the earth fault current of small magnitude, the relay may 
respond during through faults of other faults due to 
inaccuracies of CT’s, saturation of CT’s etc. This is not 
expected from restricted earth fault relay.  And  

2. If the value of earthed resistance may keep low, it will 
cause high fault current when earth fault occurs in the winding 
far from neutral. This high fault current may exceed the highest 
rating of the winding which causes huge damage to the 
winding.  

So, 100% protection of generator winding by REFP is not 
possible by using conventional techniques. But this can be 
done efficiently by using SFCL along with REFP. 

B. Design of 100%  Stator Earth Fault Protection by REFP 
with SFCL 
Normally, REFP system with a high resistance connected in 

neutral can give 80-90% protection of stator winding against 
earth fault. The 10-20% winding remains unprotected against 
earth fault. This can be overcome by adding SFCL with the 
neutral of REFP system which is shown in Fig. 3. Now, the 
value of earth resistance is kept small. It is described 
previously; SFCL does not show any resistance below critical 
current of superconductor. This critical current is also known 
as triggering current of SFCL. So, when earth fault occurs in 
the stator winding near to neutral , voltage is small as well.  

Figure 2. Restriced earth fault protection for 
generator  
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But due to the low resistance connected to neutral, the fault 
current If  is large enough to operate the earth fault relay and 
the small percentage of winding get protected against earth 
fault. This process continues up to 10-20% of the stator 
winding. Fault current will be large enough beyond 10-20% 
percentage to damage the winding due to the small resistance. 
To get rid of this, SFCL starts triggering when fault current 
exceeds the level of the critical current of the superconductor. 

      Now, if a fault occurs beyond 10-20% of winding, quench 
of SFCL will start and it will insert a resistance to the neutral 
line. This resistance of SFCL is added up with the low 
resistance and gives a high resistance which limits the fault 
current to a considerable value that cannot cause any damage to 
the winding. This current is also sufficient to operate earth fault 
relay and this portion of winding get protected against earth 
fault.  

So, 10%-20% of generator winding get protected against 
earth fault without the trigger of SFCL and remaining 80-90% 
get protected with the trigger of SFCL. It is also said that the 
remaining 80-90% winding get protected in the same way as 
done in conventional process. In this way 100% protection of 
stator winding of a generator against earth fault by REFP 
system is possible  with  the presence of SFCL. 

 

C. Practical Consideration 
 Generator specifications for Conventional REFP system [5]:  

  Generator rating = 3phase, 11kV,  5000kVA ,  Full load 
current= 200A,     Reactance of winding =15% 

  REFP by differential protection is set to operate on earth fault 
current of more than 200A.  

  90% protection of stator winding against earth fault can be 
given by a neutral resistance. 

 

 

 

Calculation of resistance 

   Let,  Resistance in neutral in ohms = R, Reactance per phase 
in ohms = X, Reactance of the winding at fault point = x, 
Voltage at fault point of the winding  = v 

   Here, Rated current I = 200A, Phase voltage  V =6350 volt 
Reactance of winding %X = 15% 

   We know,  

                  
100

V

I X
%X ×

×
=

                                    (1) 

   Fault current,     

                        22f
xR

vI
+

=
                                    (2)               

     

   From (1) we get, 4.75 ΩX =  
When fault occurred at 10% of the generator winding then, 

    Fault current, If =200A                                                                      
Ω=×= 0.4750.14.75x , v = 0.16350 ×  = 635 volt                       

and from (2),  Ω  3.1475R =  
   So, this resistance 3.14 is necessary to give 90% protection of 
stator winding against earth fault by conventional REFP 
system. 

 

Calculation of low resistance  

    Now, the resistance (R) is replaced by a resistance (r) which 
is lower than before. 

    From (2) we get, 

   Maximum possible current of stator winding  = 1116 A       
and  the low resistance,  0.31 Ωr =

 

                                                      

 

Calculation of SFCL resistance 

 SFCL give a resistance so that the series combination of 
low resistance(r) and SFCL resistance are equal to the value of 
resistance (R). 

         Value of SFCL résistance,  0.313.141r −=  

                                                           = Ω2.83  

The value of fault current from very beginning to 100 % 
winding of the above generator is shown in Table. 1. The 
calculation is done using (2) at various portion of winding 
considering the presence of resistance(R), low resistance(r) and 
SFCL. 

 

Figure 3. Restricted earth fault protection with SFCL in neutral. 
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TABLE I.  CURRENT  IN VARIOUS PORTION OF GENERATING WINDING 

 

 

IV. RESULT AND DISCUSSION 
    The specified generator winding get 90% protection 

against earth fault by conventional REFP system with a neutral 
resistance 3.14 ohm. For the specified generator, REFP by 
differential protection is set to operate on earth fault current of 
more than 200A. From Fig. 4, it is seen that fault current 
remains below 200A up to 10% of generator winding. So, the 
earth fault relay does not operate and this 10% winding 
remains unprotected. This occurs due to a resistance (3.14 
ohm) connected in neutral. 

If no resistance is connected to neutral, then the output 
curve is found as shown in Fig. 5. From Fig. 5 it is seen that 
fault current is constant at 1336A from very beginning to 100% 
of the winding. This current is larger than 200A which is 
available to operate the earth fault relay. As the current has 
exceeded the maximum rating 1116A this could damage the 
winding. So, for a solidly grounded neutral, it is possible to 
protect complete generator winding against earth fault. But due 
to the possibility of getting damaged the generator winding, 
this is not a reliable method.    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

     

 

 

 

 

 

 

 

 

 

 

 

 

 To get 100% protection of generator stator winding against 
earth fault reliably, SFCL is added in the neutral. Now, the 
neutral resistance is kept at a value of 0.31 ohm which is lower 
than the resistance of 3.14 ohm. This technique gives the 
following output curves which are shown in Fig. 6 and Fig. 7. 
From Fig. 6 it is seen that when earth fault occurs at the very 
beginning of winding, the value of fault current is 200A. So, 
the earth fault relay operates and protects the winding. The 
SFCL remains at normal operating condition up to 10% of the 
winding against earth fault because fault current is less than 
triggering value of SFCL. The triggering current of SFCL is 
considered just below the maximum value of winding current. 
When earth fault occurs beyond 10% of the winding, the fault 
current exceeds the maximum current of the winding. SFCL 
starts self-triggering and limits the fault current to a 
considerable value which is sufficient to operate the earth fault 
relay. 

%of 
winding 

Fault Current(A) 

Considering 
resistance (R) 

Considering low 
resistance ( r) 

Considering 
SFCL 

operation 
1 20.2 202.5 202.5 

2 40.4 391.7 391.7 

3 60.6 558.3 558.3 

4 80.7 698.5 698.5 

5 100.8 813.1 813.1 

6 120.8 904.8 904.8 

7 140.7 977.8 977.8 

8 160.6 1035.8  1035.8 

9 180.3 1082.2  1082.2 

10            200           1116 
      200 
(SFCL is 
triggered) 

11 219.4 1149.5 219.4 

12 238.7 1174.4 238.7 

20 387.1 1270.8 387.1 

30 552.4 1306.3 552.4 

40            692 1328.3         692 

50            807 1329.3         807 

60           898 1331.2         898 

70           971.9 1332.1         971.9 

80           1030 1333.2         1030 

90           1077 1334.4         1077 

100           1116           1336         1116 

Figure 4.Output curves of 90% winding protection of a generator 
against earth fault by REFP system 

Figure 5. Output curves of a generator winding protection against 
earth fault by REFP system without neutral resistance 
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For this instance, the fault current beyond 10% of the winding 
is same as fault current shown in Fig. 5. This has been possible 
because SFCL inserts resistance of 2.83 ohm which is added up  
with the low resistance and makes the resistance equal to 3.14 
ohm which is same as the previous resistance.   

     The current limiting behavior of SFCL at the 10% of the 
winding is shown in Fig. 7. The current reaches to 1116A 
which is the maximum value of current of the winding and 
limited by SFCL to 200A. In the same way, the fault current 
limiting behavior of SFCL can be shown anywhere beyond 
10% of the winding. 

     Thus, it is said that up to 10% of generator winding get 
protected against earth fault without the trigger of SFCL and 
remaining 90% get protected with the trigger of SFCL. In this 
way the 100% winding of generator get protected against earth 
fault by REFP system using SFCL. 

 

V. CONCLUSION 
In this paper, 90% stator winding protection against earth fault 
of a specific generator given by conventional restricted earth 
fault protection is upgraded to 100% using superconducting 
fault current limiter along with REFP. It is clear from the 
results that the exceptional operational characteristics of SFCL 
enable REFP to provide 100% stator earth fault protection. 
The value of neutral earthed resistance should be kept low in 
this concern. This work will create a new era in the generator 
and transformer winding protection. Coordination between the 
SFCL and protective device is a major concern for the 
practical implementation of this work.  
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 Figure 6. Output curves of 100% winding protection of a generator 
against earth fault by REFP system using SFCL. 

 Figure 7. Fault current limitations by SFCL at 10% of the generator 
winding.
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Abstract—With the rapid growth of modern mobile satellite 
communication technology, the development of very small size, 
low-cost, low-profile, high gain and high directivity antennas is a 
must. The design of a mobile satellite communication antenna 
named as Parabolic Helix and link budget optimization of the 
proposed antenna system are illustrated in this paper. The 
proposed antenna has a gain of 15.95dB, directivity of 19.36dBi; 
return loss value of -28.0573dB, Voltage Standing Wave Ratio 
(VSWR) of 1.08, bandwidth of 68.3MHz, antenna efficiency of 
45.6% and 3dB angular beamwidth i.e., the Half Power 
Beamwidth (HPBW) of 29.5deg. The resonant frequency of the 
antenna array is 5.982 GHz. The proposed antenna system can be 
used for C-band applications like satellite communications 
transmissions, Wi-Fi, cordless telephones, weather radar systems 
and other wireless systems. The antenna system is designed and 
simulated in the CST Microwave Studio. Link budgets are 
performed in order to analyze the critical factors in the 
transmission chain and to optimize the performance 
characteristics, such as transmission power, system noise 
temperature, figure of merit and so on. The link budget 
determines what size antenna i s  to use, power requirements 
and in general, the overall customer satisfaction. This paper deals 
with the rudiments of a satellite link design with some simulation 
results.  

      Keywords—C-band, gain, link budget analysis, transmission 
power, satellite communications. 

I.  INTRODUCTION  
     With the drastic development of modern mobile satellite 
communication technology, the use of mobile antennas have 
increased due to their very small size, low-cost, low-profile, 
high gain and high directivity. Antennas for mobile satellite 
communications are widely presented in books and papers in 
the last decade as presented in [1-3]. Global Mobile Satellite 
Communications: For Maritime, Land and Aeronautical 
Applications are illustrated in [4]. A 12 GHz Planar Array 
Antenna for Satellite Communication is studied in [5].      
Satellite microwave transmission systems are similar to 
terrestrial microwave systems except  that the signal travels 
from  a  ground  station  on  Earth  to  a  satellite  and  back  to 
another ground station on Earth, thus achieving much greater 
distances than Earth-bound line-of-sight transmissions. Since 
three equidistant satellites in the geosynchronous orbit (having 
120 degrees apart) can effectively cover over almost the entire 
earth surface with some overlapping except for the polar 

region, the need for multiple retransmissions is removed [6]. 
The geostationary satellite can cover almost 38% of the 
surface of the earth with a 5 degrees minimum elevation angle 
of the earth station antenna [7]. The factors required for 
determining the quality of performance can be divided into 
two broad categories; the conduit factors and the content 
factors. The conduit factors include effect on signal 
propagation, quality of earth station equipment, uplink and 
downlink etc. On the other hand, for suitability of transmission 
over a microwave medium, the content factors deal with the 
transmitted message type and the devices involved in its 
transformation [8]. G/T (the ratio of antenna gain to system 
noise temperature or a figure of merit), effective isotropic 
radiated power (EIRP) and C/N (the ratio of carrier power to 
noise power density) are the parameters that characterize the 
performance of the three segments- namely, earth station, 
gateway and satellite. In satellite communication, two usually 
used concepts are G/T and EIRP and they indicate the 
transmitting and receiving capabilities, respectively, of 
satellite, a gateway earth station and a mobile terminal. The 
quality of the communication channel is insured by the C/N 
ratio [9]. Points on earth beyond about 80 degrees latitude 
a r e  not visible which the disadvantage of a geostationary 
satellite. On the other hand visibility to the higher northern 
and southern latitudes can be provided by the inclined orbits. 
This often necessitates an acquisition operation and 
sometimes   involves   handover   from   an   orbiting   satellite 
leaving the area to a new satellite entering the area. In 
addition, in order to provide continuous coverage inclined 
orbits usually require multiple satellites to be spaced along 
the orbit [10].  

II. ANTENNA ARCHITECTURE 
       The Copper (annealed) lossy metal is used as substrate for 
the Helix of the proposed antenna and the relative 
permeability (ߤ௥ሻ and electrical conductivity of the substrate 
material are 1.0 and 5.8e+007 (S/m) respectively. The helix is 
30 mm long and 10 mm of diameter. The diameter of the wire 
used for building helix is 1mm. Aluminum is used as substrate 
for the reflector of the proposed antenna and the relative 
permeability (ߤ௥) and electrical conductivity of the substrate 
material are 1.0 and 3.56e+007 (S/m) respectively. The 
reflector diameter is 150 mm with 0.2 mm thickness and focal 
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distance of 75 mm. Base of the helix anten
reflector surface without any electrical 
excitation signal is applied below the base 
connected with the helix through the base. 
structure of the proposed Parabolic-Helix ant
 

 
Figure 1. Structure of the proposed Parabolic-H

 

III. SIMULATION RESULT
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Figure 2. Electric field distribution of Parabo
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Figure 4. Return loss of prop
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Figure 5. Farfield radiation pattern

         Fig. 6 shows the farfield gain pattern 
can be seen that there is no side lobe and on
in the gain pattern. The main lobe magnitude
lobe direction is 98.0 deg., and 3 dB angu
29.5 deg. and side lobe level is -11.4 dB. 
  

 
                 Figure 6. Farfield gain pattern. 

IV. RESULT ANALYSIS 
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Return Loss (in dB) 
 

Gain (in dB) 
 

Directivity (in dBi) 
 

Half Power Beamwidth 
 

Antenna Efficiency (%) 
 

Bandwidth (MHz) 

      The results in the Table
Parabolic-Helix antenna sys
applications like satellite comm
Fi, cordless telephones, wea
wireless systems. 

V. LINK BU

      The satellite link is much
radio relay link with the advan
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Transmission of signals over 
requires Line-of-Sight (LoS) 
basically relates the transmit 
Basic transmission parameter
power, antenna gain, noise pow
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Figure 7.  Graphical representation of  flux density. 

      The above figure shows that flux density decreases as 
square of the distance. The plot has been made between 400 to 
40000 km for distance and the corresponding flux density lies 
between near about 10ିଽ to 10ିଵଷ  W/ mଶ . The constant 
parameters are Pt = 20 W, Gt = 22 dB. 
      For an ideal receiver antenna of aperture area A, the total 
received power at the receiver is given by- 

  P୰ ൌ  Ԅ ൈ A ൌ P౪G౪Aସ஠Rమ  ሾWሿ                      (2) 
 
A practical antenna with physical aperture A will not 

deliver this power as some energy will be reflected and some 
will be absorbed by lossy elements. Thus the actual power 
received will be- 

 ௥ܲ  = ηA×φ [W]                                     (3) 
 

       where, � is the antenna efficiency and �A is referred to 
as the effective collecting area of the antenna. The antenna 
efficiency � accounts for all losses between the incident 
wavefront and the antenna output port. 
 

An antenna of maximum gain Gr is related to its effective 
area by the following equation- 
 

Gr = η ସ஠Aℷమ                                         (4) 
 
        where, ℷ is the wavelength of the received signal. 

 
Rearranging equation (4) and substituting in (3) we get- 

 
  Pr =

P౪G౪G౨ሺସ஠R/ℷሻమ [W]                          (5) 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8.  Received power at different orbits.  

      From the above graph it is seen that received power 
remains almost constant for GEO due to its longer distance 
which is above 35786 km above the earth surface. Here, the 
ranges of different orbits are taken as- LEO→500-1500km , 
MEO→5000-10000km, GEO→36000-41000km while the 
values  of constant parameters of equation (5) are Pt = 20 W, 
Gt = 22dB, ܩ௥ =  52.3 dB, f = 11 GHz. 

      For a parabolic antenna of diameter D, equation (4) can be 
rewritten as- 

 Gr = η (஠మDమℷమ )                                        (6)  

     The variation in antenna gain for a range of transmission 
frequencies that are employed in satellite communications 
is shown below assuming an efficiency of 60%. 
 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 9.  Illustration of gain Vs diameter at different frequencies. 

      The above figure resembles that highest frequency shows 
maximum gain while the lowest one illustrates the lowest gain 
as the gain is directly proportional to the square of the 
frequency.  

 

 

                                                                                                   80



VI. SYSTEM NOISE 
A.   Noise Power 
      The thermal noise power Pn delivered
load by the thermal noise source of resistanc
T is given by -                

Pn =kTpBn                     

where, k – Boltzmann constant = 1.38 
228.6 dBW/K/Hz; Tp– Noise temperature 
Noise bandwidth in Hz.   

 
 

 
 

 
 
 
 
 
 
 
 
 

Figure 10.  Demonstration of system noise

      Since the system noise power is direct
the source noise temperature, so the noise po
as the temperature increases. Here, Bn = 4 GH

B.  Figure of merit (G/T) 
      The figure of merit (G/T) has been intro
the capability of an earth station or a sate
signal. Since the C/N ratio is the ratio of sig
power, we have that- 

 
 C/N = P౨P౤ = 

P౪ G౪ G౨ሺସ஠R/஛ሻమ / (kTsB
 

                               i.e., C/N = f(Gr / Ts) 
 

      The ratio Gr/Ts (or simply G/T) is know
Merit which indicates the quality of a recei
system and it is measured in [dB/K]. 
 

Figure 11.  Realization of figure of m

d to the optimum 
ce R at temperature 

                         (7) 
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Bs)         (8) 
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merit. 

      Since the figure of merit i
system noise temperature, so th
as the system noise temperatur
= 22 dB, R = 39,000 km, f =
10,000-100,000. 

VII. LOSSES EXPET

A.  Free Space Path Loss 
The term ሺ4πR ℷ⁄ ሻଶ is calle

The link equation expressed in e
 
Power received = EIRPൈRୣୡୣ୧୴ୣ ୟPୟ୲୦ ୪୭
Expressing the above equation 
 

 Pr = EIRP + Gr –

      Figure 12.  Representation of path

        The above figure resemb
obtained in case of GEO and t
in LEO. 

B.  Rain Loss 
      Signal attenuation due to ra
after free space loss. It is partic
in the Ku and Ka bands. It bec
Rain loss can be calculated 
shown below- 
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Figure 13.  Calculation of r

is inversely proportional to the 
he figure of merit will decrease 

re increases. Here, Pt = 20 W, Gt 
= 4.15 GHz, B = 4 GHz, Gr = 
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ed the free space path loss. 
 

equation (5) may be read as 

ୟ୬୲ୣ୬୬ୟ ୥ୟ୧୬୭ୱୱ  [W]           (9)       
 
in terms of dB we get- 

– Lp [dBW]                            (10) 
 
 
 
 
 
 
 
 
 
 
 

h loss Vs frequency at different orbits. 

bles that highest path loss is 
the lowest path loss is achieved 

ain is the second most significant 
ularly significant for frequencies 
comes severe at above 10 GHz. 
from the chart of rain rate as 

 

 

rain loss from rain rate. [11] 
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VIII. LINK BUDGET 
      The results obtained from the link budget calculator are 
shown below [12]- 
 
A.   Uplink Budget 

 

 
 

 
 
 
 
 
 
 
 
 
 

B.   Downlink Budget  
  
 
 
 
 
 
 

                                                                                  
The basic assumptions of this calculator are uplink antenna 

power at the feed, range, satellite uplink G/T, downlink 
system noise temperature and downlink satellite EIRP. The 
results obtained from the link budget calculator shows that our 
proposed antenna system is realizable by showing similarity 
between the gain (the main reasoning factor) obtained by 
simulation and the gain obtained by the calculator which is 
approximately equal to 16 dB. Simulation results are obtained 
from the CST Microwave Studio software while we get the 
calculated values from a database specified for standard C 
using our proposed antenna dimension. The white colored 
values are the input values of this calculator. 

IX. COST CALCULATION 
Large antennas are expensive to construct and install, with 

costs exceeding $1M for 30m diameter fully steerable 
antennas [12]. The cost of large fully steerable antennas has 
been quoted as [13]- 

 
 Cost = $ y(D)2.7                                  (11)  

 
       where, D is the diameter of the antenna aperture in feet. 
The constant y in equation (11) depends on the currency used 
and inflation, but might typically be around five U.S. dollars 
in the early 1980s.  
 
       

The diameter of the proposed Parabolic Helix antenna is 
15cm i.e.; 0.492125984 feet which in turn gives- 

 
     Cost = $ y(D)2.7 = $ {5 × (0.492125984)2.7} = $ 0.74 

X. CONCLUSION 
      The design of a Parabolic-Helix antenna and its 
performance analysis has been demonstrated in this paper. The 
simulation results of the proposed Parabolic Helix antenna 
resemble very good performance. The results obtained from 
the link budget calculator shows that our proposed antenna 
systems are realizable by showing similarity between the gain 
obtained by simulation and the gain obtained by the calculator. 
Also the cost calculation reveals that our proposed antenna 
system is cost effective. There are a lot of factors that should 
be kept in consideration for designing a satellite link. This 
paper has also illustrated the most important factors among 
all and has shown their interrelation by plotting curves. If one 
considers all the discussed factors for link budget design and 
his/her system parameter curves follow the characteristics of 
the curves given in this paper, the designed link will be a 
robust one for satellite communication. 
 

XI. FUTURE WORK 
      We will try to design an Ultra-Wide band mobile satellite 
communication antenna system and to develop practical 
infrastructure of the proposed antenna system. 
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Abstract— The process, handover was introduced to facilitate 
users’ mobility and quality of service to the users in wireless 
networks. Forced termination of a continuing call, which is 
undesirable to the users, is the result of handover failure. So, it is 
a requirement to keep the handover request in the higher priority 
than the new originating call. Several schemes were introduced to 
give priority to the handover calls which include fixed guard 
channel reservation scheme, handover queuing scheme, channel 
transferred scheme, etc. where simultaneous minimization of 
handover call dropping probability and new call blocking 
probability did not come out with successful results. Again, a 
non-priority scheme results in higher handover call dropping 
probability with the highest channel utilization. In our proposed 
idea, at first we study about the different schemes for handover 
call priority, analyze their performances in wireless networks 
and discuss their merits and demerits. Then, we propose our 
scheme to overcome the problems arose in the previous schemes. 
In our proposed scheme, we combine both the features of 
minimizing handover call dropping probability and new call 
blocking probability. This results in improved channel utilization 
keeping the handover call dropping probability within an 
acceptable range based on variable guard channels which has 
been made adaptive on the basis of channel occupancy.     

Keywords—Handover, adaptive channel reservation, handover 
call dropping probability, new call blocking probability, channel 
utilization.   

I. INTRODUCTION 
The coverage area of a wireless network is divided into 

some small service areas, called cells, where each cell is 
covered by a base station (BS), serving a number of mobile 
stations (MSs) [1]. Handover is the process of changing 
channels from one cell to another cell while a call is in 
progress [2]-[4]. The process of handover depends on some 
parameters such as:  cell size, incoming or outgoing traffic 
intensity, users’ mobility, and the direction to that mobility. 
As, the resources are limited and demand of the services is 
high, the process of channel reuse has been accomplished with 
increased capacity and decrease in cell size, from macrocells, 
to microcells, to femtocells and to picocells [5], [6]. Reduction 
in cell size along with users’ motion result in frequent 
handovers in wireless communication systems.  

According to the users’ point of view, forced termination 
of continuing calls due to handover failure is more aggravating 
than the blocking of new calls. Various schemes were 
proposed earlier for givving priority to handover calls which 

can be categorized into fixed guard channel reservation 
Scheme (CRS) [1], handover queuing scheme (HQS) [1], [3], 
channel transferred scheme [1], [7], etc. In CRS [8], small 
portion of total allocated channels are reserved (known as 
guard channel) for prioritization of handover calls. HQS 
allows either the handover to be queued or both the originating 
calls and handover requests to be queued [9], [10]. The HQS 
schemes [9] give priority to handover attempts by permitting 
them to be queued, instead of denying the access in the 
prospective new BS if it is busy. The vital issue of channel 
transferred scheme is that, if there are no available channels to 
accommodate a handover call request, a channel from a 
neighboring cell may be transferred [1]. Again, a non-priority 
scheme was also introduced earlier [3], which gives no 
priority to any type of calls. An adaptive bandwidth allocation 
scheme [5] was proposed where the bandwidth was made 
adaptive to give priority to handover calls over new calls. 
Several metrics such as: new call blocking probability, 
handover call dropping probability, handover probability, call 
dropping or forced termination or interrupted call probability, 
delay, and channel utilization are used to evaluate the 
performance of a handover scheme [1], [7]. New call blocking 
probability, handover call dropping probability, and channel 
utilization are the prime concerns of the research field and in 
this paper, we focus on these three performance metrics.  

Non-priority scheme shows better channel utilization but 
higher handover call dropping probability. Priority scheme 
(fixed guard channel reservation scheme) gives poor channel 
utilization, higher new call blocking probability but reduced 
handover call dropping probability. The prime concerns of our 
paper are: the performance analysis of the non-priority 
scheme, fixed guard channel reservation scheme and to 
overcome the drawbacks of these schemes with our proposed  
adaptive channel reservation scheme for handover call 
priority, which reduces the handover call dropping probability 
within an acceptable range, reduces new call blocking 
probability and improves the channel utilization, so that the 
overall performance of the proposed scheme in wireless 
networks is optimized. The guard channels are made adaptive 
in our scheme based on channel occupancy. The concept of 
variable guard channel has been introduced in our proposed 
scheme to make an optimized use of channels which remain 
unused when handover call arrival rate is low for fixed guard 
channel reservation scheme. So, in our proposed scheme we 
can make better utilization of our resources and 
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simultaneously, giving priority to the handover calls, which 
were not possible at a time both in non-priority scheme and 
fixed guard channel reservation scheme.   

The rest of the paper is organized as follows. Section II 
represents our proposed idea with mathematical modeling and 
queuing analysis. The performance analysis of the scheme and 
the comparison with the other schemes have been shown in 
section III. Finally, section IV gives a conclusion to our study.   

 

II. ADAPTIVE CHANNEL RESERVATION SCHEME 
In our proposal, adaptive channel reservation for handover 

priority has been introduced based on fixed guard channel 
reservation scheme (or CRS), with the additional feature of 
variable guard channels; so that, when one or more guard 
channels are not in used or released, it can be used for new 
call (or both for new call and handover call) instead of being 
reserved for handover calls only. This has the benefit of both 
minimized handover call dropping and new call blocking 
probability along with better channel utilization.  

We have introduced a new factor by which the number of 
reserved guard channels is varied. The factor is based on the 
percentage of channels used in the system. The increasing 
quantity of channel usage means more traffics are accepted 
into the cell and so, possibility of more handover calls in the 
system. Thus, in this strategy the factor varies depending on 
the number of channels occupied in the system.   

Let, the total number of channels be S, number of priority-
based fixed guard channels be g, new (originating) call arrival 
rate be λn, handover call arrival rate be λh, average call life 
time be 1/µc, and average dwell time be 1/η. 

There is a relation among channel holding time, dwell time 
and call life time, which can be expressed as [11]:  

     
1 1

cμ μ η
=

+
                 (1)  

Probability of handover calls is also related to dwell time 
and call life time [11] by:  

     h
c

P η
η μ

=
+

         (2) 

We find the relation between the handover call arrival rate 
and the new call arrival rate [5], [11] as: 
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        (3) 

 

Fixed channels both for new calls and handover calls for 
fixed guard channel reservation scheme is: 

      CS S g= −                                        (4) 
Suppose,  

        
  

   
channels occupied

Total number of channels
U =               (5) 

Now, we propose a new factor x where,  
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min,                 min

,             U U x
x

x U x
>

=
≤

⎧
⎨
⎩

                             (6) 

Here, xmin is the minimum value of x. Now, the number of 
guard channels in our proposed scheme is gx instead of g 
which was fixed in fixed guard channel reservation scheme. 
The range of the factor x:   xmin ≤ x ≤ 1. 

Now, channels available both for new calls and handover 
calls are: 

       CnS S gx= −            (7) 
As 1x ≤ , Cn CS S≥ . 
 
Minimum guard channels for handover calls is,  

       minhC gx=               (8) 
The maximum value of SCn,  

      
min   

h hS S C
S gx

= −

= −
           (9) 

Thus, we can set a limit for SCn by: SC ≤ SCn ≤ Sh.; which 
means, the number of available channels both for new calls 
and handover calls is not fixed at SC, rather it can be varied up 
to Sh in our proposed scheme.  

The relevant state transition diagram is shown in Fig. 1, 
which has been modeled as an M/M/S/S queuing system.   

 
The steady-state probability Pi is easily found as follows:  
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Fig. 1: State transition diagram for proposed adaptive channel reservation scheme 
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The blocking probability PB for an originating new call is:  
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The dropping probability PD of handover request is: 
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The equation for channel utilization is given below: 
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So, in our scheme, we have proposed a new factor x, the 

value of which has been limited to a minimum value ( minx ) to 
1. This limit is adapted based on channel occupancy. This 
factor is multiplied with the total number of guard channels 
reserved for handover priority. Thus, the number of guard 
channels varies from a minimum value to its maximum value 
which will be adapted with the change of factor x, determined 
by the channel occupancy. It is to be noted that, for 
prioritizing handover calls, it is required to keep a minimum 
number from the total number of guard channels fixed and let 
the rest of the guard channels vary, so that, we can find a 
promising outcome in our proposed scheme. Again, we can 
use a fixed and limited number of allocated channels for better 
quality of services. We do not need to borrow channels from 
other cells or, we do not require to split one channels into two 
or more by splitting their bandwidth that makes the number of 
channels allocated per cell variable.  

The overall procedure of the proposed scheme can be 
viewed through the flowchart given in Fig.2. The algorithm of 
the proposed scheme starts with the incoming of either a new 
call or a handover call, which is accepted if there are channels 
available within SC. If no, then system calculates the factor x 
and sets the parameters. Then the system checks for available 
channels within SCn both for new calls and handover calls. 

 

 
Fig. 2: Channel reservation policy of the proposed scheme 

 
From SCn to S, the system accepts handover calls only. The 
factor x adapts the number channels which should be reserved 
only for handover calls. 

The algorithm of non-priority scheme is very simple and 
not promising to be used in wireless networks. Since, it does 
not give any priority to handover calls, the system does not 
check for reserved channels for handover calls. The total 
number of channels can be used both by the handover calls 
and new calls.  

Fixed guard channel reservation scheme follows an 
algorithm where, the system checks for fixed amount of 
reserved channels for prioritize handover calls. So, up to a 
fixed states, the new calls are accepted, even if there is no 
handover calls, the guard channels remain unused, which is 
referred as the misuse of limited resources.  

However, it is required to use this limited resources to the 
maximum extent to provide better quality of service in 
wireless networks. The proposed idea of adaptive channel 
reservation scheme has been designed to use limited resources 
by using unused guard channels for new calls when there is no 
or less handover calls. Thus, the algorithm of the proposed 
idea always checks for the available channels both for new 
calls and handover calls and uses the unused guard channels 
which were not possible in fixed guard channel reservation 
scheme.     
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III.    PERFORMANCE ANALYSIS 
In this section, we have performed the performance 

analysis of the proposed scheme. The overall performance has 
been simulated in MATLAB environment. Every data has 
been analyzed to get a proper outcome in our proposed 
scheme. The performance of the scheme was analyzed with 
different values of the input parameters to obtain better 
optimized result. 

We have compared the performance of the proposed 
scheme with non-priority scheme and fixed guard channel 
reservation scheme. The main performance metrics considered 
here are: handover call dropping probability, new call 
blocking probability, and channel utilization. As, it has been 
stated earlier that, fixed guard channel reservation scheme 
shows minimum handover call dropping probability. In fact it 
is possible to achieve handover dropping probability tends to 
zero in the fixed guard channel reservation scheme. However, 
lower channel utilization is achieved in this case. Again, non-
priority scheme shows the highest channel utilization, but, it 
does not give any priority to handover calls which cannot be 
accepted either. So, we have compared our scheme with those 
schemes and achieved promising performance. In our 
proposed scheme, we have shown that it gives better channel 
utilization keeping reduced handover dropping probability. 
Thus, it overcomes the drawbacks of both the non-priority 
scheme and fixed guard channel reservation scheme.  

For the analysis of the proposed scheme and the other 
schemes, we have selected 4% guard channel of the total 
number of channels, which optimize both the handover 
priority and channel utilization for a better performance. 
Minimum value of factor x has been set to 0.4. All the 
parameters are under continuous observation in the system by 
the operator.   

Fig 3 shows that our proposed adaptive scheme can reduce 
the handover call dropping probability within a good 
acceptable range. The proposed scheme shows handover 
dropping probability around 10-3 which is a promising 
outcome.  

 
 

  Fig. 3: Comparison of handover call dropping probability with 4% guard 
channel  

 

The curve for the proposed scheme in fig. 3 shows much 
better response than the non-priority scheme. 

Fig. 4 presents the performance of the wireless system in 
the case of new call blocking probability. The proposed 
adaptive scheme has made a decrease in new call blocking 
probability. Here, we also have to sacrifice the new call 
acceptance to get better performance for handover priority but 
with slightly reduced new call blocking probability, which is 
an improved performance compared to fixed guard channel 
reservation scheme. 

Fig 5 represents the comparison of channel utilization. The 
proposed scheme shows better channel utilization than the 
fixed guard channel scheme. The non-priority scheme always 
shows the highest channel utilization as it sacrifices the 
priority of the handover calls. Fixed guard channel scheme 
allows handover priority with reduced channel utilization. The 
proposed scheme gives both reduced handover call dropping 
probability and improved channel utilization, which is an 
optimum performance in wireless networks. About 97% 
channel utilization has been obtained in the proposed adaptive 
scheme.  

 
 

     Fig. 4: Comparison of new call blocking probability with 4% guard 
channel  

 
 

Fig. 5: Comparison of channel utilization with 4% guard channel  
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Fig. 6: Channel utilization of the proposed adaptive scheme at different 
percentage of guard channels  

 
We have also performed the analysis of the proposed 

scheme at 3%, 4%, and 5% guard channels. Here, the operator 
has the flexibility to change quantity of guard channels 
according to the requirement of the system. Fig 6 shows that, 
the increasing number of reserved guard channels gives 
reduced channel utilization but still gives better performance 
than the fixed guard channel scheme. Though 5% guard 
channel gives better performance for handover priority, it 
degrades the channel utilization. Again, 3% guard surely gives 
better channel utilization but degrades the performance of 
handover priority. Hence, the operator can vary the percentage 
of guard channels to get optimized performance based on the 
network characteristics. 

 

IV.   CONCLUSION 
Prioritizing  handover  calls  is  a  vital  process  in  wireless 

communication. By comparing with the other schemes,         
we found that  though our  proposed  scheme  has  a  utilization   

 

 

 

 

 

 

 

 

 

 

 

 

 

slightly less than the non-priority scheme, it has a sharp 
decrease in the handover dropping probability and our 
proposed scheme has a better utilization than the channel  
reservation scheme. In addition, our proposed scheme has been 
made more user friendly so that operator can use this scheme 
more efficiently by varying the different parameters such as - 
channel holding time, dwell time, and number of guard 
channels according to the network characteristics.  
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Abstract—This paper deals with the design and performance 
analysis of a very small size, low-cost, low-profile, high gain and 
high directivity Dual Band Waveguide Dipole Feed Cassegrain 
antenna considering the link budget optimization. The proposed 
antenna system has a gain of 28.49dB, directivity of 28.87dBi, 
return loss of -18.837447dB, Voltage Standing Wave Ratio 
(VSWR) of 1.2582, bandwidth 433.7 MHz (6.4354 to 6.8691 GHz) 
at C band and at X band it operates in two regions with 195.2 
MHz (8.1748 to 8.37GHz) and 253 MHz (11.241 to 11.494 GHz), 
antenna efficiency of 91.56% and 3dB angular beamwidth i.e., 
the Half Power Beamwidth (HPBW) of 2.9deg. The resonant 
frequencies of the antenna are 6.678, 8.2778 and 11.386 GHz 
respectively. The proposed antenna system can be used for both 
C-band and X-band applications like satellite communications 
transmissions, Wi-Fi, cordless telephones, weather radar systems, 
medical applications and other wireless systems. The antenna 
system is designed and simulated in the CST Microwave Studio. 
Link budget optimization is performed in order to analyze the 
critical factors in the transmission chain and to optimize the 
performance characteristics. The link budget determines what 
size antenna i s  to use, power requirements and in general, the 
overall customer satisfaction.  

Keywords—Cassegrain antenna, dual band, gain, link budget 
optimization, satellite communications. 

I.  INTRODUCTION  
     With the change of era new technologies are getting 
familiarity in satellite communications. Due to the drastic 
growth of modern mobile satellite communication technology, 
the use of mobile antennas have increased due to their very 
small size, low-cost, low-profile, high gain and high 
directivity. Antennas for mobile satellite communications are 
widely presented in books and papers in the last decade as 
presented in [1-3]. Global Mobile Satellite Communications: 
For Maritime, Land and Aeronautical Applications are 
illustrated in [4]. Small Cassegrain antenna for passive remote 
sensing at L-band is studied in [5]. A compact dual-band 
dipole antenna fed by a coplanar waveguide for wireless 
communication is presented in [6]. S/X band feed 
development for 12m Cassegrain antenna is described in [7]. 
A C/X/Ku-band dual polarized Cassegrain antenna system is 
demonstrated in [8]. The satellite link is much like the 

terrestrial microwave radio relay link with the advantage of 
not requiring as many re-transmitters as are required in the 
terrestrial link. Transmission of signals over a satellite 
communication link requires Line-of-Sight (LoS) 
communication. Link analysis basically relates the transmit 
power and the receive power [9]. The communication link 
between a satellite and the Earth Station (ES) is exposed to a 
lot of impairments such as free space path loss, rain loss, 
pointing loss and atmospheric attenuations etc. [10].  
 
 
      The organization of this paper is as follows- Section II 
conducts the antenna architecture. Section III illustrates the 
simulation results. Section IV reveals the result analysis. 
Section V conducts link budget optimization. Section VI 
resembles the cost calculation of the proposed antenna system. 
Finally, Section VII provides some concluding remarks. 
 

II. ANTENNA ARCHITECTURE 
      The Aluminum lossy metal is used as substrate for the 
main reflector, sub-reflector, dipole antenna and waveguide. 
The relative permeability ( ) and electrical conductivity of 
the substrate material are 1.0 and 3.56e+007(S/m) 
respectively. The main reflector diameter is 50 cm with 0.2 cm 
thickness and focal distance of 25 cm. The sub reflector 
diameter is 10 cm with 0.2 cm thickness and focal distance of 
5 cm. The distance between the two reflectors is 20 cm which 
ensures that the focal of main reflector and virtual focal of sub 
reflector is at same point. A dipole antenna of 4 cm long and 
0.1 cm diameter is placed between two reflectors facing 
toward the sub reflector convex surface. The distance of 
dipole antenna is 15 cm from the main reflector surface and 5 
cm from the sub reflector surface (the focal point of the sub 
reflector) without any electrical conduction. A one side open 
waveguide with a length of 5 cm and 0.165 cm thickness is 
used around the dipole to direct the E and H field of the dipole 
to the sub reflector convex surface. Two bars are used as a 
stand to keep the antenna above the reflector which has no 
effect on electric or magnetic field. Another two bars are used 
to keep the sub reflector stable. Both the stands connected 
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with main reflector body. The excitation si
the end of the dipole at the closed end of w
shows the structure of the Waveguide Dip
Cassegrain antenna-  
  

 
 
                               (a)                                    
 

Figure 1. Structure of the waveguide dipole feed 
antenna (a) Solid view (b) Trans

 

III. SIMULATION RESULT

A. Electric Field Distribution 
Electric field distribution of the WDF Ca

is given below – 
 

 

      Figure 2. Electric field distribution of WDF Ca

 

B. Voltage Standing Wave Ratio (VSWR) an
       Fig. 3 shows the graph of VSWR vs. 
this figure it can be seen that the VSWR val
the unity which is mostly expected. The VS
antenna is 1.2582 at 6.678 GHz, 1.7977 at
1.6405 at 11.386 GHz. 
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    Figure 3. VSWR vs. Frequency curv

 
       Fig. 4 shows the graph of 
this figure we can observe the 
bandwidth of the antenna is 4
band (6.4354 to 6.8691 GHz) a
operates in X band in two regi
MHz (8.1748 to 8.37GHz) a
(11.241 to 11.494 GHz) at 1
return loss is -18.837447dB at 
 

Figure 4. Return loss of propo

C. Farfield Radiation Patter
Antenna Efficiency 

         Fig. 5 shows the farf
Waveguide Dipole Feed Cass
pattern of the antenna is very m
narrow. From this figure it can
gain of the antenna is abo

 

ve of the WDF Cassegrain antenna. 

return loss vs. frequency. From 
 bandwidth of the antenna. The 
33.7 MHz which operates in C 
at 6.678 GHz. The antenna also 
ions with a bandwidth of 195.2 
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respectively. The radiation efficiency is -0.3830dB. The 
antenna efficiency is 91.56%.                                                      
 

 
Figure 5. Farfield radiation pattern. 

 

       Fig. 6 shows the farfield gain pattern of the antenna. It can 
be seen that there is negligible side lobes and only one main 
lobe in the gain pattern. The main lobe magnitude is 33.5 dB, 
main lobe direction is 3.0 deg., 3 dB angular beamwidth is 2.9 
deg. and side lobe level is -9.1 dB. 
  

 
 

                 Figure 6. Farfield gain pattern. 

 

IV. RESULT ANALYSIS 
      VSWR, return loss, farfield radiation pattern, antenna gain, 
directivity and antenna efficiency of the proposed antenna 
system show reasonable characteristics. The performance of 
the antenna is quite good. This antenna can be used in both C 
and X-band applications for its effective performance. 

TABLE I. PROPOSED DUAL BAND WDF CASSEGRAIN ANTENNA     

PARAMETERS AND THEIR VALUES AT A GLANCE 

 
Designed Dual Band 

WDF Cassegrain 
Antenna Parameters 

Simulation Results 

VSWR 
 

1.2582 

Return Loss (in dB) -18.837447dB 
 

Gain (in dB) 
 

28.49dB 

Directivity (in dBi) 
 

28.87dBi 

Half Power Beamwidth 
 

2.9 deg. 

Antenna Efficiency (%) 
 

91.56% 

Bandwidth (MHz) 
 

C-band  433.7 MHz 

X-band 253 MHz  
and 195.2 MHz 

 
      The results in the Table I reveal that the proposed Dual 
Band WDF Cassegrain antenna system is useful for both C 
and X-band applications like satellite communications 
transmissions, Wi-Fi, cordless telephones, weather radar 
systems, medical applications and other wireless systems. 

V. LINK BUDGET OPTIMIZATION 
      The results obtained from the link budget calculator are 
shown below [11]- 
 
A.   Uplink Budget 
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B.   Downlink Budget  
  
 
 
 
 
 
 

                                                                                  
 
        
 
 
        
      The results obtained from the link budget calculator shows 
that our proposed antenna system is practically realizable by 
showing similarity between the gain obtained by simulation 
and the gain obtained by the calculator which is approximately 
equal to 29 dB. 
 

VI. COST CALCULATION 
       Large antennas are expensive to construct and install, with 
costs exceeding $1M for 30-m diameter fully steerable 
antennas [12]. The cost of large fully steerable antennas has 
been quoted as [13]- 
 

Cost= $ y(D)2.7                                     (1) 
  
       where, D is the diameter of the antenna aperture in feet. 
The constant y in equation (1) depends on the currency used 
and inflation, but might typically be around five U.S. dollars 
in the early 1980s.  
 
       The diameter of the proposed Dual Band WDF Cassegrain 
antenna aperture is 50 cm i.e.; 1.640419948 feet which in turn 
gives- 
 
                 Cost = $ y(D)2.7 = $ {5 × (1.64041998)2.7} 
                                            = $ 19.02605 
 

VII. CONCLUSION 
      The design of a Dual Band Waveguide Dipole Feed 
Cassegrain antenna and its performance analysis for both C 
and X-band along with the link budget optimization has been 
demonstrated in this paper. The simulation results of the 
proposed antenna system resemble very good performance. 
The results obtained from the link budget calculator show that 
our proposed antenna system is practically realizable by 
showing similarity between the gain obtained by simulation 
and the gain obtained by the calculator. Also the cost 
calculation reveals that our proposed antenna system is cost 

effective. In this paper, CST Microwave Studio software has 
been used for all the simulations which provide effective and 
satisfactory results. The proposed antenna system provides 
high gain, directivity, half power beamwidth, efficiency and 
bandwidth. It also shows very low value in case of VSWR 
which is near about unity that satisfies the antenna 
specification.  
       

VIII. FUTURE WORK 
      We will try to design an Ultra-Wide band satellite antenna 
system and to develop practical infrastructure of the above 
mentioned antenna system.  
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Abstract— This paper compares the performance of single user  
and multiuser with Walsh Hadamard  spreading sequences for 
relay assisted wireless link as well as direct link. Space Time 
Block Coding (STBC) is used for encoding the information at 
user’s handset and relay. Input information are mapped using 
Walsh Hadamard spreading sequences and send to a QPSK or 16 
QAM or 64 QAM modulator. Modulated symbols are encoded by 
STBC encoder and split into n streams which are simultaneously 
transmitted using n transmit antennas. Relay receives the 
rayleigh fading effected signals where it decodes and forwards 
the signals for destination after further encoding using STBC. It 
is observed that there is around 9-12 dB coding gain for using 
Walsh Hadamard  spreading sequences in multiuser system and 
there is around 11 dB coding gain for using relay in the MIMO 
system. 

Keywords—Multiuser, Walsh Hadamard  Spreading 
Sequences,  STBC, MIMO, Relay. 

I.  INTRODUCTION  
Direct Sequence Spread Spectrum (DSSS) is an important 

technology for multiuser applications and there has been 
considerable research on it over the past several decades [1-3]. 
In DSSS system, the information signal is modulated by a 
spreading sequence prior to transmission, and the spreading 
sequence is typically known to the desired user’s receiver, 
where it used to perform the dispreading the signal and recover 
the transmitted information. Walsh-Hadamard and Gold 
spreading codes are widely used for DSSS. In our research, we 
have used Walsh Hadamard spreading sequences. Walsh 
Hadamard sequences are orthogonal, so it is very convenient to 
use for multiple users.  

On the other hand, Space Time Block Coding (STBC) has 
received huge attention for supporting much greater data rate 
and higher reliability than the single Input Single Output 
(SISO) system [4-12]. So, information of every user is encoded 
by STBC before transmission to get higher data rate and better 
BER performance. We have further included relay for 
decoding and forwarding the transmitted information to 
provide long distance wireless communication as well as 
further improving the capacity and transmission reliability [13-
16]. 

Relay assisted multiuser communications have been widely 
studied [17-39] but mostly precoding techniquies have been 
used [33-38]. In [39] non orthogonal spreading codes are used 
but it is not MIMO system. In this paper, we have studied a 
relay assisted multiuser MIMO wireless communication with 
orthogonal Walsh Hadamard sequences and our scheme 
performs better than earlier proposed schemes with respect to 
BER. 

II. SYSTEM MODEL 
Consider an uplink wireless communication with u  active 

users. Each user and relay are equipped with two transmit 
antennas ( 2=n ), whereas the relay and destination are 
equipped with 2/3/4 receive antennas ( 4/3/2=m ) as shown 
in fig.1 and fig. 2. In the following, we will first describe the 
structure of transmitter of user followed by the channel model 
with decoding and reencoding the signal at relay and the base 
station receiver design. 

A. Encoding at Transmitter of  User 
The information bit sequences ub for each user u, u=1,…,k, 

are mapped using spreading code. Different rows of Walsh 
Hadamard matrix ( pw ) are used for different user as 
spreading code. Walsh Hadamard sequences belong to the 
binary sample space, and therefore, they have fixed power. 
Walsh Hadamard sequences are available for lengths that are 
powers of 2 which can be write as: 

⎥
⎦

⎤
⎢
⎣

⎡
−+
++

=
11
11

2W
 

For many users we use the larger matrices by using the 
recursion as: 

⎥
⎦

⎤
⎢
⎣

⎡
−

=
pp

pp
p WW

WW
W2

 
 Suppose four users are communication to base station, so 

we can write the matrix for four user as : 
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Fig. 2. Block diagram of transmitter of every user 

TABLE I. THE ENCODING AND TRANSMISSION SEQUENCE FOR TWO
TRANSMISSION ANTENNAS OF  USER’S HANDSET  

 Antenna-I Antenna-II 
Time slot-I  (s1) u (s2) u 
Time slot-II 

(-s *
2 ) u (s *

1 ) u 

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

+−
−−

−+
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−+
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−+
++

=

11
11

11
11

11
11

11
11

4W

 
If the each row of Walsh Hadamard sequences is 

represented by ur , the mapped bits of each user are uuu rbm = . 
. A QPSK or 16 QAM or 64 QAM modulator modulates the 
mapped bits um . Modulated symbols are encoded using STBC 
encoder before transmission according to table I . 

B. Received Signal at Relay  

     If the signals i
ts , i =1, 2, ... n  are transmitted 

simultaneously at each time slot t  using 2  transmit antennas 
of each user’s handset u , then the signal received at antenna 
j of relay can be written as:  

                                                     
 

 

where ( )uj
tr is the received symbol on the thj  receiver 

antenna of relay at time slot t of user u  

( )
u

SR
ji

p
,

is path loss from transmit antenna i of source to  

receive antenna  j of relay of user u  and
2

1
,

SR

SR

d
p

ji
α  

 

( )
ujih , is the path gain from transmit antenna i  to receive 

antenna j  of user u . The path gains are modeled as samples 
of independent complex Gaussian random variables with 
variance 0.5 per real dimension. The wireless channel is 
assumed to be quasi-static so that the path gains are constant 
over a frame of length l and vary from one frame to another. 

( )us is the transmitted symbol at time slot t  of user u  
and 

( )uj
tn is the noise on thj  receive antenna at time slot t  of 

user u . It is assumed that the noise on each receive antenna at 
each time slot is independent from the noise on the other 
receive antennas. 
It is considered that jijiij hpH ,,= , then (1) can be rewritten as: 

                ( ) ( ) ( ) ( )uj
t

i
u

i
tujiu

j
t nsHr +=∑
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1
,                              (2) 

 

C. Decoding at relay  
For detecting symbols ( )us1  and ( )us 2 of two transmit 

antennas of every user, (3) and (4) decision metrics have been 
used [4-5]  

 
 
        
 

 
               

 
 

 

 
 
 
 

Fig. 1. System  Block diagram 

R
e
l
a
y 

 
User -I 

 

 
User -K 

 

 
 

Despreading 
 

Combiner 
And 

Estimator 
 

Demodulator 
QPSK/ 

16QAM/ 
64 QAM 

 
 

Output 

( ) ( ) ( ) ( ) ( )uj
t

i
u

i
tujiu

SR
u

j
t nshpr

ji
+=∑

=

2

1
,, (1)

( ) ( ) ( ) ( ) ( )

( ) ( ) 2
1

2

1

2
,

1

2

1
1

,2
*

2
*
,11

1 u
i

uji

m

j

u

m

j
uju

j
uju

j

sH

sHrHr

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
+−+

−
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞⎜

⎝
⎛ +

∑∑

∑

==

= (3) 

                                                                                                   93



 
 
 
 
 
 
 
 
 
 
we denote the detected symbols of two tansmit antennas 
as ( )us1ˆ  and ( )us 2ˆ .  
 

D. Encoding at relay: 
STBC encoder of relay encodes the decoded symbols 

( )us1ˆ and ( )us 2ˆ according to the Table II and then at each 

time slot t, signals ( )ui
tŝ , i =1, 2, … n are transmitted 

simultaneously using two transmit antennas. 

 

E. Received signal at destination: 

At time t the signal ty , received at destination, is given by 

         ( ) ( )
uuujiu
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where ( )uj
ty is the received symbol on the thj  receiver 

antenna of destination at time slot t of user u  

    ( )
u

RD
ji

p
,

is path loss from transmit antenna i of source to  

receive antenna  j of destination of user u  and
2

1
,

RD

RD

d
p

ji
α  

 
( )

ujia , is the path gain from transmit antenna i  to receive 
antenna j  of user u . 

u

i
ts ⎟
⎠
⎞⎜

⎝
⎛ ˆ  is the transmitted symbol from transmit antenna i   

of user u  at each time slot t. 

u

j
t ⎟
⎠
⎞⎜

⎝
⎛η is the noise on thj  receive antenna at time slot t  

of user u .  

     It is considered that i
RD

i aPA
i

= , then (8) can be  rewritten 
as: 

  ( )
uuuji

u

j
t

i
i
tsAj

ty ⎟
⎠
⎞⎜

⎝
⎛+∑

=
⎟
⎠
⎞⎜

⎝
⎛=⎟

⎠
⎞⎜

⎝
⎛ η

2

1
ˆ,                        (6) 

 

F. Decodingl at Destination  
The combiner combines received signals of destination 

which are then sent to the maximum likelihood detector. For 
detecting symbols 1ŝ  and 2ŝ of two transmit antennas, (7) 
and (8) decision metrics have been used.  

 

 

 

 

 

 

 

 

 

 

 

 

The detected symbols are demodulated by a QPSK or 16 
QAM or 64 QAM demodulator to extract the um̂ . A bank of 
match filter is used to determine the coding sequence used by 
the transmitter where the received signal is matched to a 
different coding waveform to get the output ub̂ of user u  using 
the following : 

                            =ub̂ um̂ T
ur                                        (9) 

where T
ur is the transpose of the Walsh Hadamard 

sequences for user u  

III. SIMULATION RESULTS 
In this section, computer simulation is carried out to show 

the BER performance of the proposed system. The results are 
evaluated for several combinations of Tx and Rx antennas with 
and without relay. 64 QAM is used for simulation. It is 
considered that relay is placed at the middle of source and 
destination. We used two terms in fig.5-fig .7: Direct Link 
(DL) and Via Relay Link (VRL).  DL means that information 
pass from source to destination without relay. On the other 
hand, VRL means that information pass from source to relay 
and then from relay to destination. 10 users is considered to 
simulate the system with Walsh Hadamard sequences.  

We present the BERs to compare the performance of single 
user and multiuser with and without Walsh Hadamard 
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TABLE II. THE ENCODING AND TRANSMISSION SEQUENCE FOR TWO
TRANSMISSION ANTENNAS  OF RELAY 
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Time slot-I ( )us1ˆ  ( )us 2ˆ  

Time slot-II ( )
u

s *
2

ˆ−  ( )us *
1ˆ  

( ) ( ) ( ) ( ) ( )

( ) ( ) 2
1

2

1

2
,

1

2

1
1

,2
*

2
*
,11

ˆ1

ˆ

u
i

uji

m

j

u

m

j
uju

j
uju

j

sA

sAyAy

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
+−+

−
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞⎜

⎝
⎛ +

∑∑

∑

==

= (7) 

( ) ( ) ( ) ( ) ( )

( ) ( ) 2
2

2

1

2
,

1

2

2
1

,1
*

2
*
,21

ˆ1

ˆ

u
i

uji

m

j

u

m

j
uju

j
uju

j

sA

sAyAy

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
+−+

−
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞⎜

⎝
⎛ −

∑∑

∑

==

=
 (8) 

                                                                                                   94



sequences in fig.3. It also compares the performance of relay 
assisted link with direct link where user’s handset is equipped 
with 2 Tx, relay is equipped with 2 Tx and 2 Rx and base station 
is equipped with 2 Rx. It is observed that multiuser system with 
Walsh Hadamard sequences provides 12 dB coding compared 
to single user without Walsh Hadamard sequences at 10-5 and 
is around 11 dB gain for using relay with the same 
configuration at 10-5.  

Fig. 4 shows the performance of of multiuser and single 
user with and without Walsh Hadamard sequences where 

user’s handset is equipped with 2 Tx, relay is equipped with 2 
Tx and 3 Rx and base station is equipped with 3 Rx. It also 
compares the performance of relay assisted link with direct 
link. It is observed that multiuser system with Walsh 
Hadamard sequences provides 10 dB coding compared single 
user without Walsh Hadamard sequences at 10-5 and there is 
around 11 dB gain for using relay with the same configuration 
at 10-5.  

      Fig. 5 shows the performance of of multiuser and 
single user with and without Walsh Hadamard sequences 

Fig. 4.  BER performance comparison of direct line and via relay link with 2Tx & 
3Rx for single user and multiuser with and without Hadamard sequences 

Fig. 3.  BER performance comparison of direct line and via relay link with 2Tx & 
2Rx for single user and multiuser with and without Hadamard sequences 
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where user’s handset is equipped with 2 Tx, relay is equipped 
with 2 Tx and 4 Rx and base station is equipped with 4 Rx. It 
also compares the performance of relay assisted link with 
direct link. It is observed that multiuser system with Walsh 
Hadamard sequences provides 9 dB coding compared to single 
user without Walsh Hadamard sequences at 10-5. There is 
around 11 dB gain for using relay with the same configuration 
at 10-5.  

IV. CONCLUSION 
From the simulations results, it is observed that Walsh 

Hadamard sequences make a significant difference in 
performance with respect to BER. It is possible to get 9-12 dB 
gain by using Walsh Hadamard sequences for multiuser system 
with different combination of transmit and receive antennas at 
a BER of 10-5. And the performance can be further improved 
by employing relay between source and destination. It is 
possible to get around 11 dB gains by using relay in the 
system. 
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Abstract— This paper investigates the effect on performance 
for placing a decode and forward MIMO relay at different 
position between source and destination for wireless uplink in 
the presence of rayleigh fading where source is equipped with 
single transmit antenna, relay is equipped with multiple 
transmit and receive  antennas, and destination has multiple 
receive antennas. It is observed that relay at 0.4 and/or 0.5 
and/or 0.6 provides best performance. On the other hand, relay 
at 0.2 and/or 0.8 shows the worst performance. That is, the 
system shows the best performance placing relay at the middle 
of the source and the destination, or slightly closer to middle. 
And the system shows the worse performance placing relay 
close to the source or the destination. It is also observed that 
relay at 0.4 or 0.5 or 0.6 provides 5 dB to 12 dB gains at 10-5 
compared to relay at 0.2 or 0.8. 

Keywords—Space Time Block Code; MIMO; Relay; Decode 
and Forward; Uplink; Wireless Communication. 

I.  INTRODUCTION  
Wireless relaying techniques have been receiving a 

considerable attention for providing significant 
improvements on coverage and performance. In wireless 
relay networks, signals are transmitted from source to 
destination through a number of relay. Relay accepts the 
signal from source or/and from other relays, improves the 
qualities of signal and retransmits it to the destination. There 
are mainly two types of relays: Amplify and Forward (AF) 
and Decode and Forward (DF). AF simply amplifies the 
incoming signal and forwards it to the destination without 
any attempt to decode it. AF relay is easy to implement but 
cannot achieve high performance gain. On the other hand, 
DF decodes the incoming signal, re-encodes it, and then 
retransmits it to the destination. Although the complexity of 
DF is high but can obtain high performance gain [1]. So we 
have used DF to show the performance of our system. 

On the other hand, multiple transmit and/or receive 
antennas promises very high data rates on a scattering-rich 
wireless channel, especially when propagation environment 
or channel is known at the receiver. Two types of 
transmission techniques are used in the MIMO system. One 
is transmit diversity in which different duplicates of the 
same transmission sequence are transmitted through 
different transmission antennas. One of the typical transmit 

diversity technique is Space Time Block Coding (STBC) [2-
7]. The other one is transmitting multiplexing in which 
different transmission sequences are transmitted through 
different transmission antennas. The typical transmitting 
multiplexing technique is Bell Labs Layered Space-Time 
(BLAST)[8,9]. In this paper we have used STBC to show 
the performance of our system. 
     Relay assisted wireless communication has been widely 
studied [10-42]. [10-13] show the performance of relay 
using amplifying and forwarding. [14-16] show the 
performance of relay having difference time slot to transmit 
information. [17-25] show the performance of relay having 
single antenna at source, relay and destination. [26-28] show 
the performance of relay having single antenna at source and 
destination but multiple antennas at relay. [29-42] show the 
performance of relay having multiple antennas at source, 
relay and destination. Our previous paper investigates the 
performance of relay assisted uplink wireless 
communication by placing relay only at middle of source 
and destination where source is equipped with single 
transmit antenna, relay is equipped with multiple transmit 
and receive antennas, and destination is equipped with 
multiple receive antennas [43].  This paper investigates the 
effect on performance for placing relay at different position 
with the same configuration of our previous paper because 
the transmission power saving can be optimized by placing 
relay at different location. 

II. SYSTEM MODEL 
It is considered that the system consists of source, relay 

and destination where source is equipped with single 
transmitte antenna and relay is equipped with multiple 
transmit antennas and multiple receive antennas, and 
destination is equipped with multiple receiving antennas. 
Data are modulated by a QPSK or 16 QAM or 64 QAM 
modulator before transmitting as shown in Fig.1.   

A. Received Signal at Relay  
If the symbol transmitted by transmit antenna is s , then 

the signal received by the receiving antennas at relay can be 
written as: 
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                         insihir +=                                        (1) 

 
where ir is the received symbol on the ith receiver 

antenna of relay. 

ih is the channel on the ith receive antenna. It is 
assumed that the channel experienced by each receive 
antenna is independent from the channel experienced by 
other receive antennas. And the channel hi is know at the 
receiver. 

s is the transmitted symbol and 

in is the noise on ith receive antenna. It is assumed that 
the noise on each receive antenna is independent from the 
noise on the other receive antennas. 
      The combiner combines received signals which are then 
sent to the maximum likelihood detector. The combiner 
generates the following signals [44-45]: 
 
s~ =h *

1  r1 + h2 r
*
2  + h *

3  r3 +h4 r
*
4 ------ h *

1−n  rn-1 +hn r
*
n      (2) 

Maximum likelihood decoding of combined signal s~  
can be achieved using the decision metric:  

                                                                                              

     (3) 

 

over all possible values of s . 

We expand the above equation and delete the terms that are 
independent of the code words. So the above can be rewrite: 
 
 

 
 
                                                                                      (4) 
 
 
 

 For detecting s at relay, we use the following decision 
metric.                                                        

 
 
 
 

B. Encoding using STBC and retransmitting from relay: 
STBC encoder encodes the decoded symbols of relay 

according to the Table I and then at each time slot t, 
signals i

tS , i =1, 2, … n are transmitted simultaneously using 
n transmit antennas. 

C. Received signal at destination: 

At time t the signal j
ty , received at antenna j of 

destination, is given by 

                             j
t

n

i
i
tSj

ty ji ηα +∑
=

=
1

,                            (6) 

where j
ty is the received symbol on the jth receiver 

antenna of destination at time t. 
ji,α is the channel from transmit antenna i to receive 

antenna  j. 
i
tS  is the transmitted symbol from transmit antenna i   

at each time slot t. 
j

tη is the noise from transmit antenna i to receive 
antenna  j. 

 
The combiner combines received signals of destination 

which are then sent to the maximum likelihood detector. For 
detecting symbols 1s  and 2s , (7) and (8) decision metrics 
have been used [2, 3]: 
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Fig. 1. System  Block diagram 
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TABLE I.  THE ENCODING AND TRANSMISSION SEQUENCE FOR 
TWO TRANSMISSION ANTENNAS OF ALAMOUTI WITH CODE RATE ONE  

 Antenna-I Antenna-II 
Time slot-I x1 x2 
Time slot-II 

-x *
2  x *

1  

Fig. 2.  Direct Link and Via Relay Link 
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The detected symbols are demodulated by 64QAM 
demodulator to get the output. 

III. SIMULATION RESULTS 
In this section, computer simulation is carried out to 

show the BER performance of the proposed system. The 
results are evaluated for several combinations of Tx and Rx 
antennas with relay placing at different position (at 0.2, 0.4, 
0.5, 0.6 and 0.8) as shown in fig. 2. 64 QAM is used for 
simulation. 
Fig. 3 shows the performance of wireless uplink for placing 
relay at different position (at 0.2, 0.4, 0.5, 0.6 and 0.8) where 
relay is equipped with 2Tx & 2Rx and destination is 
equipped with 2 Rx. It is observed that relay at 0.8 shows the 
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Fig. 3.  BER performance comparisons of wireless uplink for placing relay at 
different position where relay is equipped with 2Tx & 2Rx  and destination is 

equipped with 2 Rx 

Fig. 4.  BER performance comparisons of wireless uplink for placing relay at 
different position where relay is equipped with 2Tx & 3Rx  and destination is 

equipped with 2 Rx 
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worst performance. Relay at 0.6, 0.5, 0.4, 0.2 provides 7 dB, 
10 dB, 12 dB and 6 dB gain at 10-5 respectively compared to 
relay at 0.8. And relay at 0.4 shows the best performance. 

Fig. 4 shows the performance of wireless uplink for placing 
relay at different position (at 0.2, 0.4, 0.5, 0.6 and 0.8) where 
relay is equipped with 2Tx & 3Rx  and destination is 
equipped with 2 Rx .It is observed that relay at 0.8 and 0.2 
shows the worst performance. Relay at 0.6, 0.5 and 0.4 
provides 5 db,7 dB, 6 dB gain at 10-5 respectively compared 
to relay at 0.8 or 0.2. And relay at 0.5 shows the best 
performance. 

Fig. 5 shows the performance of wireless uplink for 
placing relay at different position (at 0.2, 0.4, 0.5, 0.6 and 

0.8) where relay is equipped with 2Tx & 4Rx  and 
destination is equipped with 2 Rx .It is observed that relay at 
0.2 shows the worst performance. Relay at 0.8, 0.6, 0.5 and 
0.4 provides 2 dB, 7 dB, 7 dB and 5 dB gain at 10-5 
respectively compared to relay at 0.2. And relay at 0.5 and 
0.6 shows the best performance. 

Fig. 6 shows the performance of wireless uplink for 
placing relay at different position (at 0.2, 0.4, 0.5, 0.6 and 
0.8) where relay is equipped with 2Tx & 5Rx  and 
destination is equipped with 2 Rx .It is observed that relay at 
0.2 shows the worst performance. Relay at 0.8, 0.6, 0.5 and 
0.4 provides 3 dB, 8 dB, 8 dB and 5 dB gains at 10-5 
respectively compared to relay at 0.2. And relay at 0.5 and 
0.6 shows the best performance. 

Fig. 5.  BER performance comparisons of wireless uplink for placing relay at 
different position where relay is equipped with 2Tx & 4Rx  and destination is 

equipped with 2 Rx 

Fig. 6.  BER performance comparisons of wireless uplink for placing relay at 
different position where relay is equipped with 2Tx & 5Rx  and destination is 

equipped with 2 Rx 
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Fig. 7 shows the performance of wireless uplink for 
placing relay at different position (at 0.2, 0.4, 0.5, 0.6 and 
0.8) where relay is equipped with 2Tx & 6Rx  and 
destination is equipped with 2 Rx .It is observed that relay at 
0.2 shows the worst performance. Relay at 0.8, 0.6, 0.5 and 
0.4 provides 5 dB, 10 dB, 8 dB and 6 dB gains at 10-5 

respectively compared to relay at 0.2. And relay at 0.6 shows 
the best performance. 

 

IV. CONCLUSION 
From the simulations results, it is observed that if the 

relay is placed at the middle of the source and the 
destination, or slightly closer to middle, the system shows the 
best performance. On the other hand, if the relay is near to 
source or near to destination, the system shows the worst 
performance.  So the preferred position of the relay is the 
middle between the source and destination or slightly closer 
to middle.  
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Abstract—With the rapid development of technology, e-learning 
pretends to be more useful and popular in education. E-learning 
can be used in or out of the classroom. Courseware is becoming a 
well known form of e-learning in present days. It helps to convert 
the conventional process of learning and teaching towards e-
learning. Different educational organizations are providing their 
resources to all through Courseware. In this paper, authors 
attempt to give an overview of some of the renowned online 
courseware.  The authors have performed a comparative analysis 
among those courseware and then summarize them in the form of 
table and tree so that their overall structure can be easily 
approximated.  After studying the similarities and dissimilarities 
among various contents provided by various courseware, the 
authors have proposed a design approach for an integrated 
global online courseware which will combine all the facilities of 
all courseware into a single one. A methodology for the 
fulfillment of the proposed idea has also been proposed with 
proper demonstration by Venn diagram. If the integrated 
courseware can be developed, then both of the instructors and 
learners will be benefitted. Because of integrating all relevant 
contents to relevant courses, it will be more beneficial for the 
third world learners also. The completion of the proposed idea 
requires the permission from the concerned authority. But if the 
idea can draw the attention of the authority, then it will surely be 
one of the steps to globalization of learning especially for the self 
learners. 
     Keywords— Courseware, E-learning, Globalization, Venn 
Diagram. 

I.  INTRODUCTION 
     New and innovative ways of learning and teaching are now 
being emerged through the improvements in web technologies 
and the increased influence of the World Wide Web. E-
learning means the use of these ways in learning and teaching. 
Present e-learning system technologies and services enable 
actions that allow users to be self learners, actively 
participating in the on-line learning process. There are several 
forms of e-learning such as multimedia based f2f learning, 
computer-based training, web-based training, online learning 
etc. Several institutions use e-learning in the form of 
courseware. Courseware is an additional educational software 
material that is used as kits for teachers or trainers and as 
tutorials for students, for use with a self-learning or coach 
assisted program. There are several papers based on e-learning 
and courseware. L. Vicent et al. [1] conducted a survey upon 
the effects of multimedia lecture and traditional lecture. The 
result shows that multimedia processes for learning is better 
than traditional. But, bad functional technology disturbs 

multimedia process sometimes. F. Buendia et al. [2] proposed a 
system that allows students to send their system program using 
the web forms, execute them in a native operating system and 
receive their results and feedback information through web-
browsers. L. Zhang et al. [3] propose an assessment model 
based on Bayesian networks, which assess learning status by 
knowledge map after absorbing and analyzing test results. A 
survey is conducted based on academic results and a 
questionnaire (MCQ) which shows that 1% student’s attitude is 
negative that is, they are not satisfied. The authors have no way 
to know their mentality and what they actually require. N. 
Hoic-Bozic et al. [4] describes a blended learning approach to 
course design and implementation using a LMS named 
AHyCo, applied to the senior students in the undergraduate 
program in a Mathematics and Information Science major at 
the department of Information Science. But, it is appropriate 
only where student/ instructor ratio is lower. J. R. Galvão et al. 
[5] analyzed various courseware features that are available on 
the internet and propose a new model that is based on some of 
the technologies, such as computers and Telecommunication. 

The paper is structured as follows. In Section II, definition 
and types of courseware are described with the present status 
of overall courseware. Their tree and table representations are 
described in Section III with a brief overview of our analyzed 
courseware. In this section, a comparative analysis is made 
according to dissimilarity. In Section IV, our proposed 
methodology for course design and development with 
application is explained. Benefits of the proposed idea and 
challenges to do this are given in Section V and VI 
respectively. Finally, the conclusions are summarized in 
Section VIII. 

II. CONCEPT OF COURSEWARE? 
All human beings have the right to learn, improve, and 

progress. Educational opportunity is the way by which they 
can fulfill that right. In this century, most of the persons 
related with education require delivering and acquiring 
knowledge with the use of technology. Technology is one of 
the biggest reasons for courseware. A courseware can be: (1) 
Visual – “hands on” type of person; Need pictures, graphs, etc. 
to learn and apply material, (2) Non-Visual - can apply learned 
material from just reading it. We can also characterize a 
courseware in the following sense: (1) On CD-ROMs – visual 
and customizable, (2) Books and Text – non-visual and very 
standardized, (3) On the internet – visual and accessible [6]. 
We are about to integrate the third type of courseware. There 
are different types of courseware user such as students, 
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educator, self-learner etc. The MIT open courseware conducts 
a survey based on who use their courseware and represents the 
result in a pie chart [7] where the chart shows that the 
maximum number (43%) of courseware users is self learners 
whereas the percentage of using courseware by educators, 
students and others are 9%, 42% and 6% respectively. So, we 
are concerned about designing an integrated courseware which 
will help all of the self learners. For a knowledge seeker, it 
will be time consuming to search all the individual courseware 
to acquire vast knowledge about a desired topic. But, if all the 
contents can be supplied by only a single courseware, then all 
the users will be benefitted. 

We have analyzed several online courseware. Most of 
them are for undergraduate students. There are only a few for 
the post graduate students. Courseware for primary level 
students is even less. Khan academy [8] is one of this. No 
courseware is present for disable students. Different 
courseware have their own structure (not following any 
general structure). Courseware of different universities uses 
different books of different writers for providing contents to a 
course. There is an absence of content clustering technique for 
course material. For example, a course named ‘Database 
System’ may be taught from the book written by Korth or 
from the book written by Jeffrey Ullman or so on. Several 
books may contain several new topics and new methods for 
making a topic understandable on the same subject. In this 
case, existing courseware do not provide all topics from all 
books. But content clustering is very much necessary for self-
learners. Though, there exist some attempts to integrate 
courseware, such as edx [9], open courseware consortium [10] 
etc. But, edx, combining different courseware, provides only 
some special courses. They also do not combine all 
courseware components, which may also be needed for a 
learner. They have combined courseware from several 
renowned universities such as MIT, Havard University, 
Berkely (University of California), The University of Texas 
System.  So, here we do not get all courses in a single one. On 
the other hand, in open courseware consortium, they also 
provide some link of courseware for different courses. So, as 
usual we need to visit all courseware sites for acquiring 
knowledge. 

III. A COMPARATIVE ANALYSIS 
We have analyzed 9 courseware provided by different reputed 
institutions. Different institutions present their courseware in 
different styles. All are designed to be appropriate in their own 
perspectives. MIT OpenCourseWare is a web-based 
publication of virtually all MIT courses (more than 2,000) 
content [11]. Open Yale Courses provide free and open access 
to a selection of introductory courses taught by distinguished 
teachers and scholars at Yale University [12]. Notre Dame 
OCW is a free and open educational resource provided by the 
Notre Dame University for faculty, students, and self-learners 
throughout the world [13]. Connexions is a place to view and 
share educational material made of small knowledge chunks 
called modules that can be organized as courses, books, 
reports, etc. [14]. Utah State OpenCourseWare is a collection 
of educational material used in the formal campus courses of 
Utah State University, and seeks to provide people around the 

world with an opportunity to access high quality learning 
opportunities [15]. Open Michigan, free learning from 

Figure 1.  Overview of Courseware Provided by UtahState University 

University of Michigan helps people find, use, and create 
openly licensed content and provides a space to share their 
educational content [16]. 

A. Representation 
After analyzing all courseware, we make a tree representation 
of all of them to make them structured. A tree helps to 
represent hierarchical data. So, the tree representation 
established by us will help to easily understand a courseware. 
A tree shows the navigation through a courseware at a glance. 
At first a tree representation of each courseware is made. 
When the tree is constructed, we can convert it to an 
equivalent table. The overview of courseware provided by 
UtahState University [15] as a table got from tree 
representation is represented in fig. 1. Table representation is 
important, because it will help us to compare different 
courseware on the basis of some common criteria. We have 
found that about 50% of the courseware don’t fulfill sufficient 
contents for a specific course. Some courseware provides 
unnecessary level or specification for getting a course 
material. Though so much specification may be time 
consuming and boring, nevertheless it helps to find a course 
material quickly. MIT is a vast courseware. But here, if the 
users can search course by department, then the ‘find by topic’ 
portion seems to be not required especially for self learners 
(Table I). In Notre Dame and Utah State University, there is 
no easy option of searching, like --search by dept. But, Notre 
Dame University provides bibliography for each course which 
can be useful for a knowledge seeker. Open Yale University 
provides support for buying books. Connexions has two 
important search options –search by Author & search by 
Keywords. Some institutions provide online courses only for 
some specific field. As for example, JHSPH [17] provides 
courses related only health. University of Washington [18] and 
CS50 [19] provide courses related only computer science. 
Now, if one equivalent table can be obtained from one tree, 
then the table I can be found from observing other courseware. 
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In this table, similar components are kept in the same level, 
even though they are not the member of that level. For 
example, courseware from Open Michigan has Find in the 
first level, but it has been kept in the 2nd level in table I. In this 
table ‘…….’ represents that there are more contents, which is 
not shown due to space congestion. 

B. Percentage of Dissimilarity 

We make a mathematical analysis for extracting the 
dissimilarities among all courseware and express them in a 
percentage form. Every level of each courseware is compared 
for dissimilarity with every level of all other courseware. In 
the present context, the number of comparison will be (9!), 
because here 9 different courseware have been analyzed. To 
make this comparison, we first assign a weight for each level 
of the courseware. Weights of levels are assigned according to 
their importance. Last level is the most important level, we 
want to consider. Since, it provides the desired courses and 
course materials. We primarily work for first seven levels. 
Assigned weights are shown in table I. For example, 1st 
level=5 in the third column, here 5 represents the weight of 1st 
level. Obtained percentage on the basis of dissimilarity among 
courseware is given in the table II. For all diagonal elements,    
similarities will be 100%, because comparison occurs itself. 
So, dissimilarity is 0%. If we consider for ID (1, 2) that 1st 
level of ID 1 contains 6 elements and 1st level of ID 2 contains 
5 elements. There are 2 elements which are common in both 
ID 1 and ID 2. So, Similarity = (2*5)/9=1.11. Here, 2 is the 
number of common elements, 5 is the assigned weight and 
9(6+5-2) is the number of elements which is found by 

applying union operation between the 1st level elements of ID 
1 and ID 2.  If all the elements of these two IDs in this level 
were matched, then their matching was assigned as 5. If a less 
matching is found, then a matching<5 is provided. For 2nd, 3rd 
and 4th levels, ID 1 contains value, but ID 2 not. So we can say 
that for these three levels, similarity=0% and 
dissimilarity=100%. Similarly, the values for other levels are 
measured. Now, for ID (1, 2) total similar weight = 1.11+0 
+0+0+0.1525+0.2376+3=4.5001. The values of other levels 
are also assumed. Now, percentage of weight= 
(4.5001*100)/56=8.04%. Here, 56 is the total weight 
(5+6+7+8+9+10+11=56). Now, percentage of dissimilarity is 
found by subtracting the obtained result from 100. The 
percentage of this example is found manually. This technique 
has been applied in the program with real data and we find the 
table II. After getting the results, we manually check some of 
the percentages. We would never claim that these percentages 
are correct, because no synonym table is used.  The 
mathematical calculation is correct, but when we are 
concerned with the terms like true positive, false positive, true 
negative and false negative, the result is too much inaccurate. 
True positive is very weak, because without a synonym table, 
the program is unable to recognize that the course ‘Basic 
Database’ and ‘Database System’ are the same. So, the 
possibility of false negative is very high. Again, there may 
also be some words with same name but different meaning. 
For example, the spelling of a ‘table’ in database and a 
furniture ‘table’ are same, but their meanings are never the 
same. So, there may also have some false positive. Even 
though we have used a program to compute the percentage, 
many works have been done manually. 

TABLE I.  TABULAR REPRESENTATION OF DIFFERENT COURSEWARE

ID Courseware  
Origin 

1st 
level=5 

2nd 
level=6 

3rd level=7 4th 
level=8 

5th level=9 6th level=10 7th level=11 ……….. 
nth 
level=n 

1 Massachusetts 
institute of 
technology 

Courses
….. 

Find 
course by 

Topic, 
MIT 
courseNo, 
Dept 

School 
of 
science, 
----- 

Biology----
--,(6) 

Genetics 
----- 

syllabus,  lecture note, 
assignment, exam,------ 

2 Utah state 
University 

Courses
…… 

   Anthropolo
gy,------- 

Cultural 
anthropology 

Syllabus, schedule, 
about professor,-- 

3 Notre dame 
University 

Courses
…… 

Areas of 
study 

  Aerospace 
and 
mechanical 
engg., …… 

Thermo-
dynamics, -------
- 

lesson, bibliography,  
additional resources,--- 

4 Open Yale 
University 

Courses
…… 

View all 
courses 

Dept, 
course 
title, 
course no, 
----- 

  Environmental 
politics and law, 
……………… 

Session, survey, buy 
books, 
……………… 

5 Connexions Content
…….. 

Search 
for 
content, 
Browse 
content 

Sub, title, 
keyword, 
all 
collection 
………. 

Arts, 
Science 
………. 

Arts and culture,  
……………….. 

E-mail, PDF, 
………… 

6 CS50  Search Course 
name, .. 

  Mobile software 
engineering,---- 

Problem set, quizzes,----
- 

7 Open Michigan Connect
…….. 

Find  Engg, 
…….. 

Chemical 
engg, 
 …… 

Process 
dynamics and 
controls , ……. 

Overview, highlights, 
…………. 

8 JHSPH OCW Course, 
topics, 
......... 

   Adolescent 
Health,…
………. 

Child health & 
development, 
……………. 

Syllabus, readings , 
……………. 

9 University of 
Washington 

Courses     Computer 
programming 
……………… 

Lecture , homework , 
------------ 
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TABLE II.  PERCENTAGE OF DISSIMILARITIES 

Figure 2.  Percentage of Dissimilarity Chart 

The values in table II are represented by the column chart 
given in fig. 2. After analyzing the percentage of similarities, 
we have found that there exists high dissimilarity in most of 
the courseware. Every courseware has at least a new idea. 
Some contents are important, but we see that one courseware 
have it, but others do not have. In this case, integration will 
combine all of the new ideas from different courseware. 

IV. COURSE DESIGN & DEVELOPMENT 
The present era is an era of globalization. Now-a-days 

every conscious economic, financial, trade related institutes 
want to communicate with other similar organizations to get 
the advantages of globalization. There are different attempts to 
do this. BDREN [20] is one such attempt, which is an 
exclusive super highway communication network, linking 
education, research and innovation organizations in 
Bangladesh, and across the world. If we could combine the 
facilities of all of the courseware into a single one, then it can 
also be a step to globalization. We have already divided the 
courseware facilities into several levels through trees. Now if 
we can merge all the fields corresponding to a specific level of 
all courseware sites into a level of a single courseware so that 
it contains all the respective fields, then it can help different 
Universities to communicate with each other. It can also help a 
knowledge seeker to find the combined facilities into one. 

A.  Proposed Methodology 
To design an integrated courseware, we have to compare each 
courseware with all other courseware. At first, we have to 

Figure 3.  Representation of Methodology for Integrating Content 

separate the similar and dissimilar contents of each level. Then 
we have to select which contents are to be kept in the 
integrated courseware. Courseware contents can be combined 
by using the union operation. But, here we have proposed a 
different methodology to achieve the integration. We have 
started by considering one courseware as static, whose value 
will be kept as it is. To represent this methodology, we have 
used Venn diagram. In the fig. 3(a), we have kept the contents 
of MIT courseware as static. Here, the MIT courseware is 
represented in the middle circle by it’s ID 1, given in the table 
I. Other courseware are also represented by their ID. In the 
figure, the overlapped region represents similarity. In this 
case, we have considered only the individual similarities of 
each courseware with ID 1. Here, we have not considered the 
similarities among the courseware instead of ID 1. It may 
seem wrong in the first view, but we have considered them in 
the next parts of this methodology. After separating the 
similarities and dissimilarities, we have represented them as S 
and D respectively. For example, in the fig. 3(a), 2D 
represents the dissimilar contents among ID 1 and ID 2. 
Accordingly, 2S represents the similar contents among them. 
Size of the circles is not given according to the volume of 
contents of a courseware. They are drawn arbitrarily. The 
same procedure will be applied repeatedly for the next until 
we find only one circle. In fig. 3(a), we will find all the 
contents of 1. If 2S contains a content that is same with a 
content of 3S or…. 9S, remove from the group of these. It is 
also applicable for other steps. In fig. 3(b), among 2D, 3D, 4D, 
5D, 6D, 7D, 8D, and 9D, we will take 2D as static. Then, with 
respect to this, we will find the following figure according to 
the same methods of the first step. From this step, we will find 
2D, the inner circle. It will not be used for the next steps. In 
fig. 3(c), among 3D1, 4D1, 5D1, 6D1, 7D1, 8D1, and 9D1, we 
will take 3D1 as static. Applying the same procedures stated 
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above, we will have the following figure. From this step, we 
will find 3D1, the inner circle. It will not be used for the next 
steps. In fig. 3(d), among 4D2, 5D2, 6D2, 7D2, 8D2, and 9D2, 
4D2 is taken as static. From this step, we will find 4D2 the 
inner circle. It will not be used for the next steps. In the next 
fig. 3(e), among 6D3, 7D3, 8D3, and 9D3 with respect to 3D1, 
5D3 is taken as static. From this step, we will find 5D3, the 
inner circle. It will not be used for the next steps. In the fig. 
3(f), among, 6D4, 7D4, 8D4, and 9D4, 6D4 is taken as static. 
From this step, we will find 6D4, the inner circle. It will not be 
used for the next steps. In the next fig. 3(g), among, 7D5, 8D5, 
and 9D5, 6D4 is taken as static. From this step, we will find 
6D4, the inner circle. It will not be used for the next steps. In 
the fig. 3(h), among, 8D6, and 9D6, 8D6 is taken as static. 
From this step, we will find 8D6. From the last fig. 3(i), we 
will find the last total unique component 9D7. Now, we have 
reached at the end of this recursion. Now, the required unique 
contents for the analyzed courseware in an integrated form can 
be found by 

1 + 2D + 3D1 + 4D2+ 5D3+ 6D4+ 7D5+ 8D6 + 9D7 

Now, we can generalize this methodology according to the 
above steps in the following form:                                                                                                                                                

Where, 1=contents of first Id; m = total number of 
courseware; n =2,........,m; D = dissimilarity 

This operation will be conducted for each level separately. For 
each component found by union of one level, same operation 
will be used to find the next level for that component. For 
example, from the above calculation, we have found Home, 
Courses, About, Feedback etc. in the first level. Now, for each 
of these components same operation will be used to find the 
next important level. Among the dissimilar contents, there can 
have some synonyms. To make them computer 
understandable, we have to use a synonym table. When 
developing a synonym table, we face many problems. For 
example, in MIT, the course Introduction to Psychology is 
taught in Fall 2011 and Fall 2004 with distinct topics. For the 
simplicity of synonym table, we compress these two courses 
into one. It has been done manually. An efficient synonym 
table is needed for an efficient integration of unique contents.  

B. Application of Methodology 
If we apply the methodology for each level stated in 

section IV (A), the result will be all dissimilar contents with 
the similar contents only once. For example, we consider that 
only ‘Courses’ is found by applying the methodology in the 1st 
level. Now, MIT has Topic, Dept., and Course No as the next 
important level got from ‘Courses’ level and another 
courseware from Open Yale University provides Course No, 
Dept., and Course Title as the next important level of 
‘Courses’ and so on for other courseware. Now, the result of 
applying methodology will be Topic, Course No., Dept., 
Course Title etc. as the next important level for the integrated 
courseware. Here, the important level means the level which 
we want to keep in our courseware as a level on the basis of 
their importance. For this reason, we have omitted the 2nd level  

                                                          …….. 

……. 

                   ……. 

               ……… 

                             ……. 

                                 ….. 

                                                                                  ….… 

Figure 4.  Tree Representation of Proposed Courseware 

of table I. 2nd level is not so important for the integrated 
courseware to consider, because instead of using the contents 
of this level like ‘Find Course By’, we can go directly to the 
next level, which will be more easy and comfortable. Now, for 
all the components of the 2nd level, the same operation is done. 
Accordingly, after manual analysis of each level, we have 
made some summarization or component reduction such as 
Course No. It is university specific. So, in our proposed 
courseware, we do not want to keep this component. If a 
component seems to be not important from our perspective, 
then all elements under that component will be removed. From 
the collected data from different courseware and through the 
analysis of them in different manner, we have proposed an 
integrated global online courseware design approach for all 
kinds of learners. In fig. 4, we have made a tree representation 
according to our idea. Level wise components description for 
fig. 4 are given as: In the 1st level, we just want to keep the 
Union of the 1st level of all courseware like Home, Courses, 
About, Help, Feedback etc. From the components of 1st level, 
we have chosen Courses to represent our intention. In the 2nd 
level, we want to keep search option for courses according to 
school i.e. Science, Humanities, Business, Engineering etc. 
We have expanded the tree from Courses to the next level in 
the following figure on the basis of school. The 2nd level is 
expanded according to department of corresponding school. 
For the school of science, the department can be Chemistry, 
Physics, Mathematics etc. Other schools will also be expanded 
in the same manner. The 3rd level is expanded according to 
subjects under respective departments. For the department of 
Mathematics, the subjects can be Calculus, Differentiation, 
Digital Signal etc. The 4th level is expanded according to 
distinct sections under relevant subjects. For the subject 
Calculus, the distinct sections can be Single Variable 
Calculus, Calculus with Applications etc. 6th level will contain 

Calculus 
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section wise components such as Syllabus, Download Course 
Material etc. required to get course related materials and 
information. The 7th level, we will provide the entire course 
materials in the form of pdf, video, audio, animations etc as a 
child of Download Course Material. It is the most important 
level we are to consider. Learners will get all of their desired 
contents in integrated form from this level. We do not claim 
that only these levels are to be considered. Levels and 
components can be added or removed according to demand. 

V. BENEFITS 
Different Universities have distinct courseware which are 

helpful for students of corresponding university. Different 
courseware have different good course material. In this case, 
searching for content requires searching so many addresses to 
meet the desired need for a self learner. It is very much time 
consuming and difficult for him. But, if all of the 
accumulation of knowledge of various instructors from 
different universities can be found in a single one, then it will 
reduce the time and difficulties to search for contents. Also an 
instructor will be benefitted from this. He will find new 
material for self learning and teaching his students. For 
example, some courseware may provide only pdf for a course 
named ‘Algorithm’, another can provide the video file 
containing the lecture conducted by that university for that 
specific course, another can provide animation to make 
understandable different complex algorithms. If the integrated 
global online courseware can be developed, then all of these 
course materials will be found into a single page. So, we can 
claim that our proposed idea will provide greater benefits for 
modern age and it will surely be a step to globalization. 

VI. CHALLENGES 
To design an integrated courseware, we have faced some 

questions, such as: (1) Different university developed different 
contents for their courses. In many cases, the contents of a 
course vary sometimes on teacher, on level of universities, on 
prerequisite course. They have their own syllabus. Now 
question is ‘how to integrate this?’ (2) Another question arises 
for ‘who will manage these contents globally?’ (3) Third 
question is ‘how to get permission from concerned authority?’ 
We think that combining all courses and their contents is so 
tough through programming and manually, but not impossible. 
Managing contents globally is difficult. We assume that, any 
International organization (educational or others) can handle 
this. If the answers of the above questions can be given with 
proper solutions, then our proposed global online courseware 
will be the future necessity. 

VII. CONCLUSION 
The purpose of the research is to develop an integrated 

courseware which will contain all courses of all courseware. If 
it can be completed, it will play an important role in e-
learning. Instead of visiting all courseware, one can see all 
courses of every courseware by visiting only one site and this 
saves one’s time. Getting permission for merging contents of 

courseware from all universities will be a tough matter. But, 
today or tomorrow, through the gradual evolution of 
globalization, it will be one of the necessities of the world. In 
different courseware, same course can be represented by 
different name.  For this reason, all the calculations are not 
fully correct. To solve this problem, a proper synonym table 
can be used. To create a synonym table, authors have to do 
much work manually. Even after using this table, there exists 
some false positive which has to be checked manually. The 
more contents a synonym table will contain, the less false 
positive will appear. The removal of the number of these false 
positives totally depends on the intelligence of the synonym 
table. The proposed design approach is a continuous process. 
In order to make relevant changes in the functionality, 
comprehensive evaluation is needed. 

REFERENCES 
[1] L. Vicent, X. Àvila, J. Anguera, D. Badia, and J. A. Montero, “Do 

multimedia contents increase the effectiveness of learning?,”  36th 
ASEE/IEEE Frontiers in Education Conference, October 28 – 31, 2006, 
San Diego, CA, pp. 12-17. 

[2] F. Buendía and J. C. Cano, “WebgeneOS: A generative and web-based 
learning architecture to teach operating systems in undergraduate 
courses,” IEEE Transactions on Education, vol. 49, no. 4, pp. 464-473 
November 2006. 

[3] L. Zhang, Y. Zhuang, Z. Yuan, G. Zhan, “Auto diagnosing: an 
intelligent assessment system based on bayesian networks,” 37th 
ASEE/IEEE Frontiers in Education Conference, October 10 – 13, 2007, 
Milwaukee, WI, pp. 7-10. 

[4] N. Hoic-Bozic, V. Mornar, and I. Boticki, “A blended learning 
approach to course design and implementation,” IEEE Transactions on 
Education , vol. 52 , no. 1, pp. 19-30 , February 2009. 

[5] J. R. Galvão and A. M. Barreto, Polytechnic Institute of Leiria, Leiria, 
Portugal,“What is courseware? A comparative analysis,” World 
Transactions on Engineering and Technology Educatio Vol.4, No.2, 
2005. 

[6]  (2013) Types of Courseware on FreeQuality. [Online]. Available: 
www.freequality.org/documents/training/Courseware%5B1%5D.ppt 

[7] (2013) Site statistics of visitors in MIT Open Courseware. [Online]. 
Available: http://ocw.mit.edu/about/site-statistics/ 

[8] (2013) The Khan Academy website. [Online]. Available: 
https://www.khanacademy.org/ 

[9] (2013) The EDX website. [Online]. Available: http://www.edx.org/ 

[10] (2013) The Open Courseware Consortium website. [Online]. Available: 
http://www.ocwconsortium.org/ 

[11] (2013) The MIT Open Courseware website. [Online]. Available: 
http://www.ocw.mit.edu 

[12] (2013) The Open Yale Courses website. [Online]. Available: 
http://oyc.yale.edu/ 

[13] (2013) The University of Notre Dame Open Courseware website. 
[Online]. Available: http://ocw.nd.edu/ 

[14] (2013) The Connexions website. [Online]. Available: http://cnx.org/ 
[15] (2013) The Utah State OpenCourseWare website. [Online]. Available: 

http://ocw.usu.edu/ 
[16] (2013) The Open.Michigan website. [Online]. Available: 

https://open.umich.edu/ 
[17] (2013) The JHSPH Open Courseware website. [Online]. Available: 

http://ocw.jhsph.edu/ 
[18] (2013) The Computer Science and Engineering website on University 

of Washington. [Online]. Available: http://www.cs.washington.edu/ 
[19] (2013) The CS50.tv website. [Online]. Available: http://cs50.tv 
[20] (2013) The Bangladesh Research and Education Network website. 

[Online]. Available: http://www.bdren.net.bd/ 

109



Chunking Implementation of Extendible Array to 
Handle Address Space Overflow for Large 

Multidimensional Data Sets  

K. M. Azharul Hasan *, Mehnuma Tabassum Omar* , S. M. Masudul. Ahsan, and Nazmin Nahar 
Department of Computer Science and Engineering 

Khulna University of Engineering & Technology (KUET) 
Khulna 9203, Bangladesh. 

*E-mail: misty2409@gmail.com 
 
 

Abstract— Multidimensional array is commonly used in data 
warehouse or in many scientific computation of OLAP for 
dealing with application dataset. Different models of 
multidimensional array have been introduced to do this job like 
Traditional Multidimensional Array, Extendible array, Extended 
Karnaugh Map Representation etc. But Application that requires 
operation on large amount of data cannot be handled by these 
models. One common approach is to store data in chunked 
multidimensional arrays. Indices into an array are obtained by a 
normalization process that maps attribute values to integers. We 
have introduced an approach of storing huge amount of data 
contiguously in disk by applying the chunking approach to an 
extendible multidimensional array. This implemented approach 
is effective in managing memory than any other existing 
approach such as traditional multidimensional array. In our 
system data are stored in memory according to some predefined 
amount of memory space that will help the memory to store large 
amount of data through small unit of chunk where the size of 
chunk will never overflow the address space limit of a computer. 

Keywords—Array Chunking, Subarray, Extendible Array, 
Addressing Function, Chunk Subscript. 

I.  INTRODUCTION 
Scientific and engineering data sets that are used in large 

volume computations are generally modeled as 
multidimensional array or matrices as their basic data structure 
[1][2]. Storage of multidimensional array has many 
advantages but still some issues to be resolved. This includes 
the followings: 

i. The array cannot be extended dynamically i.e. if an 
array needs to be extended dynamically it needs total 
reorganization of the array. Reorganization will be 
time consuming and will not store data if new data 
along with reorganization is not possible[3][4].  

ii. In general the array is very sparse that causes huge 
amount of nonempty array cells in the array. 

iii. In many cases an array will need to be loaded from 
data that is not in array format (e.g., from a relational 
table or from an external load file). 

iv. It is difficult to fit large size array in the memory, 
because memory is fixed but data grows rapidly. 
Some method should be introduced which will 
efficiently use this fixed memory to hold data as large 
as possible[5]. 

v. The array overflows very fast of its address space if 
the number of dimension and length of dimension is 
large [6]. 

    To overcome reallocation in case of dynamic extension 
(problem (i) above) the popular data structure extendible array 
model [7][8] has been adopted. An extendible array can be 
extended dynamically during runtime without reallocating the 
data already stored. Such advantages make it possible to apply 
extendible array to apply in many database applications 
namely MOLAP [9], multidimensional database [8][10] and 
parallel database [11]. But still there is a problem to deal data 
which is big in size as we have problem (iv) and (v). 
Extendible array performs well compared with others but it 
also overflows quickly [5]. One solution to resolve problem 
(ii) is to break the large n dimensional original array into 
chunks [12].  For an n-dimensional array A, whose 
dimensionality is nddd ××× ...21 , the chunks can be 
formed by breaking each di  into several ranges. Within A, two 
positions are in the same chunk if and only if, in every 
dimension, they fall within the same range. In memory or disk, 
values within a chunk are stored consecutively [5].  The 
existing multidimensional array structures cannot perform 
well in case of handling a large amount of data because it 
overflows quickly the available address space of memory even 
for 64 bit computers when the number of dimension and 
length of dimension is large.  The chunking of array delays the 
overflow situation of the array [2] as the length of dimension 
is broken into number of chunks.  In this paper we are going to 
propose an extendible array model that solves the problems 
above. The model is based on index array or extendible array 
[7] and we incorporate chunking to the array. In the rest of the 
paper, we named the data structure as Chunked Extendible 
Array, CEA and traditional multidimensional array as TMA. 
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We calculate the chunk size in such a way that the chunk 
size becomes small and within limit of address space. This 
data structure provides all the facilities of normal extendible 
array as well as treats the memory like a small unit called 
chunk to utilize memory for better performance.  

II. THE EXTENDIBLE ARRAY 
    Extendible array is a multidimensional storage array which 
is extendable in all direction. Here reorganization of the 
existing array is totally omitted which reduces the cost of 
extension compared with conventional multidimensional 
array. Extendible array stores not only a single array but also 
all of its potential extensions. It contains n dimensions of 
rectangular array with joining a block of n-1 dimensional sub 
array. The following are the steps that can describe an 
extendible array more elaborately. 

• Extendible array for n dimensions is a combination of 
n-1 dimensional sub array  

• This structure consists of three auxiliary tables such as 
address table, coefficient vector table, history table for 
each dimension to provide the system with fast access 
of element. 

• Address table contains the first address of each 
constructed sub array, history table contains the history 
extension of each dimension and coefficient contains 
the coefficient vector for n-2 dimensions 

• There has a variable for holding the history counter of 
each construction of sub array. 

• Extendible array can be extended in any dimension by 
only the cost of these three auxiliary tables. 

    In the Fig. 1 a simple example of extendible array has given 
where coefficient table is void (as only 2 dimension). By 
comparing the history value of <3,2> the desired sub array can 
be defined  and from the first address of the sub array the 
element 11 can be accessed through the calculation of 
addressing function by using the first address of the address 
table.  

 
Figure 1: A 2D 5x5 Extendible array. 

III. RELATED WORKS 
    Traditional Multidimensional Array (TMA) [13], [14] is a 
well understood and widely used data structure. But TMA 
cannot be extended dynamically and one problem is that TMA 
overflows quickly. The Extended Karnaugh Map 
Representation (EKMR) [15],[16] is a good structure for 
matrix computation but EKMR is similar to TMA with a 
different organization. Hence EKMR is not dynamically 
extendible and it also overflows quickly. The Extendible 
multidimensional Array [7],[17] is dynamically extendible but 
it also overflows soon because the subarrays are n-1 
dimensional if the extendible array is n dimensional. The 
extendible array is employed in [17] to extend the array and it 
only treats an organization scheme of the history tables. The 
subarrays are n dimensional hence it will be difficult to apply 
in actual implementation when address space overflow is 
concerned. An extendible array model [18],[19] where there is 
record for each dimension called axis vector but the overflow 
situation is the same as in [7]. For round robin expansion, 
[18][19]  is similar to extendible array [7].  [2], [20] presents 
the chunking of multidimensional arrays. In this scheme the 
large multidimensional arrays are broken into chunks for 
storage and processing. All the chunks are n dimensional with 
smaller length than the original array. But dynamic extension 
is not possible for this model and it will overflow quickly 
because the chunks are n dimensional. In [21] there is an array 
system based on extendible array [7] presented that can insert 
a row in the middle of the dimension which deals with 
overflow situation. 

IV. CHUNKING OF EXTENDIBLE ARRAY 
Logically the chunk is an n dimensional array for an n 

dimensional CEA. The offset of a two dimensional array can 
be realized by rows or by columns and in general n-
dimensional there are n! possible linearization orders 
according to the possible ordering of the dimensions. Hence 
we use the multidimensional chunk using the following 
addressing function for linearization.   

f ( in, in-1, in-2,…….,i2, i1 ) = s1s2 ..... sn-1 in + s1s2s3 ….sn-2 i n-1 + 
s1i2 + i1                                     ………………………………………………………………… (1) 

Here si is the length of dimension i. 

A. The Basic Data Structure for Chunked Subarray 
Each of the chunked subarrays requires a number of chunks. 

So these chunks need some correspondence to be 
interconnected to each other for working as a single unit. The 
number of chunks required for a subarray is determined as 
follows.  

)2.(..............................)(
1

∏
−

≠=
n

i
i jiLnc  

where , 
nc = Number of chunk required for a sub array; 
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Figure 2: An extension on dimension two 

Li = the length of dimension i of CEA )1( ni ≤≤ before 
extension; 

j= The dimension in which direction (or dimension) of 
the CEA is extended or the dimension where the 
subarray is constructed or inserted; 

    Fig. 2 shows a 2 dimensional CEA with its expansion 
history values. The subarray having history value 4 has 
nc=3. This is because the length of dimension 1 (i.e. L1) 
is 3. 
   The operations on CEA are completely different from that of 
the conventional multidimensional array. The following 
auxiliary tables play the vital role for the proposed CEA.   

a) History table: It consists of the extension history of 
the CEA. The history number is a consecutive. When an 
extension occurs the history number is incremented by 1. 

b) Coefficient table: The length of dimension of CEA is 
determined by the number of chunks in that dimension. The 
length is used to calculate the addressing function. Hence the 
coefficient table consists of the coefficient vector of the 
addressing function. 

c) Address table: The address table that stores each of 
the first addresses of the chunks of the subarrays. This address 
is used later for accessing data. It stores all the first addresses 
of the chunks that exist in a subarray. 

B. Choice of Chunk Size 
The chunk size choice is very important for CEA. Let Li (1

ni ≤≤ ) be the length of each dimension of a chunk. Then 
chunk size (cz) is determined as 

∏
=

=
n

i
iLcz

1

)3.....(..............................  

   The length Li is chosen in such a way that cz never 
overflows for a specific system. Let the data type for a specific 
machine is k bit. Then the range of data type is 0-2k-1. Hence 

the largest number that can be stored is 2k-1. Therefore the Li 
is chosen in such a way that 

)4.(........................................12
1

−≤= ∏
=

k
n

i
iLcz

 
   Chunks are the basic storage area that stores the array 
element. Each chunk is n dimensional and each of the 
dimensions of the chunk is predefined. Hence the total size of 
the chunk is also predetermined. Thus the over flow condition 
does not occur in CEA scheme. 

C. Accessing an Arbitary Element 
The chunked implementation of extendible array (CEA) 

scheme considers an n dimensional array as partitioned into 
blocks having a subarray of n-1 dimensions. Hence the CEA 
scheme is not a single stream of array elements rather it is a 
combination of adjoining blocks called subarrays. Moreover 
the subarrays are not the conventional array they are 
combination of single arrays. Fig.3 depicts the scheme layout 
for a two dimensional CEA. Each of the dimensions has an 
index set called subscripts. The subscript maps to a unique 
chunk which itself a multidimensional array maps to a unique 
cell. Accessing any element in the multidimensional CEA has 
major two parts: 

1) Determining the subarray inside which the element 
exists. 

2) Determining the corresponding chunk and hence the 
element inside the chunk. 

a) Determining the candidate subarray: There are three 
types of subscipt in CEA namely real subscipt, chunk subscipt 
and internal subscipt. See Fig. 3. The real subscipt that 
corresponds to the  real co-ordinate, which is the continuation 
from the starting of the corresponding dimension. This real 
subscipt is denoted as >< nxxx ,...,, 21 . The chunk subscipt 
is the chunk number inside the subarray which is denoted by 

>< nxcxcxc ,...,, 21 and the third subscipt is the subscipt 
inside the chunk, which is termed as internal subscipt and 
denoted as >< nxixixi ,...,, 21 .  

 Figure 3: A Complete CEA example 
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   The chunk subscipt >< nxcxcxc ,...,, 21  is determined by 
the following function 

  )5....(............................../ nii Lxxc =                                     

   The role of the chunk subscript is to correspond to the 
specific chunk in the subarray.  

   Example 1: Consider the element <4, 5>, here x1=4 and 
x2=5. Hence  22/41 ==xc and  22/52 ==xc . So, our 

candidate chunk subscript is >>≈<< 2,2, 21 xcxc . 

   Once the chunk subscript is determined the candidate 
subarray is determined as follows. 

   Let the history tables are H1 and H2 of the corresponding 
dimension. Now compare H1 [xc1] and H2 [xc2]. Then if H1 
[xc1]> H2 [xc2], it can be proved that the corresponding 
element is mapped to the subarray having the history value H1 
[xc1]. This is because the larger subarray history value was 
constructed later than the smaller one. Hence the 
corresponding coordinate was mapped to the subarray later. So 
the subarray of the maximum history value becomes the 
candidate subarray. To determine the subarray compare H2 [2] 
and H1 [2] in Fig 3. 

b) Determining the chunk and the element: Two types 
of co-efficient vectors are identified and stored; one is for 
determining the corresponding chunk and another is the co-
efficient vector for fixed size chunk that determines the 
corresponding cell in the chunk. That is these two co-efficient 
vectors determine two offset values one corresponds to the 
specific chunk and another corresponds to a specific cell in the 
chunk for which internal subscript is needed. 

   Example 2: As in example 1 consider the element <4, 5> the 
subarray is determined as the one having history value 4.The 
coefficient vector is stored in co-efficient table. Since the 
coefficient vector is of order n-2, the CEA in example 1 is 
two-dimensional and hence the co-efficient table is void. For 
this reason the offset is 2 and the chunk number is determined 
as 2 as shown in Fig. 3. 

   The internal subscipt >< nxixixi ,...,, 21  is determined by 
the following function 

)6....(..............................% nii Lxxi =                                    

   Example 3: For the element in example 1  22%41 ==xi

and 12%52 ==xi . So, our candidate chunk subscript is

>>≈<< 1,0, 21 xixi . 

   The fixed size co-efficient vector for the chunk is stored 
only once since the chunk size is fixed in every dimension. 
The internal index is determined as >>≈<< 1,0, 21 xixi  in 
example 1 and the offset inside the chunk is determined as 

 )7...(..............................202 1121 =+=+ xxxs               
   So the element <4, 5> is determined as 34 that is shown in 
Fig.3. 

V. EXPERIMENTAL RESULTS  
   The experiment that we have done on our system is 
measuring the condition of memory when it overflows. The 
main purpose of the paper is to limit the occurrences of 
overflow as far as possible. In our analysis we have used the 
machine which has Intel processor (2.20 GHz), RAM (1 GB 
physical memory with virtual memory 2.48 GB), OS 
(Windows XP professional). 

    Fig. 4 shows the memory management performed by CEA 
and TMA. The total memory managed by CEA is better than 
that of TMA. The total data that we can store in secondary 
disk with TMA is approximately 990 MB while with CEA we 
have become successful to store data about 3.99 GB 
approximately. The reason is that the system maximum size is 
1 GB (RAM) and the previous storage uses 990MB and if new 
insertions cross 1 GB then it will not store any data beyond 
990MB. It will soon overflows with storing small amount of 
data and wasting some cell space. So the performance of TMA 
array almost same for various dimensions. For CEA it is 
possible to reduce overflow of memory by introducing the 
concept of chunked subarray. In every case it will only 
allocate a small chunk instead of a large array with 
reallocation. For the system as mentioned for TMA where it 
can’t cross the limit beyond 990MB, CEA will run till only 
one chunk can’t find space for allocation. That means it will 
use as large space as it can till the system maximum size and 
thus will store large amount of data. Hence it can store highest 
data and will overflows later. Here another issue is that in  

Figure 4: Memory management of CEA and TMA. 
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Figure 5: Average Construction Time of CEA and TMA. 

some cases CEA can use full virtual memory for allocation but 
TMA cannot. That means if virtual memory is considered then 
the storage will be also high. But as using virtual memory 
slowdowns the performance hence virtual memory is not 
considered here.  

    Fig. 5 shows the comparison of construction time among 
CEA and TMA. To construct a TMA first of all the amount of 
data needed has to be calculated. After then the size of space 
to allocate this amount of data is calculated and if allocation is 
possible then data is stored. Here the allocation is done once. 
But to construct a CIEA for same amount of data as TMA 
does, it has to perform nc (no. of chunk) times allocations. 
The amount of allocation is not only larger but also it has to 
maintain some auxiliary table. The role of this auxiliary tables 
have mentioned before. Therefore time for constructing TMA 
is larger than CIEA.  

    Fig. 6 shows the comparison of extension time among CEA 
and TMA. For CEA an extension along any direction causes to 
increase length of dimension of an array by the length of 
dimension of the chunk. But for TMA if possible, an extension 
along any direction causes to increase length of dimension by 
one. So extension memory is always larger for CEA that 
means an extension for CEA will handle large data than TMA. 
To handle same amount of data as CEA, TMA has to extend 
chunk times length of dimension. During extension in any 
direction TMA has to reallocate its previous data. That means 
it has to keep its previous data position same. And the 
allocation for memory is always previous allocation including 
new allocation. So the time for TMA is larger. For CEA to 
extend in any direction it does not need any reallocation. It 
only requires number of chunks for an extended subarray and 
allocates them individually. So time needs smaller.  

    Here, one issue is that in every case the amount of output 
decreases as dimension increases, for example  

 

Figure 6: Average Extension Time of CEA and TMA. 

extension time for 6 dimensions. This happens because along 
with increasing dimensions, the number of data to be stored 
increases, hence overflows. 

    So, it can be said that CEA is applicable for the situation 
where large data is to be handled. 

I. CONCLUSION 
   The model presented here is the extension of extendible 
array by including chunk concept in it. Our proposed approach 
CEA for n dimensions is superior for managing memory 
efficiently. With CEA we can utilize same amount of memory 
more effectively than TMA by making the system able to store 
as many values as the whole capacity of the hard disk. Though 
we have been able to write approximately 4 GB by using 1 GB 
RAM but it should not stop writing until there have spaces in 
hard disk. Because of our limitation of programming system 
we cannot write in the whole available disk. One important 
future application is to apply the system in parallel 
environment. Most of the operations described here are 
independent to each other. Hence it will be very effective to 
apply the system in parallel environment. CEA is a basic data 
structure. The system can be applied to database and data 
warehousing applications. 
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Abstract—The word ‘Steganography’ is derived from Greek 

words ‘stegos’ meaning ‘cover’ and ‘graphia’ meaning ‘writing’. 

Steganography conceptually implies that the message to be 

transmitted is not visible to the normal eye. It is an art of hiding 

information inside a medium. The main objective of 

Steganography is mainly concerned with the protection of 

contents of the hidden information. A message in cipher text may 

arouse suspicion while an invisible message is not. A digital image 

is a flexible medium used to carry a secret message because the 

slight modification of a cover image is hard to distinguish by 

human eyes. In this paper, we have proposed a Steganographic 

scheme using Sudoku puzzle. The novelties of the work lies that 

nobody could be able to modify the cover image during 

transmission as well as the message is embedded using a Sudoku 

reference matrix.  

Keyword: Sudoku, Steganography, Pixel, Reference matrix, 

Embedding, Extraction. 

I. INTRODUCTION 

Steganography is the art and science of writing hidden 
messages in such a way that no one apart from the intended 
recipient knows the existence of the message. The following 
formula provides a very generic description of the pieces of 
the Steganographic process: 

cover_medium + hidden_data + stego_key = stego_medium 

In this context, the cover_medium is the file in which we 
hide the hidden_data, which may also be encrypted using the 
stego_key. The resultant file is the stego_medium (which is, of 
course, the same type of file as the cover_medium). The 
cover_medium and thus, the stego_medium are typically image 
or audio files. In this paper, we focus on image files and 
therefore, refer to the cover_image and stego_image.  

Before discussing how information is hidden in an image 
file, it is worth a fast review of how images are stored. An 
image file is merely a binary file containing a binary 
representation of the colour or light intensity of each picture 
element (pixel) comprising the image. 

Images typically use either 8-bit or 24-bit colour. When 
using 8-bit colour, there is a definition of up to 256 colours 
forming a palette for this image, each colour denoted by an 8-
bit value. A 24-bit colour scheme, as the term suggests, uses 
24 bits per pixel and provides a much better set of colours. In 
this case, each pixel is represented by three bytes, each byte 
representing the intensity of the three primary colours red, 
green, and blue (RGB), respectively. 

The simplest approach in hiding data within an image file 
is called least significant bit (LSB) insertion [4]. In this 
method, we can take the binary representation of the 
hidden_data and overwrite the LSB of each byte within the 
cover_image. If we are using 24-bit colour, the amount of 
change is minimal and indiscernible to the human eye. As an 
example, suppose that we have three adjacent pixels (nine 
bytes) with the following RGB encoding: 

10010101 00001101 11001001 

10010110 00001111 11001010 

10011111 00010000 11001011 

Now suppose we want to hide the following nine bits of 
data (the hidden data is usually compressed prior to being 
hidden): 101101101. If we overlay these nine bits over the 
LSB of the nine bytes above, we get the following (where bits 
in bold have been changed): 

10010101 00001100 11001001 

10010111 00001110 11001011 

10011111 00010000 11001011 

One of the potential problems of this type of method is that 
any intruder can easily modify the cover_image. Then it is 
impossible for the receiver to extract the hidden message in 
the cover_image. So, detecting whether a cover_image is 
modified during transmission is very much essential. 

„Sudoku‟ is a popular Japanese puzzle game. It is usually a 
9×9 grid based puzzle problem which is subdivided into nine 
3×3 minigrids, wherein some clues are given and the objective 
of the problem is to fill it up for the remaining blank positions. 
Furthermore, the objective of this problem is to compute a 
solution where the numbers 1 through 9 occur exactly once in 
each row, exactly once in each column, and exactly once in 
each minigrid independently obeying the given clues. Besides 
the standard 9×9 grid, variants of Sudoku puzzles include the 
following: 

• 4×4 grid with 2×2 minigrids, 

• 5×5 grid with pentomino regions published under the 
name Logi-5 [1]; a pentomino is composed of five 
congruent squares, connected orthogonally; 
pentomino is seen in playing the game Tetris [2], 

• 8 8 grid with 2 4 minigrids [6], 

• 16×16 grid (super Sudoku) [5], 

• 25×25 grid (Sudoku, the Giant) [5], etc. 
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In our proposed scheme, we have embedded an 8 8 
Sudoku puzzle into the cover image to prevent and detect the 
modification in the cover_image, if any. Along with it, we 

have used an 18 18 Sudoku reference matrix as a key for 
message embedding into the cover_image. 

II. LITERATURE SURVEY 

Initial work on Steganography using Sudoku puzzle was 
done by Chang, Chou, and Kieu [3]. The basic idea in the 
method is to use a Sudoku puzzle to generate a reference 
matrix (M) and alter the values at selected pixels in cover 
image according to values represented in reference matrix. For 

an 8-bit cover image, the size of reference matrix is 256 256. 

Chang et al.’s method [3]: 

1. Create a tile matrix (T) by using Sudoku puzzle solution 
and subtracting 1 from all the fields in the puzzle as shown in 
Figure 1. The initial puzzle contained data values ranging 
from 1 to 9. After subtracting 1 from each of the values in the 
solution of the puzzle, we obtain the solution that contains 

values ranging between 0 8. 

 

 

 

 

 

 

 

 

 

 

 

          

                                                 (a)  

 

 

 

 

 

 

 

 

 

 

 

 

         

                       (b)                    (c) 

Figure 1: (a) An instance of 9 9 Sudoku problem. (b) A solution of 
the Sudoku instance shown in Figure 1(a), where a digit / symbol 
occurs exactly once in each row, column, and minigrid. (c) The tile 
matrix (T) for creating the reference matrix (M). 

2. Generate the reference matrix (R): Replicate the tile 

matrix on both axes to create a matrix of size 256 256. The 

reference matrix, M is then consisting of an m×m tiling of 

copies of T, where m = floor(256/9) + 1. The overflowing 
fields are ignored and M is truncated to 256×256 matrix. 

3. Data embedding: Convert the cipher text to base-9 
numeral system. So that the cipher text is converted as: S = S1 
S2 S3 . . . Sn, where n is the number of converted secret digits 

and Sk  [0,8], 1 ≤ k ≤ n. The converted cipher text can now 
be pointed into the reference matrix as the values in this 

matrix also lie in the same range (i.e., 0 8). 

4. The cover image is partitioned into R nonoverlapping 
blocks of size 1×2 as shown in Figure 2. Each tuple contains 
one pair of values, in which each value ranges from 0 to 255. 
This value pair is treated as X and Y coordinates for the 
reference matrix. This is used to traverse the reference matrix 
for data embedding.  

 

 

  

 

 

Figure 2: Pixel tuple from carrier image. 

5. Find the value in the reference matrix at that position 
pointed by the pixel tuple values using pixel pair (X,Y) as x 

and y coordinates in 256 256 reference matrix. The base-9 
value to conceal in image is selected and is looked up at the 
closest position pointed in reference matrix the coordinates of 

this block (X ,Y ) are picked. 

6. These new coordinates are updated in place of original 
tuple. This provides the location of concealed data in reference 
matrix with a deviation of maximum two bits in each value of 
tuple. To obtain data back, receiver needs to generate 
reference matrix again and selects pixel pairs sequentially to 
map values in it. 

But there are several limitations or drawbacks of this 
method. 

(i) The works performed only on greyscale images. 
(ii) With increase in pixel size, the size of the reference 
matrix multiplies. Hence, it is infeasible for RGB images. 

 

This method is further modified by Shetty et al. [7]. They 

have used a 27 27 reference matrix for the same purpose. This 
method is slightly advantageous than the scheme proposed by 
Chang et al., when the size of the matrix is less. But 
unfortunately none of the methods is able to detect, whether 
the cover_image is modified or not. If the cover image is 
changed, the message embedded inside the image is also 
changed. They have used Sudoku reference matrix of size 

256 256 and 27 27, which is higher in size and computation 
is more. 

III. THE PROPOSED METHOD 

As discussed earlier in the previous sections, the detection 
and prevention of modification in cover_image is very much 
essential. The size of the reference matrix, used as a key for the 
hidden message, is also very much higher in all earlier 

methods. In our proposed approach, we have used one 8 8 
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Sudoku for detecting modifications in the cover image and an 

18 18 Sudoku reference matrix is used as key, which is lesser 
in size than that of each of the previous methods. 

The image used in our proposed method is a 24-bit colored 

image. Initially, the cover picture is taken and an 8 8 Sudoku 
is embedded onto it using the LSB embedding technique.  

A. Embedding an 8 8 Sudoku matrix in cover_image:   

(i) Block preparation: 

Initially the cover_image is divided into 64 blocks. In each 
block, we have created several groups of three pixels each. 

Then, extract the values of B (Blue) components of each 
pixel, which is represented by eight bits. 

Now we take an 8 8 Sudoku puzzle. Subtract 1 from each 

cell. Then the value in each cell be ranging from 0 7, each of 

which can be represented by three bits. An instance of 8 8 
Sudoku puzzle and its possible solution are shown in Figure 3. 

  

 

 

 

 

 

 

 

      (a)    (b) 

Figure 3: (a) An instance of 8 8 Sudoku puzzle. (b) A solution of the Sudoku 
instance. 

 

 

Figure 4: Embedding of the 8 8 Sudoku solution into the cover_image. 
 

Now, in each block embed the values present in each cell. 
The embedding of these values is done in the following 
manner: 

For each three pixels group of a block, insert the values in 
the LSB of B (Blue) components. Thus only one bit is changed. 
The embedding procedure of the given puzzle is shown in 
Figure 4. 

After that, an 18 18 reference matrix is generated from a 

9 9 Sudoku puzzle. The reference matrix is created by 

replicating 9 9 Sudoku solution in a square form. The values 

of the reference matrix lie between 0 through 8 as 1 is 

subtracted from each value. The reference matrix behaves as a 

reference look-up table for embedding. A sample 18 18 

Sudoku reference matrix is generated, as shown in Figure 5, 

using the Sudoku instance in Figure 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5:  An 18 18 reference matrix (M) is created using tile matrix (T), for 

the Sudoku instance in Figure 1(c). 
 

B. Embedding hidden message: 

Cover_image is divided 64 equal sized blocks and in each 

block, each three pixels are grouped. Each group carries a 

character of the secret message and a value of the 8 8 Sudoku 

that corresponds to the block. The R and G components hold 

the secret character and the B component holds the value of 

the Sudoku. The benefit of the 8 8 Sudoku is that if anyhow 

the secret message or the picture is tampered, then the 8 8 

Sudoku will not be solved at the receiver‟s side, and hence, the 

attack is detected. 

(i) Conversion of secret message into base-9: 

All the characters of the secret message are converted to base-
9 having three digits so that the digits of the characters fall in 

the range 0 8 and can be referred to the 18 18 reference 
matrix. 

Read character one-by-one from the message. 

Convert the character to ASCII code (decimal). 
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Convert the decimal (ASCII code) to base-9. 

Add padding bits (0‟s) in front of the base-9 number, if 
necessary, so that the number is a 3-digit number. 

 

(ii) Finding out the base-9 values in reference matrix: 

For each digit of the three-digit base-9 character code 

Read pixel (h,f) /*h and f are random location of pixel*/ 

X = (R%6) + 6,  

Y = (G%6) + 6. 

Locate the cell (X,Y) in the reference matrix. X can be 
considered as row number and Y as column number. 

Now consider nine cells in the same row, keeping the cell 
(X,Y) in the middle of it and store them in Cr, i.e., we like to 
consider only four left-most and four right-most cells, 
surrounding (X,Y). 

Similarly, choose nine cells in the same column, keeping the 
cell (X,Y) in the middle of them, and store them in Cc. Select 
the minigrid, where the cell (X,Y) belongs to and store them in 
Cm. 

   If (Xi,Yi) = base-9 digit, then 

Locate (Xr,Yr), (Xc,Yc), and (Xm,Ym) in Cr, Cc, and Cm of 
the reference matrix, respectively. 

Calculate deviation of (Xr,Yr), (Xc,Yc), (Xm,Ym) from 
(X,Y). 

Select the cell from the above three candidate elements which 
has minimum deviation from (X,Y). 

(iii) Updating the R and G values of each pixel: 

Suppose, (Xc,Yc) has minimum deviation from (X,Y), then 

The pixel at (h,f) has new data-embedded R-G-B values 
as: 

R = R  (X Xc) 

G = G  (Y Yc) 

B holds the 8 8 Sudoku value embedded previously. 

Let us take an example, say after conversion from R-G 
values, using formula, say for a particular pixel we get X = 12 
and Y = 7. The corresponding value in position (12,7) is 7, 
marked by a circle. Say we want to encrypt a character „A‟. 
The ASCII equivalent of „A‟ is 65. If we convert it into base-
9, it will be 027. So, 0 needs to be embedded in the first pixel, 
2 in the second pixel, and 7 in the third pixel amongst the 3-
pixel group. Let us try to embed 0 in the first pixel. We have 
first found out the elements of Cr, Cc, and Cm. The elements of 
Cr, Cc, and Cm are marked with green, red, and blue dotted 
lines in Figure 5. We can easily mark the presence of 0 in Cr, 
Cc, and Cm. We find the least deviation in Cr. Then we can 
update the R and G values accordingly. We can easily see that 

the value of (X XC) or (Y Yc) is at most four. So there is a 
very negligible amount of distortion in the cover image. 

(iv) Checking the integrity of the cover_image: 

For checking whether the cover_image has been modified 

or not, we first need to send an 8 8 Sudoku instance to the 
receiver. Receiver solves this puzzle and stores it. Then the 
receiver divides the cover_image into 64 blocks and in each of 
the blocks, a group of three pixels be prepared. Then the last 
bit of each 3-pixel group is taken and the equivalent decimal 

values are kept in the 8 8 matrix. If this matrix match with the 
already solved Sudoku puzzle, then the integrity has been 
maintained; otherwise, the image has been modified.  

(v) Hidden message extraction: 

For extracting the hidden message from the stego_image, we 

first need to transfer the instance of 9 9 Sudoku puzzle. Then 

after receiving it the receiver solves this puzzle and an 18 18 
reference matrix is generated. 

Then,  

For each bit in a three-pixel group, we compute the following: 

X = (R%6) + 6, 

Y = (R%6) + 6. 

Find the value present at (X,Y) from the reference matrix. 

End for 

Concatenate the three values from the three pixels. 

Convert the result to base-10. This is an ASCII value of the 
hidden character message. 

Get the character equivalent to the decrypted ASCII code. 

C. Sending of Sudoku instances: 

The sender of the secret message needs to send an 8 8 and 

a 9 9 Sudoku instance to the receiver. Sender encrypts the 
instances and sends them to the receiver. 

The whole process (i.e., the proposed Steganographic scheme) 
is shown in Figure 6. 

IV. RESULTS OBTAINED 

The quality of stego_image is evaluated using histogram 
comparison in MAT Lab and embedding capacity in terms of 
characters. A sample result has been shown as follows.  

After performing histogram analysis, it can easily be found 
that there are very less distortion in the cover_image. 

The embedding capacity for the image shown in Figure 7 is 
calculated in the following manner: 

Sample image size = 229 KB.  

Number of pixels in the image = 78089.  

Number of pixels required for hiding one character = 3.  

Therefore, 78089/3=26029 characters.  

Thus, this method can hide approximately 25 KB secret 
messages in the image shown in Figure 7. 
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Figure 6: The proposed Steganographic scheme. 
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We have also performed steganalysis of the stego_image; 
we can find that the proposed scheme in this paper is safe 
against geometrical attack, noise based attack, and so on. 

 

 

Figure 7: A sample cover_image. 

 

 

Figure 8: Stego_image after embedding the sample cover_image shown in 

Figure 7, in an 8 8 Sudoku and secret message. 

 

  

Figure 9: Histogram of the cover_image, shown in Figure 7. 

 

Figure 10: Histogram of the stego_image, shown in Figure 8. 

 

 

 

 

 

 

 

A. A brief comparison with existing method:   

The Chang et al.‟s method [3] has used a reference matrix of 

size 256 256, whereas in the Shetty et al.‟s method [7], a 

27 27 reference matrix has been used. In this respect the 

reference matrix that we have used is of size 18 18, which is 
even much smaller in size. Use of smaller reference matrix also 
reduces the computation time. Moreover, we have embedded a 

separate 8 8 Sudoku matrix into the blue components of each 
pixel in each block, which provides an additional layer of 
security.  

V. CONCLUSION 

In this paper we have proposed a Steganographic scheme, 

where we are using an 18 18 Sudoku reference matrix for 

message embedding and we are also embedding an 8 8 
Sudoku, for checking whether the cover image has been 
modified (or not). If somehow the cover image gets modified, 

it can easily be detected as we have already embedded the 8 8 
Sudoku matrix inside it. It can also prevent any modification, 
as each Sudoku puzzle matrix should have values 0 through 8 
only once in the same row, in the same column, and in a 

minigrid. An 18 18 Sudoku reference matrix is used for hiding 
the secret message, whereas the entire earlier existing methods 

used 256 256 or 27 27 reference matrix. That is why, less 
computation is involved in our method. It can be claimed that 
our proposed scheme is more robust with less computation.    
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Abstract—  Native  Language  Identification (NLI)  is  the  task of 
identifying the native language of an author of a text written in a 
second  language.  Support  Vector  Machines  and  Maximum 
Entropy Learners are the most common methods used to solve 
this  problem,  but  we  consider  it  from  the  point-of-view  of 
probabilistic graphical  models.   We hypothesize that  graphical 
models are well-suited to this task,  as they can capture feature 
inter-dependencies  that  cannot  be  exploited  by  SVMs.   Using 
progressively  more  connected  graphical  models,  we  show  that 
these  models  out-perform  SVMs  on  reduced  feature  sets. 
Furthermore,  on  full  feature  sets,  even  naïve  Bayes  increases 
accuracy from 82.06% to 83.41% over SVMs on a 5-language 
classification task.  

Keywords— NLI, Machine Learning, SVM, Bayesian Methods,  
TAN 

I.  INTRODUCTION

Year-by-year, it is becoming more important to know one 
of  a  small  number  of  languages  if  one  wishes  to  succeed 
professionally.  In particular, the number of people who speak 
English as a second language is growing faster than any other 
language.   As  more  people  devote  their  time  and  effort  to 
learning the language, it is also becoming more important to be 
able to identify difficulties that  may arise in the learning of 
English.  

Native  Language  Identification  (NLI)  is  the  task  of 
identifying  the native language (L1) of a  writer  of  an essay 
written in a second language (L2).  The task has seen interest 
mainly in the past ten years, with a concentration of Machine 
Learning algorithms such as Support Vector Machines (SVMs) 
being applied to the problem.  Probabilistic Graphical Models 
(PGMs) provide an alternative method of tackling the issue, 
and provide certain benefits  over  SVMs.  Where SVMs can 
predict the L1 of the writer, PGMs can also infer likely feature 
groupings, given observed evidence, allowing second language 
teachers to adapt curricula to a student’s particular needs.  

Our paper is organised as follows: Section II describes the 
important  work  related  to  the  NLI  task;  Section  III  briefly 
describes the data used to learn and test our models; Section IV 
describes  the  features  that  have  been  chosen  to  learn  our 
models; Section V provides the methods that we use to build 
our  graphical  models;  Section  VI  gives  the  results  of  our 
experiments, and Section VII provides some conclusions and 
areas for future work.

II. RELATED WORK

Koppel  et  al.  [9] are one of the first  groups to seriously 
consider the problem of NLI.  Using a feature set that includes 
function  words,  character  n-grams,  errors,  and  rare  part-of-
speech  (POS)  bigrams,  the  authors  train  linear  SVMs  to 
classify English essays into five different L1s, obtaining 80.2% 
accuracy.   Tsur  and  Rappoport  [13]  further  analyse  the 
importance of character bigrams, obtaining 65.6%  across the 
same  five  L1s.   Our  approach  takes  inspiration  from these 
papers, but we approach the problem differently.  Aside from 
using PGMs instead of SVMs, we use a slightly different set of 
features.  As in these papers, we originally considered only 200 
features,  but  sort  them  by  information  gain,  rather  than 
frequency.  Furthermore, we gradually increase the number of 
accepted features, and allow content words, as well as function 
words.   We  also  use  the  most  informative  POS  bigrams, 
instead  of  rare  ones,  and  have  our  own  implementation  of 
spelling errors.  

Wong  and  Dras  [14]  abandon  SVMs  in  favour  of  a 
maximum  entropy  learner  to  classify  essays  across  seven 
different  L1s.   Furthermore,  the authors are more concerned 
with syntactic than lexical features, introducing rules generated 
by syntax trees as features to their model.  By adding syntax 
rules to the feature set of previous work, they obtain around 
80% classification accuracy.  Although our features are mostly 
lexical,  Wong  and  Dras  consider  using  more  than  just  200 
features for some of their feature sets.  They also demonstrated 
that the rare bigrams of Koppel et al. [9] did not contribute to a 
classifier’s accuracy, and motivated our decision to use more 
common and informative part-of-speech bigrams.  

Bergsma  et al.  [1] tackle a slightly different task than the 
one  that  we  are  investigating.   Using  SVMs,  the  authors 
analyse scientific papers, and classify them according to three 
criteria:  whether  or  not  the first  author’s  L1  is  English,  the 
gender of the first author, and whether the paper is a journal or 
workshop paper.   This  task is  different  from ours,  but  uses 
many of the same features that we consider, such as word  n-
grams  and  POS  n-grams,  as  well  as  other  features  such  as 
syntax tree rules.  

Tomokiyo  and  Jones  [12]  also  investigate  the  not-quite-
NLI-task of native speaker identification, but rather than using 
SVMs, the authors use a naïve Bayes classifier.  They consider 
both words and POS as features to their classifier for two types 
of transcribed speech: spontaneous speech and read text.  We 
also consider words and POS, but on written text, which can be 
significantly different from transcribed speech, and our task is 
different from the task of identifying whether or not a speaker 
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is a native speaker.  However, this work encourages us as we 
also use PGMs, albeit for the NLI task.  

Graphical  models  have  found uses  in  an  area  similar  to 
NLI: text classification.  Like NLI, text classification aims to 
use  features  of  the  text  to  separate  documents  into  several 
classes,  based  on  their  content.   However,  unlike  NLI,  text 
classification is often able to look for a small set of keywords 
that  are highly indicative of their  class:  business documents 
rarely discuss baseball, unless it is about the business side of 
the sport.  Essays can be about various topics, yet still have the 
same L1.  

Lam and Low [10] use Bayesian networks to perform text 
classification, learning the structure of their network from their 
data, and obtain an F-measure of 0.53.  Although this task is 
different from ours, we use the same method as the authors of 
representing our documents: binary indicators of the presence 
or absence of features.  Khor and Ting [7] also use Bayesian 
networks  for  the  task of  text  classification,  discovering  that 
Bayesian classifiers perform admirably at the task of separating 
conference  papers  by  topic,  obtaining  90%  accuracy  when 
compared with human experts performing the same task.  

III. DATA

Our data  set  is  the  TOEFL 2011 Corpus of  Non-Native 
English  [2],  which  contains  9900  essays  evenly  distributed 
across eleven languages and eight essay prompts.  However, to 
make the task more manageable, we have reduced the data set 
to  five  languages:  Chinese,  French,  German,  Japanese,  and 
Turkish.   We  thus  have  4500  essays  across  these  fives 
languages.  

These  languages  were  chosen  to  represent  a  set  of 
languages that contained both linguistically related languages, 
such as French and German, culturally tied languages such as 
Chinese  and  Japanese,  and  Turkish:  a  language  that  is  not 
culturally or linguistically related to any of the other languages. 
The  data  set  was  split  into  90%  for  training  and  10%  for 
testing.  

IV. FEATURES

      Our features were selected from a set determined in 
previous  work  [11].   These  features  have  been  shown  to 
improve  classifier  accuracy  for  the  NLI  task  when  using 
SVMs, and have thus been chosen as features for PGMs.  All 
features  are  binary;  if  a  document  contains  the  feature,  the 
value is set to 1, otherwise it is 0.  The features are chosen from 
the training set only, and any features encountered in the test 
set that were not in the training set are ignored.  

A. Word Unigrams

If  asked  for  the  smallest  unit  of  meaning  in  languages, 
many  people  would  suggest  the  word.   Long  works  are 
constructed of  paragraphs,  which are  made up of sentences, 
which in turn are composed of words.  While there are smaller 
units of meaning, words do contain much information.  

Furthermore, writers from different linguistic backgrounds 
may prefer words that match ones in their first language,  or 
make common spelling mistakes that can be captured at the 
word  level.   Unfortunately,  the  set  of  all  words  across  all 
documents is rather large, and document vectors composed of 
words are very sparse.  We perform some feature reduction, 
which we describe further in Section V.  

B. Character Bigrams

Even  smaller  than  the  word,  characters  can  provide 
information  about  the  tendencies  of  an  author.   Certain 
linguistic  backgrounds  may  prefer  certain  spellings,  either 
more  reflective  of  the  spelling  of  their  L1,  or  more 
representative  of  the  sound of  the word.   English is  a  very 
orthographically  dense  language,  that  is,  one  letter  may  be 
associated with many different sounds, and one sound is not 
necessarily tied to a single letter.  Consider the sound 'ǝ', which 
is the first sound in “about” in fast speech.  In this case, it is 
represented with an “a”, but in “burn”, it is represented by a 
“u”, in “woman”,  by an “o”, and so on.  Similarly,  “a” can 
represent different sounds, such as the ones in “cat” and “arm”. 

If a language usually uses one character for one sound, a 
native speaker may default to that letter if he is unsure of the 
spelling of  a  word.   Character  unigrams are not particularly 
informative:  the  letters  in  English  have  a  given  distribution 
amongst words, and changing the frequencies slightly contains 
little  information.   Character  bigrams,  on  the  other  hand, 
provide context for when the letters are incorrectly used.  If a 
document contains the bigrams “hi” and “in” for the spelling 
“thin”  when  the  writer  meant  “then”,  it  provides  more 
information than if we know that “i” was used instead of “e”.  

C. Part-of-Speech Bigrams

More  information  is  contained  in  a  word  than  just  its 
meaning.  Every word also carries grammatical functionality. 
Using annotated files generated by the Stanford Parser [8] for 
previous work, we were able to construct POS bigrams from 
the essays.  As with characters, POS can be very informative of 
the  writer’s  L1.   Languages  vary  considerably  from one to 
another.   Closely  related  languages  tend  to  have  similar 
grammatical structures, but unrelated languages have different 
syntactic  rules  that  can  be  captured  by POS.   Consider  the 
following example from German: Obwohl es warm ist, will er  
nicht draußen gehen, which literally translates as “Although it 
warm is, wants he not outside to go”, and means “Although it 
is warm, he does not want to go outside to play”.  We can see 
that after the comma, we have a verb followed by a pronoun, 
which  is  a  very  awkward  construction  in  English,  but  is 
perfectly fine in German.  This feature may be indicative of 
German as L1.  

D. Spelling Errors

Although some aspects of spelling mistakes are captured by 
the  character  bigrams  and  word  unigrams,  we  also  have  a 
feature that  explicitly checks for spelling errors.   Essays  are 
evaluated  by  ASpell1,  and  the  spell-checker  gives  a  list  of 
recommended  correct  spellings.   We  choose  the  top 

1 http://aspell.net
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recommendation as the correct spelling, and compare it  with 
the  incorrect  spelling.   The  two spellings  are  aligned  using 
M2MAligner  [5].   Consider  the  example  misspelling  of 
“computer”  as  “kompyuta”.   The aligner  would provide the 
following alignment:

       c  o  m  p  u    t  e  r
                                    |   |    |   |    /\    |   \/

       k  o  m  p y u  t   a

From this alignment, we get three error alignments: c-k, u-
yu,  and  er-a.   We use  these  alignments  as  features  for  our 
classifier.  

V. METHODOLOGY

The following section describes our methods for learning 
graphical  models  to  classify essays  by the first  language  of 
their  writer.   First,  we describe  methods used to  reduce  the 
feature  set  to  a  manageable  number  of  input  features. 
Secondly, we describe various structure learning methods that 
were applied to determine the best graph.  

A. Feature Reduction

As mentioned in Section IV, our original  feature set was 
very  large,  containing  approximately  50,000  features. 
Learning  a  graph  on  all  50,000  features  would  have  been 
prohibitive,  so we tried to  reduce  the dimensionality  of  our 
feature set.  

There  exist  in  the  NLI  literature  several  methods  of 
reducing the number of features.  Koppel et al.  [9] and others 
ignore  content  words  in  essays,  and  only  consider  function 
words.   Function  words  can  be  considered  the  “building 
blocks” of languages.   They have little meaning themselves, 
but  are  necessary  to  build  grammatically  correct  sentences. 
Function words belong to a small number of POS classes, such 
as  prepositions,  pronouns,  determiners,  and  conjunctions. 
Some examples of these words include “for”, “I”, “the”, and 
“and”.    

By reducing our word set to a list of 295 function words, 
and only considering features that appear in these words, we 
reduce  our  feature  set  from  50,000  to  approximately  5000 
features.  

Furthermore, we use information gain on our feature sets to 
further  reduce  the  number  of  features.   Previous  work  [11] 
showed that when you only want to use a subset of features, 
information  gain  can  be  helpful  in  selecting  useful  features 
from a larger set.  The equation used for information gain is 
provided in equation  1,  where  H is  the Entropy,  defined by 
equation 2.  

IG=∑
i=1

2

H (word=i )−∑
c=1

5

∑
i=1

2

H (word =i∣class=c)
  (1)

                      H =−P (x)×log (P( x))                       (2)

B. Structure Learning

Even  with  a  reduction  to  1000  features  and  one  class 
variable,  the  number  of  potential  Directed  Acyclic  Graphs 
(DAG) that can be constructed is super-exponential, and we do 
not know which is the correct one.  

We decided to build several different types of graphs in an 
attempt  to  maximize  our  chances  of  finding  one  that 
approximates the true I-Map for the data, which are described 
in subsections 1) through 4).  

1) Naïve Bayes
The  very  simplest  method  of  constructing  a  graph  is  to 

assume that all features are independent of each other.  This 
graph gives us no dependencies, but the next simplest method, 
to assume that features are independent if the class variable is 
known, at least provides a starting point.  As we have 50,000 
features,  naïve  Bayes  was  attractive,  with  its  minimalist 
approach.  

Khor and Ting [7] also used the naïve Bayes classifier as a 
baseline  for  text  classification.   While  our  task  is  not  text 
classification, the challenges are similar.  We use naïve Bayes 
as our simplest classifier, and as a baseline against which more 
connected graphs can be compared.  

2) Tree Augmented Naïve Bayes
Following the work of Chow and Liu, [3], we investigate 

the Tree-Augmented naïve Bayes (TAN) classifier.  The TAN 
tree  starts  as  a  Naïve  Bayes  classifier,  where  all  nodes  are 
assumed independent of each other, given the class variable.  A 
spanning  tree  that  maximizes  mutual  information  between 
nodes is then constructed.  

The number of arcs in a TAN network is twice as many as 
in a naïve Bayes, but is still manageable.  All of our features 
are binary, and thus, the number of parameters in the network 
is also approximately doubled.  A TAN is able to encode some 
dependencies in the data.  Furthermore,  TAN networks scale 
well  with the number of  features,  and should be able to  be 
constructed in a reasonable amount of time.  A network with 
more dependencies may also be more prone to over-fitting the 
training data.  

3) K2 Hill-Climbing
Although a TAN network models some dependencies in the 

data, it is still a graph with very few arcs, and may be missing 
key relationships between nodes.  Consider the graph in Fig. 1. 
The  character  bigram  “ck”  is  likely  related  not  just  to  one 
word, but to many, such as black, kicked, as well as others that 
are not shown.  Likewise, each of those words is related to n-1 
character bigrams, where n is the number of letters in the word. 

                                                                                                   124



Figure 1. One of many potential graphs for a small number of 
features

Every  word  also  has  a  likelihood  of  being  tagged  as  a 
particular  part-of-speech,  and  is  then likely to  be  associated 
with any POS bigram that contains that POS.  For example, in 
the  sentence  “The  man kicked  the  black  dog”,  black is  an 
adjective,  and  is  thus  tied  to  the  Adj-NN POS  bigram. 
Similarly, dog is a noun, and would be tied to all POS bigrams 
that contain a noun.  Likewise, words can be associated with 
several spelling errors.  It is easy to see that one node may have 
relationships and dependencies with many others.

For  this  reason,  we  consider  the  K2  Hill-Climbing 
algorithm, as provided by Weka2.  K2 uses an ordering of the 
variables to determine the best assignment of parents to nodes, 
using a particular scoring function.  We have chosen the Bayes 
score,  represented in equation 3, where  Nij is  the number of 
documents where a node’s ith parent takes its jth value, and Nijk 

is the number of documents where a node’s ith parent takes its 
jth value, and the node takes its  kth value.  Γ(x) is the gamma 
function, which extends the factorial (in  Γ(x) = (x-1)! for an 
integer  x).   Given  standard  assumptions,  this  function 
represents  the  probability  of  a  structure  (marginalized  with 
respect to the parameter values). 

Q Bayes( BS , D)=∏
i =0

n

∏
j=1

q i Γ (N ' ij)

Γ (N ' ij+ N ij)
∏
k=1

ri

Γ
(N 'ijk+ N ijk )

Γ ( N ' ijk)
           (3)

The  K2  algorithm  iteratively  adds  parents  from  the 
previous nodes in its ordering, up to the maximum specified.  It  
chooses the parents based on which ones lead to the greatest 
increase in the score of the network.  As we are unsure of the 
true ordering of the variables, we start the K2 algorithm with a 
random ordering, with the exception that the class variable is 
always the first variable in the ordering.  Furthermore, we also 
require that each variable is dependent on the class.  

Weka  ensures  that  all  variables  lie  within  the  Markov 
blanket of the class variable.  The network is initialized as a 
naïve Bayes network, and edges are added to the network.  

2 http://www.cs.waikato.ac.nz/ml/weka/

4) Support Vector Machines
As an alternative to graphical models, we consider SVMs. 

First  proposed by Cortes  and Vapnik [4],  SVMs compute a 
high-dimensional hyper-plane that separates the data, using a 
small  number  of  instances,  known  as  Support  Vectors,  to 
determine the location and orientation of the hyperplane.  We 
use  a  package  for  multi-class  classification  that  is  extended 
from the SVM-Light Package [6]. We use a linear kernel. 

VI. RESULTS

Our data set contained 4500 essays that were divided into a 
90% training set and 10% test set.  We learned naïve Bayes 
networks, TAN networks, and more-fully connected Bayesian 
networks on the training data, as well as SVMs, and performed 
inference  on  the  test  data.   We  compared  to  the  Bayesian 
networks.  Beyond testing the accuracy of our learners, we also 
run an ablation study on one of our networks, and compare the 
results to a similar ablation study using an SVM.  We wanted 
to determine whether  the same features  were contributing to 
the network as to the SVM.  

A. Using Function Words for Feature Reduction

Section  V  describes  how  we  use  function  words  in  an 
attempt to reduce the dimensionality of our feature set.  Table I 
shows results  for  networks  built  using only function  words, 
compared  with  their  equivalent  networks  using  all  potential 
words.  All of these networks use 295 word features, and 200 
of  each  of  the  other  three  feature  sets,  as  selected  by 
information gain.  

It  is  quickly  apparent  that  systems  using  only  function 
words do not perform as well as those that allow any words. 
Naïve  Bayes  gains  5.6%  accuracy  when  all  words  are 
considered,  TAN  gains  6.96%  accuracy,  the  5-parent  K2 
network  gains  8.3%,  and  the  SVM gains  2.69%  accuracy. 
Using function words, we see that naïve Bayes out-performs 
the  other  two  Bayesian  networks,  but  when  all  words  are 
considered,  naïve Bayes  is  outperformed by TAN, which in 
turn  is  out-performed  by  a  network  that  allows  even  more 
potential  parents.   For the next set  of  experiments,  we only 
consider networks allowing all words from the word feature 
set, as the trend of this set out-performing  the function word 
classifiers continued as the networks grew larger.  

B. Growing the Networks

In  the previous subsection, all  of the networks contained 
895 nodes.  However,  there may be information in the other 
features that were not included in the network, and thus, we 
increase  the  size  of  the  network  in  increments.   First,  we 
double the number of nodes allowed from each feature set; that 
is we choose the  400 most informative word unigrams, as well 
as  400 character  bigrams,  400  POS bigrams,  and  400 error 
alignments.  We then double the size twice more, allowing 800 
of each feature type, and then 1600.  However, this tops out for 
some  feature  sets  --  the  character  bigrams  feature  set  only 
contains  1098 items,  while  the POS set  only contains  1418 
items.   
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TABLE I. ACCURACY OVER 895 FEATURES

Classifier Function Words All Words

Naïve Bayes 55.16 60.76

TAN 54.48 61.44

K2 (Max 5 Parents) 53.36 61.66

SVM 55.16 57.85

 

Thus, while the classifier that allows 800 of each feature 
type has 3200 total nodes,  the classifier  that allows 1600 of 
each  will  not  have  6400,  but  rather  5716.   The  results  are 
presented in Fig. 2.     

Generally, we see that as the number of features increases, 
the  accuracy  of  the  classifier  also  increases.  As  can  be 
expected, the increases in accuracy slow down as more features 
are introduced. However, the TAN network still appears to be 
out-performing the SVM, as the increases are leveling off. If 
this trend continues, it is expected that a TAN would still out-
perform  the  SVM  for  feature  sets  for  which  it  is  very 
computationally expensive to build the TAN. Furthermore, as 
more  features  are  included,  the  SVM eventually  passes  the 
naïve  Bayes  classifier,  but  the  TAN  classifier  continues  to 
perform  better  than  the  SVM.  Somewhat  surprisingly,  the 
classifier constructed with K2 does not seem to benefit much 
from an increase in features, but this may be partially due to 
the restriction on the number of parents. 

Although K2 adds the parents that most increase the score 
of the classifier, K2 is restricted in the nodes that it can choose 
as parents, while TAN is not. The parents of a node for K2 
must come from the previous nodes in the ordering supplied to 
the algorithm, and if the ordering is less than optimal, so, too, 
will  be  the  network.  One  final  experiment  was  considered, 
where  no  feature  reduction  was  performed.   Due  to  time 
constraints,  only the naïve Bayes  model and the SVM were 
able to be compared. The naïve Bayes model achieved 83.41% 
accuracy,  while  the  SVM obtained  82.06%.   Following the 
results of our other experiments, it is not inconceivable that the 
TAN  model  would  improve  upon  the  naïve  Bayes,  further 
improving upon the SVMs.

Figure 2. 10-fold cross validation accuracy, as number of features 
increase

C. Ablation Study

To help understand which factors most contribute most to 
our classifiers, and whether this is constant across the various 
learners, we conduct an ablation study on the models created 
with 800 of each feature type.  The results are presented in Fig. 
3.  

While it appears that the feature sets influence the models 
in a similar way, with word unigrams having the most impact, 
followed by POS bigrams, character bigrams, and errors, there 
are a few differences.  The accuracy of the PGMs seems to be 
more dependent upon the word unigrams, while  SVMs show 
similar falls in accuracy for POS bigrams, with larger drops for 
the other features than the drops observed for the PGMs.

VII. DISCUSSION AND FUTURE WORK

We  have  learned  probabilistic  graphical  models  for 
classifying  essays  by  the  native  language  of  their  writer. 
Typically,  this has been a task for machine learning methods 
such  as  SVMs or  maximum entropy learners,  but  graphical 
models  have  certain  innate  advantages  over  the  machine 
learning methods.  As well as being able to take advantages in 
dependencies  in  the data that  cannot  be expressed  by linear 
SVMs, graphical models can perform inference tasks that are 
beyond SVMs.  If a user makes a set of mistakes, a graphical 
model  can  infer  the  likelihood  that  he  will  make  other 
mistakes; it can also predict errors that differ between L1s .  An 
SVM can make no such inference.   This  ability is  of  great 
importance  to  second-language  teachers,  who  often  need  to 
adapt their teaching to suit their students.  While this ability of 
the graphical  models is  important,  we were more concerned 
with the construction of the models.  We used four feature sets: 
word unigrams, character bigrams, part-of-speech bigrams, and 
errors alignments to learn four models: naïve Bayes, TAN, K2, 
and linear SVM.  Using feature selection to allow graphs to be 
built in reasonable time, we found that  the naïve Bayes  and 
TAN models consistently out-perform SVMs when given the 
same features to learn a model.   

Our  models  only  consider  five  different  L1s,  but  the 
literature has models that differentiate between as many as 

Figure 3. Ablation study for models with 3200 features
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eleven.  Future work can consider these other languages, and 
the increase in complexity that accompanies them.  The feature 
sets that we used are only a subset of those commonly used to 
tackle  the  NLI  task.   It  is  possible  that  other  features  will 
further improve the accuracy of the classifier, and will do so 
when only a small number are considered.  Furthermore, other 
methods  of  feature  selection  need  to  be  considered.   One 
disadvantage of the use of graphical models is the amount of 
time and resources required to build them.  If we are limited in 
the number of features that can be used, we need to be sure that 
we are using the best ones available.
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Abstract— Study of talent management is getting more attentions 
in the recent years. It was found that there are no easy 
classification methods for verifying talents. This paper discusses 
the application of neural networks for a talent matrix based 
talent classification process. The proposed method is easy to 
implement, and free from biasing and nepotism. 
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I.  INTRODUCTION 
Neural networks have found many applications in various 

science and technological as well as in business fields, like 
stock market prediction [1]. Similarly, [2] is a good example of 
using neural networks for predicting global solar radiation 
(GSR). These applications were nonetheless used the neural 
networks’ strength for predicting and classification of sample 
data to generate the predicted assumptions. 

One of the strength of the neural networks is that it can 
calculate and predict almost like a human brain, as it was 
developed using the techniques based on the human brain. Out 
of various neural network models, multilayered perceptrons 
(MLP), backpropagation and radial basis function (RBF) 
networks are most prominent based on their usages in various 
fields. [3] discusses the basic differences between the RBF and 
MLP. Similarly, one can find the differences between the RBF 
and backprogpagation networks in [4]. 

One of the usages of the neural networks is calculation of 
correctness of data [3]. Thus, neural networks are mostly used 
for the error evaluation and classifications works. Despite their 
differences in basic structures, all these networks possess few 
unique characteristics. There are many hidden layers in the 
MLP, thus it can attempt to minimize the error rate while 
processing the data. The theme of a backpropagation network 
is that the errors from hidden layer units are determined 
through back propagating the errors of the immediate output 
layers. 

The basic structure of the neural networks is almost similar. 
All the neural networks layers are generally input-hidden-
output layers. For example, RBF has got only one hidden layer 
despite MLP and backpropagaition networks has got many 
layers, as shown in the figure 1. 

In general, the neural networks are being used in different 
types of model prediction, speech-hand writing recognition, 
control for high dimensional and highly nonlinear systems, 
image processing, series analysis, and medical diagnosis [3]. 
Use of stock market prediction is another important area of 
neural network applications [1].  

 
Figure 1: Generalized structure of neural networks 

II. PREVIOUS WORKS 
We have examined two distinct approaches for literature 

reviews: first one was related to talent management and the 
second one was to find computer application in the talent 
management. Applications of various advanced techniques 
were found in the literature those mostly used Analytic 
Hierarchy Process (AHP) methods [5], [6], [7], [8]. In these 
studies, AHP produced serialized results of the talented 
employees. One of the drawbacks of the AHP was that 
performance and qualification of the employees were merged 
arbitrarily with random weighing values. Thus major 
capabilities of the employees – which may distinguish one 
employee from another – are diminished through random 
weights. Major talent management thoughts, however, requires 
distinguishable performance and qualification aspects to be 
measured properly [9]. 

Other approaches [10], [11] were limited in discovering the 
various characteristics of talents. Authors of [10] reported that 
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only the performance factors of employees were considered for 
defining the talent aspects. A detailed discussion was found in 
the [12], where the authors tried to find out sub-categories 
using decision tree induction under the categories Background, 
Previous performance evaluation, Knowledge and skill, 
Management skill, and Individual Quality to measure the 
talents amongst the academics in a university. One work [11] 
reported the support vector machine (SVM) based criteria 
evaluation of talent. The criteria were school, academic degree, 
job tenure, highest title, highest position, number of posts, 
work experience, language proficiency and degree. The result 
showed which criteria was more important in selecting talented 
people. 

All these works did not yield good results for the talent 
management in discovering the “talent” for a talent 
management system. One reason could be marked as the 
drawback that these studies did not make any difference 
between the performance and qualification. Rather, in most of 
the cases, they used these two terms interchangeably. Thus, 
talents were not discovered, only few criteria were found for 
selecting appropriate candidates based on few selected criteria. 
The present study was conducted in such a way that if the 
detailed criteria were accounted for and measured 
appropriately, a better talent discovery could be made. 

III. THE PRESENT STUDY 
As discussed in the section II, few of the talent 

management [5] criteria could be found as “Create good group 
spirit and working atmosphere”, “Understanding the ability, 
characteristics, and needs of subordinates”, “Encourage 
employees”, and “Coaching skill and Fair and subjective 
evaluation of employees’ performance” as Leadership Skill. 
Another aspect was the Interpersonal Skill that included 
“Understanding the meaning of other people”, “Negotiation 
skill”, “Listening skill”, “Conversation skill”, and “Conflict 
management skill”. It was reported [6] that Project 
management, Cost management, Quality management, 
Purchase and machinery and equipment management are also 
important criteria. It was found that the performance and 
qualification criteria are not clearly defined or discussed in any 
of these articles. This paper intended to develop a mathematical 
model for talent management based on “performance” and 
“qualification”. These two criterions were measured through 
survey questions gathered through supervisor evaluation, self-
evaluation and previous experience of employees.  

A. Talent criteria 
Analyzing [5, [6], [7], [8], [9], [10], [11], [12], this paper 

proposes Work quality, Work ethics, Problem solving skill, 
Communication skill, Leadership skill, Learning skill, and 
Planning and organization skill as the basic evaluation factors 
for supervisor evaluation and self-evaluation surveys. On the 
other hand, Previous Education, Test Scores, Received 
Training, Experiences gathered till date, Job tenure, and 
Expertise were the basic measuring factors for previous 
experience survey. The survey questions and scoring is 
discussed in section III (C). 

 

B. Measurement through Likert scale 
The talent management criterions may include those, as 

mentioned in II (A), but are not strictly limited to these criteria. 
The criterions were clearly distinguishable as performance and 
qualification. This was achieved through survey questions 
format, with sub criteria under each of the major criterions 
mentioned in II (A). Each sub criteria was a question. These 
questions were scored using Likert scale [14]. According to 
[15], the Likert scale typically have five categories of response 
from 1 = Disagree Strongly to 5 = Agree Strongly. For a better 
measurement and accurate result in the present survey, an 
additional zero score was added so that the employees can 
answer for any criteria as “never achieved” or “never attained”. 

C. The survey questions and scores 
The survey questions were made in three categories: 

Supervisor evaluation, self-evaluation and previous 
experiences. Out of these, supervisor evaluations and self-
evaluations were merged to generate performance scores of the 
employees. The previous experience was considered as 
qualification of the employees.  

Since supervisors are the persons who directly observe the 
employees and know them well, their evaluations were 
considered with greater valuation. We proposed “performance” 
to be calculated by taking ninety percent of the supervisor 
evaluation and ten percent from the self-evaluation. In both 
supervisor and self-evaluations, a similar set of questioners was 
used. These questioners could later be used to analyze the 
employee’s weakness, and appropriate measures could be used 
to improve their performance. There were a total of 34 
questions in the supervisor and self-evaluation forms. Previous 
experience had 21 questions in the survey, and was taken to be 
the “qualification” of the employees. 

D. The Talent Matrix 
Talent management was first introduced in the “The War 

for Talent” in a McKinsey & Company report, reports [16] and 
[17]. The major steps of the talent management were 
discovery, training and development, and retention of the 
talented employees within the organization. Based on the 
discussions in III (B) and (C), four distinguishable classes in 
the talent management could be arranged, as shown in the 
figure 2. 

 
Figure 2: Talent Matrix 
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This classification is not necessarily to be strict along the 
dividing lines shown in the figure 1. Rather, based on the 
individual data sets, the results are mainly comparative and 
perceptional. One major advantage is that the talents are found 
to be in the star segment of the figure 2. Rest of the employees 
has scope to develop and enter into the star segment, which is 
also known as talent pool. 

E. Classification methods 
The performance and qualification data was primarily 

classified using three statistical classification methods: mean 
based, z-score based [18] and Min-Max normalization [19] 
based classifications. The following argument was used for 
finding out four segments as shown in the figure 2.  

Table I.  The basic argument for Talent Matrix 
 

 Performance Qualification 

Iceberg Low Low 

Backbone High Low 

Rising Star Low High 

Star High High 

 

Mean based classification was implemented along with the 
mean of each data column. The z-score was measured using the 
standard deviation and mean of each of the data columns. 
Lastly, the Min-Max normalization was used to scale the data 
for the scale of -1 and 1. Thus Talent Matrix depicted in the 
figure 2 was mathematically achieved. 

IV. CALCULATION AND RESULTS 
The data used in this paper was collected from a reputed 

Turkish bank during November – December, 2012 through 
direct interviews between the bank employees and their 
supervisors. The employees also filled their previous 
experience forms along with the self-evaluation forms. All 
these three categories of data were then processed to develop 
the basic data set for the calculations. The neural network tools 
from Matlab™ were used for the calculation. Testing 
environment consisted of Matlab 2010a, installed on Windows 
7 (64-bit) operating system. 

A. Data preparation and classification 
All the collected data was measured on a 6-scale input. For 

ease of computing, numerical values were normalized into the 
percentiles. This normalization standardized numerical values 
for all data entries. Then the performance and qualification 
values were calculated and n-by-2 data set was prepared. 

After data was ready according to the requirement of the 
system, star, rising star, backbone and iceberg classes were 
constructed, as mentioned in the table 1 and shown in figure 2. 
The data was classified using all the three classification 
methods, as mentioned in the section III (E).  

B. Neural networks and Error Calculation 
As already discussed in the section I, neural networks are 

capable of making decisions and verifying classifications of 
some given data. By now, all three classification methods were 
used and three different classification results were obtained. 
These results were used as inputs of three neural networks, as 
mentioned in the section I.  

The neural networks were configured using few common 
parameters: 

Table II.  Assigned Network Parameters 
 

(a) Numerical parameters 

Maximum Epochs 100 
Minimum gradient 0.00000001 
Goal 0.01 
Learning rate 0.3 

 

(b) Different functions 

Training Function trainscg 
Adapt Function adaptwb 
Divide Function dividerand 
Performance Function mse 

 

Neural networks can efficiently measure the error rates 
from given data. Precisely, coefficient of determination (R2), 
Root Mean Square Error (RMSE) and simple error rate was 
determined [2]. For optimal results, maximum values of R2 and 
minimum values of RMSE and error were considered.  

Table III.  Results derived from neural network calculations 
 

 R2 RMSE Error 
Mean-based 

MLP 0.7439 0.2191 0.1312 
Backpropagation 0.4466 0.3221 0.355 

RBF 0.946 0.1006 0.04 
z-Score based 

MLP 0.4618 0.3177 0.1396 
Backpropagation 0.32 0.4537 0.3601 

RBF 0.9589 0.0877 0.0315 
Min-Max Normalization based 

MLP 0 0.441 0.2365 
Backpropagation 0.4626 0.3174 0.3761 

RBF 0.945 0.1016 0.0388 
 

In all of the results shown in the table 3, the RBF network 
yielded the best result matching the pre-set requirement: 
maximum R2 and minimum of RMSE and Error. Now taking 
out the best three classifications results and compare again 
among them, for the above condition. 

Table IV.    Best fit model 
 R2 RMSE Error 

Mean-based 0.946 0.1006 0.04 
z-Score based 0.9589 0.0877 0.0315 

Min-Max based 0.945 0.1016 0.0388 
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In the table 4, maximum of R2 and minimum of RMSE and 
Error can be found for the z-Score based classification. Thus, 
z-Score based classification result would be taken as the 
optimum result for this data set. The numbers in the braces, as 
shown in the table 5 below, denotes the number of employees 
in that class. For example, according to the table 5, there are 4 
employees in the backbone class.  

Table V.    Final Classification of data 
Iceberg Backbone Rising 

Star Star 

B01, B04, B06, 
B16, B19, B20, 
B21, B22, B23, 
B24, B26, B27, 

B28, B29 

B07, B08, 
B12, B15 

B02, B03, 
B05, B10, 
B14, B25 

B09, B11, 
B13, B17, 

B18 

(14) (4) (6) (5) 

V. DISCUSSIONS  
Talent management is a comparative, dynamic and 

perceptional way of judging people. This paper developed and 
discussed the use of neural networks techniques for the talent 
management process. Through this model, talents can be 
discovered without any bias and nepotism. R2, RMSE and error 
rates were determined through neural networks with better 
accuracy. This model can be used in many areas where 
authorities want to find out talented people for positioning in 
the critical positions. The example used in the section IV 
yielded a very good result for the employer and the employees.  
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Abstract—Bangladesh, a new name among the fast developing 
country, has a huge population of more than 160 Million people 
and a large demand for electricity. Although Bangladesh is still 
struggling to provide a stable energy source to the growing 
industrial sectors and general mass, the geographical location of 
this country is very advantageous for the development of 
renewable energy. The site of Bangladesh is naturally gifted area 
to establish alternate energy collection sources like Ocean 
Thermal Energy Conversion (OTEC). Since Bangladesh lies just 
beneath the tropic of cancer and on the shore of the Bay of 
Bengal, the two vital elements: constant sunlight and large 
littoral areas needed for OTEC can easily   be found in this 
region. With huge water bodies throughout, this zone is very 
much suitable for developing multiple OTEC plant size. 

      Keywords— Environmentally sustainable, clean energy, 
possible OTEC sites, significant impact 

I. INTRODUCTION  
      Ocean thermal energy conversion (OTEC) is a promising 
renewable energy technology which exploits the thermal 
gradient between warm, surface seawater and deep, cold 
seawater to generate electricity [1].OTEC has the least 
environment impact and is capable enough to provide 
thousands of megawatt which are urgently needed in 
developing countries[2].As OTEC does not emit any carbon 
dioxides so it has the least negative effect on the environment 
and this is what makes OTEC a clean, sustainable energy. A 
developing country like Bangladesh where power disruption 
become an acute problem, OTEC-seems like a likely solution 
to alleviate this situation as there are many sites for OTEC 
plants in Bangladesh which can sum up to a considerable 
amount of energy. Only 5% of total energy comes from 
renewable energy in Bangladesh [3]. Figure 1 shows a pie chart 
depicting the contribution of renewable energy sources in the 
energy sector of Bangladesh [4]. This should be mentioned that 
as the oceans cover around 70 percent of the total surface area 
of this project. OTEC has a future prospective all over the 
world in the field of renewable energy. At the same time the 
oceans can be thought of the world’s largest solar energy 
collector and energy storage system. On an average day, 
approximately 60 million square kilometers of tropical seas 
absorb an amount of solar radiation which equals the heat 
content of about 250 billion barrels of oil [5]. 

         Figure 1.  Contribution of different implemented renewable 
sources in Bangladesh 

      Again, properly designed OTEC plants produce negligible 
amount of greenhouse gas (GHG) or other pollutants. OTEC 
systems can produce fresh water besides electricity than can 
contribute a significant role in island areas where fresh water 
is scarce. Bangladesh is perfectly suitable for establishing 
OTEC power plants as many locations here fulfill the 
requirements. 

II. OCEAN THERMAL ENERGY CONVERSION  
      OTEC system generates electricity indirectly by 
harnessing the solar energy. It basically operates by using the 
difference in temperature between surface water and the deep 
sea water. The system actually pumps up the deep cold sea-
water on its surface and then using the temperature difference 
between the pumped cold deep-sea water and the hot ocean 
surface water it runs a thermal engine which then in turns 
produces electricity by running a Rankine cycle to produce 
electricity in this system. The main advantage of OTEC 
system is that it not only produces electricity but as a by-
product it also produces fresh water and for this reason it can 
be a viable choice to be used in islands where there limited 
fresh water. OTEC is much more advantageous compared to 
other renewable energy systems because the system itself is a 
base load source which can be operated both day and night 
continuously. The difference between an OTEC system and 
Solar PV is illustrated in Table 1. Moreover the feasibility of 
this system is higher because it uses the solar energy absorbed 
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by the ocean which is 4000 times more than the current solar 
technologies can harvest.  

            Table 1: Differences between OTEC & solar PV 

      Initially the capital cost to establish an OTEC is system 
comparatively higher because of the large pipelines and heat 
exchangers but in the long run the cost is minimal because the 
whole system runs on the renewable solar energy. Also, the 
small amount of electricity that the system itself consumes is 
also provided from its own production. Significant approaches 
are still being made to lessen the initial cost. 

III. PROCESS AND TECHNOLOGY STATUS(SUITABLE FOR 
BANGLADESH)  

      To set up an OTEC system operational data is needed to 
earn the support required from the financial community and 
developers. A small overview is presented: - for a small 4-
module system, a 1/5-scaled version of a 25MW module is 
proposed as an appropriate size. It should be noted that for 
typical Small Island Developing States (SIDS), a 5 MW plant 
can be used[6]. The OTEC process starts by collecting warm 
surface water using pumper then using the warmth, a heat 
exchanger is used to vaporize working fluids like propane and 
ammonia which results the vapor to expand and rotate a 
turbine connected to a generator. In the second phase the deep 
sea cold water is pumped and taken through a condenser 

(second heat exchanger). The coldness of the water is then 
used to cool down the vaporized propane/ammonia to the 
liquid state again. This process is done using multiple pumpers 
which run on a small amount of electricity and which is  
collected from the turbine itself. Aside from this minimum 
loss, a major portion of the remaining power can be acquired 
quite easily. 

There are three types of OTEC design: 

1. Closed Cycle 

2. Open Cycle 

3. Hybrid Cycle 

       

The closed-cycle system uses a working fluid, such as 
ammonia; pumped around a closed loop. This design has three 
components: a pump, turbine and heat exchanger 
(evaporatorand condenser). Warm surface seawater is pumped 
through a heat exchanger that vaporizes the fluid with a low 
boiling point(e.g.,ammonia). Then the working fluid turns into 
vapour and runs the turbo generator as shown in figure 2. 
Later the steam is condensed using the cold from pumped 
deep sea water causing the liquefaction again. Thus the cycle 
goes round like this and keeps moving the turbine. 

                        Figure 2.  Closed cycle loop OTEC 

      The open-cycle system is quite similar to the closed-cycle 
system and uses the same basic components. The Open cycle 
OTEC uses warm surface water directly as working fluid. This 
system places the warm sea water in a low pressure container 
causeing it to boil (flash evaporator).In some schemes the 
expanding steam drives a low pressure turbine attached to a 
generator. The steam is then condensed into liquid in a heat 
exchanger by exposing it to cold water pumped from down 
below. This process is shown at figure.3.  

                    Figure 3.  Open cycle loop OTEC         

Solar PV Technologies Ocean Thermal Electro Conversion 
Technology

Direct and continuous sunlight is 
essential to run the system with full 
efficiency and smoothly.    

Direct/Continues sunlight is not 
necessary as the temperature 
difference between the sea surface 
and depth doest change rapidly. 

Huge free area is necessary to 
collect sufficient amount of solar 
energy also additional area is 
necessary for battery placement and 
controllers. 

Comparatively small operational area 
or project site is necessary to supply 
equivalent amount of electric energy. 

Continuous maintenance and panel 
alignment changing is required in 
multiple solar energy colleting 
panels. 

Single project site so maintenance is 
easy. 

Uses solar light energy. Uses solar heat energy. 

Requires huge operational ground 
area with multiple sections 
containing battery storage and 
controllers. 

Confined to a single large operational 
section consisting of mainly a 
generator. 

Distribution is often difficult as 
energy is first stored in battery and 
then re-supplied. 

Distribution is easy as output is 
directly connected to the main power 
grid. 

Stores energy in batteries so 
completely battery dependent 

Supplies directly to the main power 
grid. 
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      A Hybrid cycle system combines the features of the closed 
and open cycle systems. In a hybrid system, warm seawater 
enters a vacuum chamber, where it is flash-evaporated into 
steam (similar to the open-cycle evaporation process). The 
heat from the steam vaporizes ammonia in a separate 
container, and the vaporized ammonia drives a turbine to 
produce electricity (similar to closed-cycle 
process).Vaporization of the seawater removes its salt and 
other impurities. When the steam condenses in the heat 
exchanger, it emerges as fresh, pure water. 

IV. APPROACH FOR REDUCING COST OF OTEC
PLANT 

      Researchers have been working on reducing the overall 
cost of OTEC systems. Keeping the cost and overall efficiency 
in mind Rankine cycle, Open or Claude cycle, Mist-life cycle, 
Kalina cycle and Uhera cycle were some concepts which were 
introduced in OTEC[7]. Amongst them Rankine cycle is much 
more accepted among the engineering community. As for the 
working fluids, ammonia remains the fluid of choice for 
closed-cycle OTEC system along with propylene. Here we 
have confined ourselves to a closed system using Rankine 
cycle and ammonia.  

At OTEC conditions, there are considerable amount of 
experimental data available for heat exchangers using 
ammonia and seawater, both for boiling and condensation 
[08]. The reason for choosing this combination is for its 
practicality and the low risk factor with high yield from the 
seawater resources in the form of staging the Rankine cycle. 
Staging allows maximum potential extraction of heat and 
power from a set of given resources. 

      A Temperature-Entropy (T-S) diagram is given in figure 4. 
This diagram represents the characteristics of staging cycle 
which shows both single-stage and two-stage Carnot 
cycle[09]. Here Carnot's cycle is considered because it best 
explains the advantages of staging without any loss of the 
overall applicability. Also the diagram includes both cooling 
and heating lines from the warm and cold sea water. The 
single stage working fluid state points are indicated by points 
ABCD. The area of ABCD cycle shows that the amount of 
power it can be produced through by the cycle. The 
temperature approach at points A and C are dictated by the 
minimal internal temperature approach (MITA) on the 
evaporator and condenser. 

            Figure 4.  Cycle temperature-entropy (T-S) diagram for a   Single 
and two-staged Carnot cycles (not to scale) 

V. ENVIRONMENTAL IMPACT 
      The water being from the deeper region of the ocean, it 
contains nutrient and comprises of a different salinity level. 
OTEC system involves of bringing up highly mineral enriched 
water from ocean depth. This mineral rich water,when 
dropped on the ocean surface helps in promoting the growth of 
photosynthetic phytoplankton. However as there is a question 
of maintaining the ocean mixed layer biota and maintenance 
of the natural surface temperature anomalies so the release of 
the water is conducted in a precise and controlled manner to 
avoid disrupting the natural balance. In case of any other off 
shore operations, there is a possibility of natural disruption of 
unintended fish or seabirds attraction, noise created from the 
plant might interfere with animal communication. Also, there 
is a fear of lubricants and anti-biofouling chemicals entering 
the ocean. Concerning the OTEC system, the release and 
redistribution of a huge amount of water periodically with 
cause some natural changes in geological stratification, ocean 
salinity, oxygen and nutrient levels near the site. It might 
affect the natural life habitat of some organisms. Some 
organisms base their behaviors on certain temperature or 
salinity gradients[10], while others may be affected by 
increased nutrient levels [11]. 

VI. VIABLE OTEC SITES 
The best locations for OTEC are in places where the 

temperature gradient of the ocean water is significantly 
observable. This is because the efficiency of the system 
depends on the difference between the higher and lower 
temperatures involved. Temperature difference between the 
ocean surface and the water at a depth of 1000 meters varies 
from less than 18 degree to more than 24 degree celsius. 
OTEC can be sited, in principle, almost anywhere in the 
tropical ocean-generally between Tropic of Cancer and Tropic 
of Capricorn. A temperature difference between the surface 
and 1000 meter depth more than 22 degree Celsius is usually 
available here[12].  

     
            Figure 5.  Suitable location for OTEC plant 

      From the figure 5, it can be seen that for Bay of Bengal the 
temperature difference between surface and sub surface 
(1000m) sea water is between 20 degree to 22 degree Celsius. 
So, OTEC project is quite to be feasible in this region.  

      Considering the OTEC site selection criteria as mentioned 
in multiple papers by L.A. Vega, who is one of the key 
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researchers and an internationally figure on this subject matter 
,deliberating his mentioned factors like geographical location, 
surface and undersea temperature, land area, population, 
electric energy sources, electricity demand ,current availability 
and future electricity demand are quite important[13]. 

      A number of possible OTEC plant site has been selected 
and these are: Cox’s Bazaar Beach, St. Martin Island, Patenga 
Beach,Parki Beach,Nijhum Island,Kuakata. 

A. Cox’s Bazaar : 
      Cox’z Bazaar is the world’s longest unbroken 125 km 
natural sandy sea-beach, covering an area of 2491.86 sq.km 
with a population near to 51,918.It is a major fishing port and 
tourist spot of the country with immense need for 
electricity[14]. Currently there is an overall demand of 45 
MW electricity where the national grid’s contributes only 9 
MW, the rest is fulfilled by individual diesel generators [15]. 
Being located on the foot of the country and directly facing the 
ocean this area is the most viable location to establish OTEC 
plant in Bangladesh. 

B.  St. Martin Island: 
      This is small 8 sq.km coral island with a local population 
of 3,700 and is a major tourist spot of the country [16]. Each 
year thousands of tourists come here. In this little island even 
without stable electric supply form the main power grid there 
are 29 hotels and restaurants,4 educational institutes and 
cyclone shelters, hospitals, light house, government offices 
and a Military Naval Base[17]. Although having a perfect 
ocean surrounding landmass with a year round sun-light, this 
place has no electricity generation plant rather electricity is 
supplied only by private diesel generators making the 
electricity expensive and hazarding the environment. It is 
assumed that there is approximately a yearly demand of 
1131.5 MW electricity throughout the island.  

C.  Patenga & Parki beach : 
      Patenga and Parki beach are both located in Chittagong 
district and can be classified as the two major ocean facing 
landmasses of Bangladesh. Chittagong is a huge city covering 
168 sq.km area with an approximate population of 
2,579,107[18].A major sea-port and a major contributor in the 
national industrial activity, this city handles almost 90% of 
national export-import and has a daily electricity deficiency of 
250-150 Megawatt daily [19]. The two sea-beaches Patenga 
and Parki are two viable positions here for OTEC plant 
location. 

D. Nijhum Island : 
      Located on the Noakhali district of Bangladesh,this small 
56. sq.km island is an uprising tourist destination. This island 
is situated near Noakhali district where there is a calculated 
consumer of around 200,000 under rural electrification board 
,yet each day almost all of the consumers has to face load-
shedding for shortage of electricity supply[20]. Located near 
this huge district is Nijhum island,which can contribute to the 
local district grid if the natural sun-light and ocean water is 

used to generate electricity from renewable energy sources. 
OTEC is an efficient solution for this area.  

E. Kuakata : 
      Kuakata is sea-beach in the southern part of the country, 
located in Patuakhali district where jute-mills, ice-mills and 
fish farms which have a daily demand of 65 MW electricity 
but faces a daily shortage of nearly 40 MW [21]. Even after 
having a good source of procuring renewable energy, this part 
of the country faces a daily interruption of electricity supply. 
Kuakata beach facing the Bay of Bengal and getting constant 
sun-light throughout the year, is a very good location for 
building OTEC plant.  

VII. EFFICIENCY IN OTEC PLANT SITES  
      We can use equation 1 (Carnot’s equation) to get an idea 
about the efficiency of OTEC [22]:  

                                                                                                                  (1) 
Here, 

W    = Work obtained (energy)  

 T     = Surface water temperature (K)  

 T    = The deep water temperature (K)  

 Q     = Thermal Value  

An example for a typical tropical climate is shown: 

Let us take typical temperatures in the tropical area be, 
                        

   T  =  27  °C  

   T  =  4   °C   

      Q being of the order of 0.5 for practical considerations in 
the conversation, the efficiency comes to slightly more than 
3%.This may seem a low efficiency, but this may not make 
OTEC less competitive than other renewable energy sources. 
For example, it needs no more than a hydroelectric plant and 
the availability of resources of OTEC is vast; the capacity of 
OTEC is 300 times more than mankind’s current total power 
usage [23] 

VIII. CONCLUSION 
In order to tackle the rising demand of electricity in 

Bangladesh, potential energy sources are needs to be 
investigated to alleviate forthcoming energy crisis. Bangladesh 
is still a developing country and so keeping that in mind the 
new energy sources must be made inexpensive and easily 
procurable .Solar power is a good choice as a renewable 
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energy source but it requires huge funding, which would strain 
the economy .OTEC might have a huge initial cost but in the 
long run it pays off the investment. According to calculation, 
within five years we can profit from the system and we get 
clean drinkable ocean water as a byproduct. This paper looks 
into the prospect of OTEC in Bangladesh and the possible 
locations suitable for this technology. OTEC power systems 
satisfy the criteria for suitable energy systems for Bangladesh, 
and if the suggestions introduced in this paper are 
implemented, it would be a giant leap toward solving the 
present energy crisis of the country. 
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Abstract—To meet the ever-increasing demand of energy, 
renewable energy can open up new possibilities in developing 
countries. Renewable energy sources, such as biogas can be used 
for off-grid electricity generation. Although biogas is not known 
to be an efficient source of electricity, due to the abundance of 
raw materials it is still used in rural areas. Our study shows that 
mixing different raw materials in a proper ratio, also known as 
co-digestion can make a great difference in efficiency. We present 
in the paper, a model for biogas based low-cost off-grid power 
plant for rural areas. In our design, we take into account the 
generator size, and some maintenance tasks, such as H2S removal 
unit etc. We also make economic assessments of small power 
plants. Our model and assessments indicate that electricity 
generation from biogas is feasible even for relatively small 
application in the range of 10 – 50 kW. Potential of biogas in 
other applications is also mentioned here. 
 

Keywords—Biogas, co-digestion, load calculation, payback time 

I.  INTRODUCTION  
In the present era of human civilization, we are facing an 

increasing demand of power consumption and dwindling of 
fossil fuel reserves. Burning of fossil fuels leaves harmful 
effects on environment. Therefore, in order to prevent 
environmental deterioration and promote new sources of 
energy technologies especially in the developing countries, 
biogas can be adopted as an alternative to fossil-fuel. 
Recently, a report by Grameen Shakti [1] emphasizes that the 
biogas technology is very ideal for rural Bangladesh because it 
is simple to build and raw materials are available in rural 
household. People use animal manure to produce biogas for 
cooking and digested bio slurry in place of chemical fertilizer 
for harvesting. Domestic sized biogas plant (2-5m3) is already 
popular in rural areas but most are reportedly very inefficient 
[2]. Although different implementing agencies in Bangladesh 
are active in promoting waste reuse technology, oftentimes the 
agencies do not pay attention to the design that would be more 
cost effective in a local setting where there is an abundance of 
certain type of raw materials. Furthermore, it is also required 
to bridge the gap between the researchers who are trying to 
come up with effective designs and the implementing 
authorities [3]. Another potential application of biogas is 
electricity generation which is not fully explored. Some 
attempts have already been taken to produce electricity from 

poultry waste [4]. In rural and remote areas most of the 
families do not get electricity from main power grid lines. Co-
digestion of raw materials with appropriate proportions can 
yield optimum biogas production with high methane content. 
Methane content in biogas is almost similar to natural gas, 
therefore biogas can produce considerable heat during 
combustion. But it has relatively high amount of CO2 and H2S 
content when compared to natural gas. High CO2 content can 
lead to various problems when biogas is used in combustion 
engines; problems with H2S content are its toxicity and 
corrosiveness [4]. However, these harmful contents can be 
effectively removed and biogas can be used as alternative fuel 
for gas generator in small power plants to meet power demand 
of nearby houses.     

II. BIOGAS 
Nowadays, biogas is one of the most popular renewable 

energy which can produce combustible gas through biological 
degradation of organic compounds known as anaerobic 
digestion. The composition of biogas is mainly methane (60-
70%), carbon dioxide (30-40%), nitrogen (1-5%), hydrogen (0-
3%), hydrogen sulfide (0.1-0.5%) and traces of oxygen [5]. It is 
a colorless, odorless gas and burns in similar way as natural 
gas. Raw materials for biogas are cow dung, poultry manure, 
agricultural residues, municipal waste, fish waste, water 
hyacinth etc. which are high in organic content.  

 

 

 
 
 
 
 
 
 
 
 
 
 

Fig. 1: Biogas production process 
The whole anaerobic digestion process can be divided into 
three steps: hydrolysis, acidification, and methane formation. 
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Mainly three types of bacteria are involved in the whole 
process. Figure 1 summarizes the anaerobic process. 

There are two types of anaerobic digestion: (1) Mesophilic 
digestion (35 - 40⁰C) and (2) Thermophilic digestion (55 - 
60⁰C). Mesophilic digestion tends to be more robust and 
tolerant than the thermophilic process but gas production is 
less. A successful pH range for anaerobic digestion is 6.0 - 8.0 
and carbon-nitrogen ratio (C/N) close to 30:1 for achieving an 
optimum rate of digestion. Hydraulic Retention Time (HRT) 
which is the average time spent by the input slurry inside 
digester before it comes out is 2 to 4 weeks. 

A. Co-digestion 
Co-digestion is the simultaneous digestion of more than one 

type of waste in the same unit. Co-digestion of food waste and 
human excreta with 4:1 ratios has resulted increased biogas 
production than control material with 58% methane content 
[6]. For co-digestion of fish waste and cow dung highest gas 
yield was 2 L/kg when mixed with 1:1.2 ratios while only fish 
waste yielded 150 mL/kg [7]. Co-digestion substantially 
increased biogas yields by 24-47% over the control (organic 
kitchen waste and dairy manure only). Highest methane yield is 
obtained with 75% organic kitchen waste and 25% cattle 
manure [8]. The use of co-substrates usually improves the 
biogas yields from anaerobic digester due to positive 
synergisms established in the digestion medium and the supply 
of missing nutrients by the co-substrates [9]. 

III. MATERIALS AND METHODS 
Various advanced techniques have been developed to 

increase biogas yield from raw materials. But rural masses 
cannot afford these techniques as they are costly. They have to 
rely on cost effective, naturally available and easy to operate 
feed substrate such as poultry manure and cattle dung. Poultry 
manure contains high level of organic nitrogen and during 
anaerobic digestion ammonia nitrogen rises considerably. Part 
of ammonium ions are being utilized by some anaerobic 
bacteria but excess of ammonia can inhibit bacteria operation. 
To offset ammonia toxicity, dilution is required but it leads to a 
large increase in volume of waste and also digester volume 
which is non-viable in terms of cost. Another problem 
associated with poultry waste is that, the increase in organic 
load leads to reduction in methane content along with decrease 
in digester's performance efficiency. Hence, it is preferable to 
have a co-digestion of poultry manure with another substrate. 
Cattle dung with poultry droppings amendment may 
complement each other with supplying nitrogen to nitrogen 
deficient cattle dung and cattle dung supplying methane 
bacteria for a congenial digestion. 

For a total 200 grams mixture of cattle dung and poultry 
manure, it is observed that control chicken manure produced 
more gas per unit weight as compared to the control cow dung 
but low in methane content. When poultry manure is added to 
cow dung up to 20%, the increase in gas production was 
significant and later it increased but methane volume started 
decreasing. It is clear from the studies that beyond 30% 
addition of poultry droppings may gradually lead to the 
digester failure due to ammonia toxicity. Table 1 gives a brief 
idea of this percentage [10] - 

Table 1:  Percentages of methane and carbon dioxide 
Digester (Cow dung : Poultry manure) % CH4 %CO2 

Cow dung only (control) 55 45 

90:10 58 42 

80:20 66 34 

70:30 52 48 

 

So, from 200 grams cow dung and poultry manure mixture 
with 4:1 ratio, we get average 4300 mL good quality biogas. 
We get 0.022 m3 biogas from one kg mixture. Results from 15 
observations [10] are shown in figure 2.  

 

 

 

 

 

 

 

 

 

 
Fig. 2: Daily gas production of cattle dung digesters addition with poultry 

droppings. 
Produced biogas which constitutes 66% methane is well 
compatible with natural gas which contains 65-75% methane. 
Another study [11] also reports optimum yield of biogas 
production maintaining 4:1 ratio of mixture but some less gas 
production. 

IV. DIGESTER DESIGN 
A model plant is designed for 20 m3 of total gas yield from 

a mixture of cow dung and poultry manure with ratio 4:1. A 
biogas plant has different parts: Inlet, Digester, Outlet, Gas 
purification unit etc. Here we only show calculation for the 
digester design which is the main part of the biogas plant. 

To produce 20 m3 biogas total raw material needed for 
digester is 20/0.022 = 910 kg. To maintain 4:1 ratio, 728 kg 
cow dung and 182 kg poultry manure is needed. A cow gives 
11.5 kg cow dung and a hen gives 180 gram manure per day 
[12]. So, number of cows needed is 728/11.5=63.4≈64 and 
number of hens required is 182/0.18=1011. 

Total solid content of cow dung is 17% and poultry manure 
is 25% [13]. So, we consider total solid content of mixture is 
20%. Thus amount of total solid of 910 kg slurry is 910 x 0.2 = 
182 kg. Most favorable total solid of raw material is 8%. 
Therefore, the quantity of input mixed material is 182/0.08 = 
2275 kg. The amount of water needed to make the mixture 
dilute is 2275 - 910 = 1365 kg. The approximate volume of 
2275 kg slurry is 2275 liters. Thumb rule of maximum volume 
of the slurry in the digester is about 80% to that of the total 
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volume of the digester. This gives total volume of digester is 
2275/0.8= 2850 liters. 

There is an optimum relation between the diameter D of 
the digester and the total volume V as D=1.3078 x V1/3, where 
f1/D = 1/5, f2/D = 1/8 and H = D/2.5 [12]. This gives D = 
18.54 m, H = 7.5 m, f1 = 3.71 m, f2 = 2.32 m. The chamber 
dimensions are shown in figure 3. 
 
 

 
 

 

 

 

 
 

 

Fig. 3: Digester dimensions 

V. POWER GENERATION 
In practice, generators may run on gasoline, diesel, natural 

gas, propane, bio-diesel, water, sewage gas or hydrogen. 
Engine-driven generators fueled on natural gas fuel often form 
the heart of small-scale (less than 1,000 kW) combined heat 
and power installations [14]. In this case, biomass can be 
combusted, gasified, biologically digested or fermented to run 
a generator as an alternate source of natural gas. Difference 
between biomass and biofuel is that biomass can be used as 
fuel and biofuel is a form that can be readily used as fuel. 
Biomass is actually different types of waste, animal manure 
etc. In that sense, biofuel is a type of biomass. Several research 
institutions and international agencies rate biomass as one of 
the cheapest available renewable energy sources for power 
generation [15].  

 
 

Fig. 4 : Block diagram of a typical biogas based power plant 

Furthermore, conversion from biomass to electricity is a 
low-carbon process as the resulting CO2 is captured by plant 

regrowth [16]. Figure 4 shows the block diagram of a biogas 
based small power plant. Here, biogas is used for combustion 
which can produce required force for the piston. However, H2S 
in biogas can cause corrosion of the engine and metal parts by 
emitting SO2 from combustion, especially when engine is not 
in operation. As a result, H2S reduces the lifetime of the 
engine. Again, it pollutes workplace also. 

VI. LOAD CALCULATION 
In a power system, a load curve or load profile is a chart that 

illustrates the variation in demand/electrical load over a 
specific time. Calculating load demand is very useful for a 
generator. Figure 5 shows a typical daily load curve for 3 
houses at Unasattarpara, Raojan during summer season. 

 
Fig. 5 : Typical daily load curve for  3 houses at Unasattarpara, Raojan 

From figure 5 we see that average load per day is 3.6 
kWh/house. Let us consider the average load per day is 4 
kWh/day/house. In practice we see that the fuel consumption 
per hour is around 0.8 m3 gas for producing 1 kWh in a gas 
generator. A digester of D= 18.54 m, H= 7.5 m can produce 
around 20 m3 gas per day for the mixture of cow dung and 
poultry manure. So, it can produce daily electricity of 
20/0.8=25 kWh. Then the number of houses can be covered 
per day is= 25/4 = 6.25 ≈ 6. 

VII. COST ASSESSMENT 
Since the system capacity is too small and there is a risk of 

unstable production of biogas, the produced electricity cannot 
be sold to national grid. But it can be used within the farm or 
community. 

For a D= 18.54 m, H= 7.5 m digester, it is shown that the 
electricity generation per day is around 25 kWh. Thus the 
power plant capacity is 1kW. Let us consider, per unit cost of 
electricity for selling is 8 tk/kWh. Due to the small plant size, 
only maintenance cost is required. The total cost is around 
1500–2000 tk/month. Total 3-4 times overhauling is required 
per year for a biogas based 1 kW power plant. In this case, total 
cost of overhauling per year = 10,000 tk. Overhauling is the 
procedure of cleaning up the whole plant.  So, net profit per 
year is= (25 x 8 x 30 – 2000) x 12 – 10,000 = 38,000 tk.   

The energy payback time of a power generating system is 
the time required to generate as much energy as was consumed 
during production of the system. For a 1 kW biogas based 
power plant, we see that cost of a 1.25 kVA generator = 24,000 
tk, construction cost = 20,00,000 tk results the total installation 

House 1 = 2 ceiling fan, 2 energy 
bulb, 1 TV 

House 2 = 1 ceiling fan, 2 energy 
bulb, 1 TV 

House 3 = 3 ceiling fan, 3 energy 
bulb, 1 TV
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and commissioning cost including all utilities and accessories 
is around 21,00,000 tk. Hence, the payback time will be 
21,00,000/38,000 ≈ 55 years. But, if we increase the plant 
capacity, the payback period will reduce. For a 10 kW power 
plant the payback period will be 48 years. Again, with the 
increase of plant capacity digester size will also be increased. 
For a 50 kW plant, the payback period will be 27 years.   

For the low capital cost and easy maintenance, biogas plant 
can be a good replacement of IPS. Again, it can also be used as 
a main source of electricity where BPDB (Bangladesh Power 
Development Board) haven’t reached yet or when load 
shedding will occur. Per unit cost of electricity for a diesel 
generator is around 15-18 tk which makes biogas a cheap 
alternative. But the major challenge in biogas plant is the 
removal of H2S. If we use biogas without removing H2S, it will 
increase engine corrosion rate, environmental pollution etc. 
Again, removing H2S will increase per unit cost of electricity, 
installation cost, payback time of the investment etc.   

For this reason, H2S removal units are used only in large 
scale biogas plants. For small scale biogas plants there are 
almost zero H2S removal units in practice. This is mainly due 
to the lack of knowledge about H2S toxicity. In this case, 2% 
potassium iodide (KI) impregnated active carbon absorption 
technique can be used for low cost and good removal 
performance [17]. The activated carbon can be produced from 
coconut shells which is available at every rural area of 
Bangladesh. Then the activated carbon is impregnated with 2% 
KI.   

The greenhouse gas effect is also low for biogas plant. Table 
2 shows a comparison of greenhouse-gas production per unit of 
electrical power from different sources [18].   

Table 2: Greenhouse-gas production per unit of electrical power 

Source of electricity Total CO2/MWh 
Coal 0.89 

Oil 0.72 

Natural gas 0.48 

Wind 0 

Biogas (no burning of land fill gas in ‘‘do-
nothing’’ scenario) 

-2.18 

Biogas (burning of land fill gas in ‘‘do-nothing’’ 
scenario) 

-0.0989 

 

VIII. OTHER APPLICATIONS 

A. Cooking 
In Bangladesh, about 44 million tons of fuel wood is used in 

rural areas as cooking fuel in each year [19]. These destroy our 
forest and put negative impact on weather and environment. 
They emit greenhouse gas which is causing hole in ozone 
layer. Again when biomasses are burnt for cooking purpose 
they cannot help as natural fertilizer as part of the cycle that 
keeps balance in the ecological system. Biogas gives easy, 
clean and hygienic cooking environment. People do not need to 
collect log as fuel for cooking. So, potential time is saved and 
work load is reduced. One cubic meter of biogas is equivalent 

to about cooking three meals for a family of five or six 
members [20].   

B. Bio-fertilizer 
Digested bio slurry gives better results as a fertilizer than 

fresh cow dung and poultry litter. A comparative study of 
nutrient status of fresh and digested cow dung and poultry litter 
used in the field experiments is shown below in table 3 [21].  
Table 3: Nutrient status of fresh and digested cow dung and poultry litter used 
in the field experiments 
Parameter Cow dung Poultry litter 

Fresh Digested Fresh Digested 
pH 7.39 7.48 7.61 7.69 

Moisture 17.90 % 18.52 % 16.69 % 18.44 % 
Nitrogen 1.16 % 1.55 % 1.22 % 1.95 % 

Phosphorus 0.86 % 1.89 % 2.01 % 3.14 % 
Potassium 0.89 % 1.04 % 0.88 % 1.12 % 

Sulfur 0.51 % 0.81 % 0.75 % 1.01 % 
Calcium 0.74 % 0.98 % 2.25 % 3.45 % 

Magnesium 0.28 % 0.33 % 0.75 % 0.88 % 
Iron 0.089 % 0.105 % 0.125 % 0.195 % 

Manganese 445 
mgkg-1 

835 
mgkg-1 

345 
mgkg-1 

697 
mgkg-1 

 
So, digested bio slurry can easily replace chemical fertilizer 

for greater food production.   

IX. CONCLUSION 
The findings presented here are based mainly on different 

biogas plants and socio-economic condition in Bangladesh. 
From our study we can suggest that the availability of raw 
materials, simple setup conditions and multiple use of biogas 
can make it a promising technology in the developing countries 
like Bangladesh. It is inspiring to know from SNV report [22] 
that biogas plant scenario in Asia (upto end of 2010): 368,000 
installations, 2 million people involved and operation rate is 
more than 90%. In Bangladesh there is potentiality of four 
million of biogas plant which can meet the household energy 
need of about 20% of the total families. To explore the 
untouched potential of biogas source following actions are 
recommended:  

- To attract the investment in this sector government may give 
loan at small interest.  
- Incentive can be given to private sectors for investing in 
electricity from biogas.  
- The technologies used in the countries for successfully 
adopting waste to electricity system should be low in price and 
easily available at everywhere. 
- Media can be used properly to develop consciousness among 
people. 

X. FUTURE WORK 
In our work, co-digestion of cattle dung and poultry manure 

is considered. In Bangladesh which has a large population, 
human excreta can be a huge source of raw material for biogas 
production. Synergy between different raw materials needs to 
be determined through rigorous experiments for optimum 
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output. Co-digestion with other available raw materials also 
needs to be experimented. In urban areas municipality waste is 
left mostly untreated. Buriganga River, which was once the 
vein of Dhaka city, is now no more than a noxious drain due to 
indiscriminate dumping of municipality waste. But these 
wastes can be a powerful source of biogas production which 
can not only support our depleting energy sources but also 
avoid environment pollution. Government needs to encourage 
research in municipality waste treatment and take necessary 
steps to implement them.   
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Abstract—This paper presents financial feasibility analysis of
a micro-controller based solar powered tricycle or rickshaw for
Bangladesh. The main components of the Rickshaw are: rickshaw
structure, a photovoltaic array, a battery bank, a battery charge
controller, PIC micro-controllers and a DC motor. Here PIC
micro-controllers are used to control the duty cycle and speed
of the DC motor. The financial feasibility analysis have been
done using standard methods of engineering econometrics such
as Net Present Worth (NPW), Benefit-to-Cost Ratio (BCR) and
Payback Periods (PP) methods. From the numerical analysis, it
has been found that the proposed micro-controller based solar
power rickshaw is financially feasible and Life cycle unit cost of
the system is lowest compared to grid powered battery driven
auto rickshaw.

Keywords—Solar energy, battery operated rickshaw, economic
analysis, microcontroller.

I. INTRODUCTION

Human energy driven tricycle or rickshaw has long been
a very significant mode of transport in Bangladesh. About
38.3% of the total population in Dhaka prefers to travel using
rickshaw [1]. They have gained their popularity especially
among the middle class and lower middle class people of
the country because they offer lower travel cost and moreover
these are environmental friendly. It has also been a good source
of income to the poor people.

A traditional rickshaw converts human labor into rotational
energy that will produce translational motion. The mean values
of energy expenditure of pulling a cycle rickshaw varied from
23.5±2.66 to 25.35±1.51 kJ/min. Relative cardiac strain and
cardiac cost indicated that the job is ’heavy’ to ’very heavy’
[2]. Rickshaw puller are exposed to air pollutants and they are
engaged in very high level of physical activity more than 7 to
9 hours a day. Air pollutants and the reactive oxygen species
causes generated by the physical activity both potentially can
damage DNA [3].

With an attempt to eliminate this strenuous physical labor,
some recent modifications to these rickshaws have been made
where they have been equipped with a dc motor. The stored
electrical energy from a battery bank runs the motor. The
battery bank needs to be charged by supply lines of national
grid where Bangladesh Government is giving several hundred
million taka as subsidy.

A survey of High Beam research in January 2012 shows
that there were around fifty thousand battery operated rickshaw
in Dhaka city [4]. This figure becomes hundred twenty-five

thousand in the following six month. They also predicted that
this figure will be more that three million in December 2013.
If this rate continues, large amount of power is being used
up charging the battery banks of these rickshaws. Several
survey shows that battery operated rickshaws consume at least
300𝑀𝑊 of electricity everyday to recharge their batteries [4].

In this work, we aim to eliminate this additional power
demand by generating required energy through solar panel.
Solar Photovoltaic (PV) is an alternative source of energy. In
contrast to fossil fuel, these are renewable and environment
friendly. But the initial establishment cost of the system is a
bit high. Moreover, the solar radiation receives at our gourd
surface is relatively high. The bright sunshine hours are vary
from 4 to 10 hours daily and global radiation varies from
2.8 to 6.1 𝑘𝑊/ℎ/𝑚2/𝑑𝑎𝑦. Daily solar radiation received in
Bangladesh lies between 4 and 6.5𝑘𝑊ℎ/𝑚2 [6], [7].

The first solar powered auto rickshaw was introduced in
England in 2000 by Collinada Ltd, a British company along
with Indian sponsor [8]. After that during 2003 they com-
mercially launched this solar powered rickshaw on the market
but it was not well designed and energy efficient. London
based research and design company Solar Lab worked on a
solar powered rickshaw that would be the first human powered
hybrid vehicle in 2008. 80% percent of the total power is fed
by solar energy and rest of the energy is provided by the driven
pedal power. After a long time, the first successfully solar
powered auto rickshaw was introduced in India, Chandirarh
in 2008 which was designed by the Council of Science and
Industrial Research (CSIR), named it Soleckshaw [9]. In 2012,
it was commercially launched. The Solecshaw is run by a brush
less direct current (BLDC) motor. In Bangladesh, Beeva Tech
Ltd launched solar powered rickshaw in January, 2012 [5]. It
is operated by 48 volt battery, charge controller, speedometer
and motor and named it Pedicab Rickshaw.

In this work, we have proposed a micro-controller based
roof-top solar powered rickshaw. The financial analysis has
been done using Net Present Worth (NPW), Benefit-to-Cost
Ratio (BCR) and Payback Periods (PP) methods. The life cycle
cost (LCC) is also analyzed for the proposed rickshaw.

The rest of the sections are: section 2 introduces solar
powered rickshaw model, section 3 discusses system’s cost
assumption, section 4 depicts the life cycle cost analysis,
section 5 showes energy scenario of Bangladesh, section 6
discuss investment evaluation analysis, section 7 includes the
different evaluation methods, section 8 shows the economic
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Fig. 1. Microcontroller based solar powered rickshaw

analysis of different methods and finally the work is concluded
in section 9.

II. PROPPED SOLAR RICKSHAW MODEL

Figure 1 shows the proposed solar powered rickshaw
model. The main components are: solar panel, battery charge
controller, battery bank, microcontroller based motor driving
circuit and dc motor.

Solar panel is a package, consists of photovoltaic cells,
which converts solar radiation into electrical energy. Energy
from sunlight is stored in lead acid battery bank, which is
controlled by a micro-controller based charge controller. The
charge controller track the maximum power point (MPP). Lead
acid battery is considered because of its low cost, reliable,
tolerate to overcharge, low initial impedance, deliver very high
current and world most recycled product. Backup system is
necessary as PV system only generates electricity when the
sun is shining. Battery charge controller also protects the
batteries from overcharge charging and excessive discharge.
Micro-controller based motor driving circuit controls the duty
cycle of the motor. There are two ways to move a vehicle
whether to use a DC motor or a stepper motor. DC motors are
always preferred over stepper motor when it comes to speed,
size and cost. Our proposed solar powered rickshaw model is
given in Figure 2.

Fig. 2. solar powered rickshaw model

In the existing solar powered rickshaw, there is no speed
controller. As a result it causes unbalancing at high speed
and consumes same power continuously. The existing old
version of charge controller is not appropriate for this type of
rickshaw. In our proposed model, we design microcontroller
based charge controller and microcontroller based dc motor
driving circuit. We also change some of the constructional
design so that it makes the passenger comfortable as well as
more mechanically efficient to drive.

III. SYSTEM COST ASSUMPTION

The following assumptions have been made on the basis
of present market prices to determine the life cycle cost
(LCC) and cost of unit energy of the proposed solar powered
rickshaw:

∙ The operation and maintenance cost is considered 10%
and for solar system it is 5% of the total capital cost
[10].

∙ The installation cost is considered on the basis of an
average labor cost of Bangladeshi taka (Tk) 250/𝑑𝑎𝑦.

∙ Unit cost of the solar panel is Tk 60 (found in local
market survey).

∙ Considering that the inflation rate, denoted by 𝜖, of
conventional electricity is 5%.

∙ The LCC nonrecurring General Escalation (GE) of 3%
(typically the value is 3− 8%), discount rate, denoted
by𝛿, of 7% (typically the annual value is 7 − 15%),
LCC nonrecurring cost factor of 0.565 are considered
[11].

∙ The interest rate, denoted by 𝜄, is 3% [11].

∙ The period of analysis, denoted by 𝑛, is 20 years
which is equal to the assumed physical and economic
of the PV system [11].

IV. LIFE CYCLE COST ANALYSIS

For the LCC analysis, we consider the following five
different cases

∙ Case A: Human driven rickshaw

∙ Case B: Existing battery operated rickshaw charged
by the national grid.

∙ Case C: Solar power battery operated rickshaw

∙ Case D: Existing battery operated rickshaw charged
by the national grid. But government is not giving
subsidy.

∙ Case E: Microcontroller based proposed rickshaw

Table I presents the estimated costs for different cases of
driving rickshaw in (Tk) [1 USD=78 Tk].

where 𝐿𝐶𝐶𝑐 is the Life cycle capital cost, 𝐿𝐶𝐶𝑁𝐶 is the
Life cycle non-curring cost and it includes battery replacement
cost, 𝐿𝐶𝐶𝑂&𝑀 is the Life cycle operation and maintenance
cost.
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TABLE I. LCC/KWH FOR THE DIFFERENT CASES

Cost Item Case A Case B Case C Case D Case E
Rickshaw Structure 16000 25000 25000 25000 25000
120W PV Array – – 7200 – 7200
Solar Charge Controller – – 900 – 900
Battery Bank – 18500 18500 18500 18500
DC to DC converter – 3500 3500 3500 3500
Installation Cost – 2000 2500 2000 2500
𝐿𝐶𝐶𝑐 16000 56400 65000 56400 66000
License cost for 20 yrs 6000 24000 24000 24000 24000
𝑂&𝑀 Cost in 20 yrs 32000 112800 65000 112800 66000
𝐿𝐶𝐶𝑂&𝑀 38000 136800 89000 136800 90000
𝐿𝐶𝐶𝑁𝐶 – 63382.5 63382.5 63382.5 63382.5
Cost of Electricity – 226008 – 628905 –
Total 20 yrs LCC 54000 482590.5 217382.5 882484.5 219382.5
Total Energy (kWh) – 43800 43800 43800 52560
LCC/kWh (Tk/kWh) – 11.02 4.96 20.12 4.17

V. ENERGY SCENARIO OF BANGLADESH

Power sector plays a key role in the development of a
country. For a third world developing country like Bangladesh,
this sector is still under the development process. The average
electricity demand in Bangladesh was 6041𝑀𝑊 and average
generation was 5486𝑀𝑊 on July 01, 2013. At the same time
average load shedding was 555𝑀𝑊 . The above statistics gives
a picture of the fragile power and electricity conditions of the
country. The per capita energy consumption in Bangladesh is
one of the lowest (265𝑘𝑊ℎ) in the world. In 2012, around
53% of Bangladeshi population had an access to electricity
[12].

Bangladesh largely depends on natural gas and hydro
power stations to generate electricity. Although the country is
rich in natural gas, it does not have the necessary infrastructure
to exploit this natural gas to generate enough electricity to meet
the total demand. Moreover the demand for power is increasing
at a rapid rate as Bangladesh has a very fast population
increasing rate. Use of renewable energy can help us to meet
the demand. Renewable energy is the energy obtained from
different natural renewable recourses mainly from sunlight,
wind, tides, biofuel and geo thermal heat. The country’s energy
demand is actually growing annually 12% and not as per
government’s estimation of 7% [13].

Renewable energy as solar energy is a great source for
solving power crises in Bangladesh. Some studies suggest
that if solar energy is adopted, as much as 10, 000𝑀𝑊 daily
of solar electricity can be generated in short and medium-
runs which is equivalent to almost twice the total amount of
electricity produced and supplied on the national grid.

Bangladesh is situated between 20.30𝑂 and 26.38𝑂 north
latitude and 88.04𝑂 and 92.44𝑂. At this position the amount
of hours of sunlight each day throughout a year is shown in
Figure 3. The average solar radiation in Bangladesh varies
from 5.05𝑘𝑊ℎ/𝑚2 day in winter to 8.03𝑘𝑊ℎ/𝑚2 day in
summer[7].

VI. ASSUMPTION FOR THE INVESTMENT EVALUATION
ANALYSIS

The following are the assumptions considered for invest-
ment evaluation analysis:

∙ In Bangladesh, Electric Power is generated by gas,
hydrro, steam- turbine and diesel power plants. All the

Fig. 3. Solar radiation variation for the different months of a year

generation units are inter connected through a national
grid. As a result, the cost of per unit electricity is
not uniform. The average per unit (𝑘𝑊ℎ) electricity
generation cost is around 14.29Tk and the average
sales rate is 3.16Tk and for small business, it is 5.16Tk
which is considered in our proposed model [13].

∙ GHG emission reduction cost is calculated using RET
Screen software and it is found to be.

∙ Incidental operating cost has been included in opera-
tion and maintenance cost.

VII. METHODS OF INVESTMENT EVALUATION

Using three investment evaluation models, the investment
in a solar run rickshaw can be evaluated. All these three models
serve a common purpose, to determine whether an investment
is economically feasible or not fulfilling the required criteria
for meeting the user demands.

A. Net Present Worth (NPW) Method

The net present worth (NPW) can be defined as the
difference between the present worth of all cash inflows and
outflows of a project. The mathematical expression for present
worth factor (PWF) and thereby net present worth (NPW) or
net present value (NPV) can be written as

𝑃𝑊𝐹 (𝜖, 𝜄, 𝑛) =

(
1 + 𝜖

𝜄− 𝜖

)
×
[
1−

(
1 + 𝜖

1 + 𝜄

)𝑛]
(1)

𝑁𝑃𝑊 = 𝐴𝑜 × 𝑃𝑊𝐹 − 𝐶𝑐 (2)

where 𝐴𝑜 = 𝐴𝑠 + 𝐺𝐻𝐺 − (𝐴𝑐 + 𝐴𝑁𝐶 + 𝐴0&𝑀 ), 𝐶𝑐 is the
capital cost, 𝐴𝑠 is the annual saving, 𝐴𝑁𝐶 is the annual non-
recurring cost, 𝐴0&𝑀 is the annual operation and maintenance
cost and other cost, and 𝐺𝐻𝐺 is the green house gas cost.

B. Payback Period (PP) Method

This method calculates the number of years needed for
an investor to recover the investment. This payback period
is compared with maximum acceptable payback period deter-
mined by the investor. If the payback period exceeds maximum
limit, then the project is unacceptable. The payback period can
be expressed as
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TABLE II. NPW FOR FOUR DIFFERENT CASES

Case B Case C Case D Case E
𝜖 0.05 0.05 0.05 0.05
𝜄 0.03 0.03 0.03 0.03
𝐼 56400 65000 56400 66000
𝐴𝑠 219000 237250 219000 255500
Υ 11300.4 0 31295.1 0
𝐴𝑁𝐶 3170 3170 3170 3170
GHG 0 14234 0 14234
𝐴𝑂&𝑀 6840 4450 6840 4500
𝐴𝑜 197689.6 243864 177694.9 262064
PWF 24.63 24.63 24.63 24.63
NPW 5162429.9 5940394.1 4676040.5 6387587.3

𝑃𝑃 =
𝐶𝑐

𝐴𝑜
(3)

=

log

[
𝐶𝑐

𝐴𝑜×( 1+𝜖
𝜖−𝜄 )+1

]

log
[
1+𝜖
1+𝜄

] (4)

C. Benefit to Cost Ratio (BCR) Method

Public projects are evaluated using this investment evalua-
tion method. The BCR is defined as

𝐵𝐶𝑅 =
𝐴𝑠 +𝐺𝐻𝐺

(𝐶𝑅+𝐴0&𝑀 + 𝐶𝐸 + 𝐶𝑁𝐶)
. (5)

If

𝐵𝐶𝑅

{≥ 1 project is feasible
< 1 project is not feasible

CR (capital recovery) is the equivalent annual capital cost
𝐶𝑐 or annualized life cycle cost (LCC), denoted by Ξ and can
be calculated by

Ξ = 𝐼 ×
[
(𝜖− 𝜄)

(1 + 𝜄)
× (1 + 𝜄)𝑛

(1 + 𝜖)𝑛 − (1 + 𝜄)𝑛

]
(6)

where 𝐼 is the Investment.

VIII. ECONOMIC ANALYSIS

A. Net resent Worth (NPW) Method

Table II shows the NPW of the different cases of rickshaw
as mentioned in Section IV. Figure 4 and Figure 5 shows
variation the net present worth of the investment with interest
rate and variation the net present worth with the inflation rate
for different cases respectively.

B. Payback period (PP) Method

In this method, it is determined that the number of years
required to recover the capital investment of the different cases.
Table III shows the payback period of the different cases of
solar power rickshaw

where Υ is the total annual cost of electricity
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Fig. 4. Variation the net present worth of the investment with the interest
rate
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TABLE III. PAYBACK PERIOD FOR FOUR DIFFERENT CASES

Case B Case C Case D Case E
𝜖 0.05 0.05 0.05 0.05
𝜄 0.03 0.03 0.03 0.03
𝐼 56400 65000 56400 66000
𝐴𝑠 219000 237250 219000 255500
Υ 11300.4 0 31295.1 0
𝐴𝑁𝐶 3170 3170 3170 3170
GHG 0 14234 0 14234
𝐴𝑂&𝑀 6840 4450 6840 4500
𝐴𝑜 197689.6 243864 177694.9 262064
PP 0.29 0.27 0.32 0.25

                                                                                                   145



C. Benefit to Cost Ratio (BCR) Method

A BCR method is used most commonly to evaluate the
feasibility study of a defined project. Table IV shows the BCR
of different cases of the solar rickshaw project. Figure 6 shows
the variation of BCR with the different interest rates for four
cases.

TABLE IV. BCR FOR DIFFERENT CASES

Case B Case C Case D Case E
𝜖 0.05 0.05 0.05 0.05
𝜄 0.03 0.03 0.03 0.03
𝐼 56400 65000 56400 66000
𝐴𝑠 219000 237250 219000 255500
Υ 11300.4 0 31295.1 0
𝐴𝑁𝐶 3170 3170 3170 3170
GHG 0 14234 0 14234
Annualized LCC 2334.73 2690.74 2334.73 2732.14
BCR 9.3 24.39 5.02 25.93
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Fig. 6. Variation the BCR of different cases with the interest rate

IX. CONCLUSION

It is clear from Table IV that the BCR of 𝐶𝑎𝑠𝑒 − 𝐸 is
the highest among the four different cases. Thus the results
presented in this paper shows that microcontroller based solar
powered battery operated rickshaw is more financially feasible
than others. The main advantages of such rickshaw are that
these are environmental friendly and human labor is not
required. Thus such rickshaw can be the good alternative than
existing battery operated rickshaw charged by national grid.
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Abstract— Since 1887 wind has been a reliable source of power in 
order to address the global challenges of clean energy, climate 
change and sustainable development. Availability of wind has 
been always a matter of concern. And economically viable 
windmills depend most strongly on the quality of wind resource. 
This wind resource is available from nature. It can be achieved 
by many other ways. Moving bodies always get enough wind. 
Vehicles especially trains face much wind flow, which is more 
than enough to run small wind turbines. Using train compatible 
wind turbine likely small size, electricity can be generated nicely. 
We estimated that annually 27299.69378 KW power generations 
can be available from a particular train which is very much 
potential in modern energy-crisis era. We showed that, for train, 
using the electricity to the sub grid, the vehicles can be facilitated 
more efficiently. 

Keywords—hypothetical, discussion, windmill, train, renewable 
energy 

I.  INTRODUCTION  
Renewable energy is a key technology in the effort to reduce 
CO2 emissions [1]. Wind power consumes no fuel and no 
water [2] for continuing operation, and has no emissions 
directly related to electricity production. The UK Energy 
Research Centre (UKERC) study of intermittency states that 
wind energy can displace fossil fuel-based generation, 
reducing both fuel use and carbon dioxide emissions [3].  
 
The interest in renewable energy has been revived over last 
few years, especially after global awareness regarding the ill 
effects of fossil fuel burning [4]. Energy is the source of 
growth and the mover for economic and social development of 
a nation and its people. No matter how we cry about 
development or poverty alleviation- it is not going to come 
until lights are provided to our people for seeing, reading and 
working [4]. 
 
Wind is the movement of air across the surface of the Earth, 
affected by areas of high pressure and of low pressure [5]. 
Wind power, as an alternative to fossil fuels, is 
plentiful, renewable, widely distributed, clean, produces 
no greenhouse gas emissions during operation and uses little 
land [6]. Wind energy is one of the fastest growing forms of 
electric power generation. The search for pollution-free, 
sustainable energy has promoted this industry worldwide [7]. 
Wind power energy is getting more shares in the total energy 
production every year, with wind turbines growing bigger and 
bigger at the rhythm of technology does [8]. Usage of wind 
energy has been increased in recent times especially because 

of its availability and low cost rate [9]. In Bangladesh wind 
energy is recent concept and yet several place research is 
going on to measure the wind speed [9]. The total energy in 
Bangladesh major comes from oil and coal 56% where solar, 
wind and geothermal take places 5% of the total energy [9]. 
 
As of 2011, Denmark is generating more than a quarter of its 
electricity from wind and 83 countries around the world are 
using wind power on a commercial basis [10]. In 2010 wind 
energy production was over 2.5% of total worldwide 
electricity usage, and growing rapidly at more than 25% per 
annum. The monetary cost per unit of energy produced is 
similar to the cost for new coal and natural gas installations 
[11]. 
 
With the recent surge in fossil fuels prices, demands for 
cleaner energy sources, and government funding incentives, 
wind turbines are becoming a more viable technology for 
electrical power generation [12]. Fortunately there is an 
abundance of wind energy to be harnessed. Currently, 
horizontal axis wind turbines (HAWT) dominate 
commercially over vertical axis wind turbines (VAWT). 
However, VAWT do have some advantages over HAWT [12]. 
We encourage the maximum and efficient use of small scale 
wind turbines so that more energy can be achieved. A Carbon 
Trust study into the potential of small-scale wind energy in the 
UK, published in 2010, found that small wind turbines could 
provide up to 1.5 terawatt hours (TWh) per year of electricity 
(0.4% of total UK electricity consumption), saving 0.6 million 
tons of carbon dioxide (Mt CO2) emission savings. This is 
based on the assumption that 10% of households would install 
turbines at costs competitive with grid electricity, around 12 
pence (US 19 cents) a kWh [13]. The American Wind Energy 
Association (AWEA) has released several studies on the small 
wind turbine market in the U.S. and abroad, showing that the 
U.S. continues to dominate the industry [14]. According to 
World Wind Energy Association (WWEA), it is difficult to 
assess the total number or capacity of small-scaled wind 
turbines, but in China alone, there are roughly 300,000 small-
scale wind turbines generating electricity [15]. 
 
Development of wind energy use in urban environments is of 
growing interest to industry and local governments as an 
alternative to utility-based and non-renewable forms of 
electric production [8]. 
 
Modern world faces much difficulty to meet up the increasing 
demand of energy. And day by day energy becomes expensive 
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too. We already entered to a world in which every point of 
view to meet energy demand must be considered. Energy 
passes through (wind) and we just need to grab it. Wind 
energy is a vital source of electricity. And it is high time to use 
the most of that. Wind energy faced by the vehicles like train 
might be a countable and significant source of energy. As well 
as the roof bodies of the trains are very much compatible to 
small scale wind turbine which is simply unavoidable. In this 
paper we estimated that using train compatible small scale 
wind turbine, potential electricity can be generated. Annually 
27299.69378 KW  power can be achieved placing small 
turbine (1.3m diameter vertical axis wind turbine) on running 
vehicle like train which is very much potential in modern 
energy-crisis era. Consequently we recommend that efficient 
small VAWT wind turbine can be used to convert the massive 
wind power faced by train. 

II. RESEARCH METHODOLOGY 
In order to fulfill the aim & objectives of the study procedure 
were structure as a review based-desk study. The secondary 
information was collected through literature review on 
"Hypothetical Discussion on Windmill on Train" related 
published & unpublished reports, scientific research 
publication, and newspaper & magazine articles.  Therefore, 
most of the literatures are based on international publications. 
Reviewed data were analyzed interpreted and discussed to 
support the study objective. 

III. WINDMILL ON TRAIN 
In energy crisis era it’s smart to grab the energy passes 
through our environment especially the wind energy faced by 
running vehicles. Trains specially face potential wind energy. 
So the concept heating point that wind energy faced by 
vehicles can be a potential source of energy. As the figure: 01 
describes the concept. Placing train compatible small wind 
turbine and generating electricity the preliminary demand of 
electricity of the train compartment can be fulfilled. 

 
 
 
 
 
 
 
 
 
 
 

Figure: 01: Small vertical axis wind turbine on train 
 

IV. CHOOSING VERTICAL AXIS WIND TURBINES (VAWTS) 

Vertical-axis wind turbines (VAWTs) are a type of wind 
turbine where the main rotor shaft is set vertically and the 
main components are located at the base of the turbine. 
Among the advantages of this arrangement are that generators 
and gearboxes can be placed close to the ground, which makes 

these components easier to service and repair, and that 
VAWTs do not need to be pointed into the wind [16]. 
• VAWTs offer a number of advantages over traditional 

horizontal-axis wind turbines (HAWTs). They can be 
packed closer together in wind farms, allowing more in a 
given space. This is not because they are smaller, but 
rather due to the slowing effect on the air that HAWTs 
have, forcing designers to separate them by ten times their 
width. [17], [18]. 

• Not affected by the direction of the wind, which is useful 
in train areas where the wind changes direction frequently 
and quickly 

• Unlike traditional horizontal axis wind turbines, a yaw 
mechanism is not needed to turn the wind turbine towards 
the wind 

• Because of this, VAWTs outperform horizontal axis 
turbines in areas where a tall tower isn't feasible. 

• Research at Cal Tech has also shown that carefully 
designing wind farms using VAWTs can result in power 
output ten times as great as a HAWT wind farm the same 
size [19]. 

• Ideal for both rural and urban applications, including roof 
top installations 

• Depending on the shape of the roof, the wind flow over 
the roof can be concentrated, leading to an increased 
energy output 

• Simple to install and maintain 
• Quiet operation 
• Pleasant appearance. 

V. SPECIFICATION OF VAWTS 

For train compatible wind turbine we specify the parameters 
and issues related with it. We choose 1.3m diameter vertical 
axis wind turbine for the train “Rangpur Express” in 
Bangladesh. The roof width of “Rangpur Express” train is 
measured 2.73m .Here we have specification from Beijing 
Asia Alliance Yike Technology Co., Ltd. That is 500W Small 
Vertical Axis Wind Turbine with 1.3m Rotor Diameter and 
Electromagnetic Brake Method. Technical parameters of 
VAWTs 

• Generator type: Direct Drive Permanent Magnetic 
VAWT, 3 phase AC 

• Power: 500W 
• Rated Wind Speed: 9 to 11m/s (32.4 to 39.6 km/hour) 
• Rotor Diameter: 1.3m 
• Start-Up Wind Speed: 2.2m/second 
• Height of Blade: 1.6m 
• Range Of Working Wind Speed: 2.2 to 25m/second 
• Material of Blades and Numbers: Glass Fiber Reinforced 

Plastic/5 
• Survival Wind Speed: 50m/second 
• Rated Rotor Speed (m/s): 150r/min 
• Output Voltage: 24 to 48V AC 
• Speed Regulation Method: Electromagnetic Control 
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• Stop Method: Electromagnetic Brake 
• Wind Energy Utilized Coefficient: 30 to 40% 
• Sweep Wind Area: 1.32665m 
• Range of Working Temperature: -45°C  to  60°C 
• Suggested Supporting Battery: 2 to 4 pieces/12V, 80Ah 
• Top Weight: 50kg 
• Tower Type and Height: Guy Cable Tower/ 0.37 m 

VI. HOW MUCH POWER IS IN THE WIND?  
Wind energy is the kinetic energy of air in motion, also 
called wind. Total wind energy flowing through an imaginary 
area A during the time t is:   

 
 E = ½ mv2 = ½(Avtρ) v2 = ½ Atρv3 [20] (1) 

 
Where ρ is the density of air; v is the wind speed; Avt is the 
volume of air passing through A (which is considered 
perpendicular to the direction of the wind); Avtρ is therefore 
the mass m passing per unit time. Note that ½ ρv2 is the kinetic 
energy of the moving air per unit volume.  
Power is energy per unit time, so the wind power incident 
on A (rotor area of a wind turbine) is: 

 
 P = E/T = ½ Aρv3 [20]   (2) 

 
The power available in the wind, P, can be found from the 
following equation P=½ AρV³ 
Here we consider the specifications which are compatible to 
our selected train. Where capture area, A = π (D/2)² = 
1.327326 m [Diameter D = 1.3 m], wind speed V varies, 
Density of the air ρ = 1.225 kg/m³ at sea level, Taking 
Minimum Coefficient of Performance C = 0.3 [Wind energy 
utilized coefficient: 30 to 40%], Generator Efficiencies (96%), 
η = 0.96. Wind power in an open air stream is 
thus proportional to the third power of the wind speed; the 
available power increases eightfold when the wind speed 
doubles. Wind turbines for grid electricity therefore need to be 
especially efficient at greater wind speeds. The maximum 
mechanical power that can be got from our wind turbine 
depends on both the rotational speed and on the undisturbed 
wind speed, as shown in the picture below. Vertical axis wind 
turbine (VAWT) spins like a top with an axis of rotation 
perpendicular to the wind [21]. 

 
 
 
 
 
 
 
 
 
 
 
 

Figure: 02. Mechanical power and rotational speed for different wind speed 
[22]. 

The power available in the wind can be expressed as  
P=½ Cp ηA ρv3    (3) 

Where A is the capture area, ρ is the density of the air, and V 
is the wind speed. η is the generator efficiency. The power 
actually captured by the wind turbine rotor, Pr, is some 
fraction of the available power, defined by the coefficient of 
performance, Cp, which is essentially a type of power 
conversion efficiency:  

Cp = Pr/ P    (4) 
So, P=½ Cp A ρv3   (5) 

Where Cp is the power coefficient, ρ is the density of the air, 
A is the swept area of the turbine, and v is the wind speed 

[23]. 
 
The maximum theoretical value of the coefficient of 
performance is 0.593, a value determined by a fluid mechanics 
constraint known as the Betz limit. According to Betz's law, 
no turbine can capture more than 16/27 (59.3 percent) of the 
kinetic energy in wind. The factor 16/27 (0.593) is known as 
Betz's coefficient. Practical utility-scale wind turbines achieve 
at peak 75% to 80% of the Betz limit. [24], [25]. Actual 
coefficients of performance are less than this limit due to 
various aerodynamic and mechanical losses. Here calculated 
value of the coefficient of performance is 0.49. Actually for a 
given turbine design, Cp is a function of Tip Speed Ratio 
(TSR). As shown in the curves in Figure: 03, there is a tip 
speed ratio for which the power capture is maximum. 
Comparisons of the various wind turbine types in Figure: 03 
show how inefficient the drag-based Savonius turbine is 
compared to the lift-based turbines. The Darrieus turbines and 
the HAWT have similar values of the maximum coefficient of 
performance, but the HAWT can operate at much higher tips 
speed ratios (faster rotation speeds or lower wind speeds) [26]. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure: 03. Coefficient of power vs tip speed ration for different wind turbines 
[26]. 

 
Again an increase in rotor radius leads to greater maximum 
power coefficients, but they are achieved at greater tip speed 
ratios, so the little the radius, the less tip speed ratio is 
necessary to work at maximum power coefficient.  
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Figure: 04.Power coefficient dependent on rotor radius 
(TSR) maintaining constant swept area

 
The electrical power output from the generat
power captured by the rotor, due to losses
train and generator:  

PT=Cp ηg ηb (½AV3) 
Where ηg and ηb are efficiencies (power o
input) for the generator and the gearbox. Ge
are typically 90- 95%, while generator effici
50% (for a car alternator) to better than 80% 
grid-connected model.  

VII. WINDMILL SETUP 

It is to set wind turbine on the roof 
containing a safety case to keep windm
seem like extra portion of the train but i
train. Strong set up with safety case 
windmill. In Bangladesh train faces 
wind force which is enough for our sm
wind turbine with 1.3m rotor 
electromagnetic brake method. Howe
current turbine technology, for wind
economically viable it has to deliver to a
average annual wind speed of at leas
above [27]. 
 
We choose “Rangpur Express” for ou
This train uses Rangpur-Dhaka-R
Theoretically measuring wind velo
“Rangpur Express” we became sure 
train with small wind turbine can pr
amount of electricity. The energy pr
rotations is given to the main shaft (or to
is present) and from here to the electrica
provide the electricity to the grid [22]. 

 

 

 

 

 

 

 

 

Figure: 05. Power generation 
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controlled to maintain a constant power to limit loads and 
stresses on the blades. 
3. Cut-out wind speed [6]: This is the highest wind speed 
which the turbine will operate at. Above this speed, the turbine 
is stopped to prevent damage to the blades. Here typical cut-
out wind speeds are 11m/s to 12 m/s 
 
At rated speed annually we can achieve 2729.969378 KW 
(speed per hour*24*365) from just one wind turbine. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure: 07 Annual wind turbine power curve 
 

IX. ANNUAL ENERGY GENERATION AND CAPACITY 
FACTOR  

The power curve combined with the annual wind speed 
distribution can be used to estimate how much energy a wind 
turbine could generate in typical year. Specifically, the power 
at each wind speed is multiplied by the number of hours per 
year that the wind blows at that speed to estimate how much 
energy is generated at each wind speed. This is then summed 
to get the annual energy generated. At 12m/s wind speed we 
consider 2729.969378 KWh is the annual calculated annual 
energy output for single wind turbine. 
 
Since wind speed is not constant, a wind farm's 
annual energy production is never as much as the sum of the 
generator nameplate ratings multiplied by the total hours in a 
year. The ratio of actual productivity in a year to this 
theoretical maximum is called the capacity factor. Typical 
capacity factors are 15–50%, with values at the upper end of 
the range in favorable sites and are due to wind turbine 
improvements. [29], [30] 1 . The capacity factor of a wind 
turbine is the total annual energy generated divided by the 
energy that could be generated if it were running continuously 
at rated capacity 24 hrs a day for 365 days a year. Capacity 
factor for the rated speed (12m/s) is 

(2729.969378KW) / (1.0367KW * 8760 hr) = 30.06% 
Studies have indicated that 20% of the total annual electrical 
energy consumption may be incorporated with minimal 

                                                           
1 For example, a 1MW turbine with a capacity factor of 35% will not produce 
8,760 MWh in a year (1×24×365), but only 1×0.35×24×365 = 3,066 MWh, 
averaging to 0.35 MW. 

 

difficulty [31]. These studies have been for locations with 
geographically dispersed wind farms, some degree 
of dispatchable energy or hydropower with storage capacity, 
demand management, and interconnected to a large grid area 
enabling the export of electricity when needed. Beyond the 
20% level, there are few technical limits, but the economic 
implications become more significant. Electrical utilities 
continue to study the effects of large scale penetration of wind 
generation on system stability and economics. [32], [33]–[35]. 

X. AMOUNT OF ELECTRICITY PRODUCE 
Thus, while the output from a single turbine can vary greatly 
and rapidly as local wind speeds vary, as more turbines are 
connected over larger and larger areas the average power 
output becomes less variable and more predictable [33]. 

TABLE II. Calculated Annual Energy Output 

Wind 
Speed 
(m/s) 

Energy Output Single 
Wind Turbine (KW) 

Energy Output 10 Wind 
Turbine (KW) 

4 131.2682496 1312.682496 

7 703.5157752 7035.157752 

12 2729.969378 27299.69378 

 
Table II shows that at 12m/s rated wind speed a single turbine 
can generate 2729.969378 KW energy output. 

XI. RECOMMENDATION 
Lights, fans, water filter; mobile-laptop charging plugs are the 
basic for the train passengers. It is smart to use ten pieces train 
compatible wind turbine which can generate annually at least 
27299.69378Wh (1.3m rotor diameter VAWT) at speed 
12m/s. It requires more consideration if better amonut of 
electricity generates, which may facilitate the train even more. 
 
While train stops, it faces low wind speed then an energy 
storage system can supply power, getting researching from 
windmill at first. So the installment of effective energy storage 
system can enhance the use of power outcome from windmill. 
 
We think this is high time to consider seriously about this 
massive wind power. We also recommend taking initiatives 
and better consideration of this as an industry. Especially 
those countries use trains as mass transport, they can think 
about it.  

XII. CONCLUSION 
The objective of the study was to hypothetically describe the 
concept “Windmill on Train”. That is, the heavy wind force 
faced by speedy train cannot be ignored easily. It’s discussed 
that the strong wind force faced by train can be converted as 
potential electricity which is very much significant for the 
internal use of the vehicle. 
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Question is how much economically extractable power in the 
world we have? The total amount of economically extractable 
power available from the wind is considerably more than 
present human power use from all sources [36]. The study 
says that heavy wind forces faced by speedy trains are fully 
economically extractable. 
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Abstract— In Bangladesh the electric vehicles powered by 
rechargeable batteries are becoming popular day by day. But it 
is a matter of great regret that a big amount of power is being 
used daily to recharge their batteries at the recharging stations. 
As Bangladesh faces acute power crisis this has become a big 
challenge. Renewable energy resources can play an important 
role in this regard. This paper has proposed a PV based 
recharging station for electric vehicles and made a detail 
analysis on it.  
 

Keywords— Solar System, Recharging Station, Power System.  

I. INTRODUCTION 
An enormous amount of energy is extracted, distributed, 

converted and consumed daily in the present world. Today’s 
global energy production is high, in fact 83% [1]. The energy 
demand in Bangladesh is increasing day by day. At present the 
power demand in Bangladesh is about 6500 MW which was 
6000 MW in the last year (2012) and the generation capacity is 
around 5500MW but peak demand is estimated to exceed 
5,500 MW [2]. Moreover, our average growth demand is 
around 7% which indicates that if we do not add 10% every 
year we are going to face a big electricity crisis problem in the 
near future [12]. On the other hand now about 0.8% renewable 
energy is being shared to the total generation. Moreover, the 
Government is committed to facilitate both public and private 
sector investment in renewable energy projects according to the 
Renewable Energy Policy approved in 2008 [2]. So, it is the 
right time to invest in this sector especially in solar energy. The 
monthly global solar insolation and daily average bright 
sunshine hour in Dhaka city are presented in Fig. 1.1 and 1.2 
respectively [3]. 

 
Figure 1.  Monthly solar insolation at Dhaka 

 
Figure 2.  Daily average bright sunshine hours at Dhaka City 

From the Figure 1, it is found that the average solar 
insolation is 4.73 for Dhaka and from Fig.2, the daily average 
bright sunshine is 7.55 hours for Dhaka. The solar resource is 
abundant in Bangladesh as the tropic of cancer passes closely 
through the geographical centre of Bangladesh. So, the average 
Global Horizontal Irradiance is 625 W/m2 [4].    

Irradiance = (Average Insolation)/ Average daily bright 
sunshine hours),                            

For our system we have to consider Solar insolation = 4.5 
kWh/m2  

Electric Vehicles also known as Easy Bikes [5] in 
Bangladesh are rechargeable battery based energy efficient and 
environment friendly popular vehicles. As it is rechargeable 
battery based where a lot of power is needed every day. As a 
result the power crisis is increasing. But there is a lot of fuel 
recharging stations in Bangladesh where there is a great 
opportunity to implement solar based recharging station. 
Previously very few relevant works have been done [6] they 
were not too much practical for our country, whereas our 
works is more practical and implementable in Bangladesh.  

For designing and cost analysis data are collected from 
local and international markets and the electricity production’s 
data is calculated manually with respect to Dhaka city. The rest 
of the paper organized as follows. In section II, the design of a 
PV system has been explained including location planning and 
accommodation. In section III, the overall system cost analyses 
has been done including battery bank calculation. In section IV, 
monthly income has been calculated. In section V, pay back 
analyses has been done. In section VI, opportunities and 
benefits have been discussed and finally the conclusion has 
been drawn in section VII. 
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II. PV SYSTEM DESIGN 

A. Location 
Dhaka is the capital of Bangladesh. Dhaka’s geographical 
coordinates are 23° 43' 23" North, 90° 24' 31" East [7]. 

B. Module Accommodation on Roof Area  
The PV modules are accommodated on the roof of the 

recharging stations. Generally the roof is plain as a result there 
is no problem to set up but for maximum efficiency the PV 
modules are tilted with an angle which depends on the location 
of the installation. For this system let us consider the length of 
the roof is around 50 feet and the breadth is around 28 feet. So, 

Total area of the roof will be 1400 ft
2

. If we considered the 

main building of (30x20 sq.ft) 600 ft
2

then the shade will be 

800 ft
2

. The layout is given in Figure 3. The number of 
components is calculated with the help of this consideration. 

So, considering this area (1400 ft
2

) of roof we can 
accommodate maximum 92 solar modules of 245 watt each 
easily.  

 

 
Figure 3.  The considered layout   

C. System Sesign  
As a solar based system the system can be designed with 

some PV modules, Charge Controller boxes, control circuit etc 
in the system and the representation of block diagram is given 
in Fig.4. 

 
Figure 4.  Total block diagram for the System 

 

III. COST ANALYSIS 

D. Load calculation and solar energy 
The total load calculation for system is given in the below 
table. 

TABLE I.  LOAD CALCULATION OF THE STATION 

Load Watt/unit Numbe
r of 

Units 

Total(watt) Hours/Day KWh/d
ay 

Easy 
Bike 

400 15 6000 8 48 

Bulb 
(CFL) 

7 4 28 12 0.34 

Fan 40 2 80 8 0.64 
Net 

book 
15 1 15 5 0.07 

Total:   9123  48 
 

For Bangladesh we have considered Solar Insolation = 4.5 
kwh/m 2 /day. We have considered system efficiency 55%.  
Now, Energy to load (kwh/day) = kw p * Insolation * System 
Efficiency    

kw p = 48/(4.5*0.55)= 20k= 20,000 w p   

Solar panels are rated in watt peak (
w p ) i.e. the amount of 

power the panel can produce in a standard condition. 
So, total number of solar module required=20000/245 ≈ 82 

module of 245 watt each although the system roof area able to 
contain 92 modules. 

For our system if we consider Sharp-ND-Q245 [8][9] Solar 
panel (each of 15 ft 2

 surface), then total roof area needed for 
the 82 module is, 82*15= 1230 sq.ft. 

E. Battery Bank calculation 
We are considering the days of autonomy or backup days 

i.e number of days when sunlight is not present is 2. Also, we 
are considering depth of discharge (DOD) of battery 70% as to 
preserve the battery the DOD is better to keep no more than 
30%-50%. The life span of battery varies from 1-5 years. This 
life span can be prolonged by limiting the DOD of the battery 
i.e the amount of power drawn by the battery each day.  

 

Backup days*Energy to Load = Purchase capacity of 
Battery * DOD 

Purchase capacity of Battery=2*48000/0.7 =137143 watt-
hour of battery 

So, Amp-hour capacity* terminal voltage= 137143 watt-
hour 

Suppose, the voltage rating of the battery for the battery bank = 
24 Volt and capacity of each battery =120 Amp–hour  

Amp-hour capacity=137143/24=5714 Amp-hour 

Normal PV standard battery rating = 120 Amp-hour 
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So, total battery required for the system= 5714/120 ≈ 
47  

In the same way it can be showed that, if we consider 
days of autonomy 1 day then we will need 47 battery of 12 
volt each. 

The different essential components with respective quantity 
and costs are given in Table-2. 

TABLE II.  COST COMPONENTS OF OUR PROPOSED SYSTEM 

Component Description Qty Cost in Taka#

PV module Sharp-ND-

Q245 [8] 

82(Calculated) 82*20,000

=16,40,000 

Inverter 600Watt 

Inverter [10] 

7(Calculated) 25,000*7=

1,75,000 

Charge 

controller 

Local market 12 1,700*12=20,400

Wiring Approximate  5,000

Battery 12Volt 47 12,000*47

=5,64,000 

Control 

circuit, 

installation, 

maintenance 

and others 

Approximate  20,000

Total 24,24,400

IV. MONTHLY INCOME 
In our proposed system the estimated generation capacity is 

around 20 KW. We can find the daily energy generation by 
multiplying the 20KW to the average sunshine hours/day of a 
month. Again for finding the monthly energy generation we 
have to multiply daily energy generation to number of days of 
each month respectively. From monthly energy generation we 
can calculate the monthly income and the summation of 
monthly income is referred to annual income which helps us to 
find payback time of our proposed system.  In figure the 
monthly incomes are shown which is calculated in different 

consideration and the considerations are per kilowatt hour 
equal to 6, 8 and 10 respectively. 

TABLE III.  MONTHLY AND YEARLY INCOME OF OUR 
PROPOSED SYSTEM 

 

V. PAYBACK TIME ANALYSIS 
The payback time means that the number of years required 

for the improvement to pay for itself and for cost benefit 
analysis of our proposed system it is needed.   
Simple payback time= (Cost of the system)/ (Annual savings), 
years 
Considering 1kWh= 6 taka:                    
Cost of the system = 24,24,400 taka                                          
 Annual income =326160 taka                      
 Payback time (year) = (Cost of the system / Annual income) = 
24,24,400 / 326160 ≈8 year 
Considering 1kWh= 8 taka: 
Cost of the system = 24,24,400 taka                                           
Annual income =434880 taka                       
Payback time (year) = (Cost of the system / Annual income) =   
24,24,400 / 434880≈ 6 year   
Considering 1kWh= 10 taka: 
Cost of the system = 24,24,400 taka   
 Annual income =543600 taka                     
 Payback time (year) = (Cost of the system / Annual income) =   
24,24,400 / 543600≈5 year 
 

VI. OPPORTUNITIES, BENEFITS AND CHALLENGES  

A. Opportunities and Benefits 
 The opportunities and benefits are given below:  

1.  The existing fuel stations can be used. No other 
site is needed to be selected.   

Months 
 

Sunshine 
(hrs./day) 

 

KWH/ 
Month 

 

Income in 
Taka 

(1kwh=6tk.) 
 

Income in 
Taka 

(1kwh=8tk.) 
 

Income in 
Taka 

(1kwh=10tk) 

January 8.7 5220 31320 41760 52200 
February 9.1 5460 32760 43680 54600 
March 8.8 5280 31680 42240 52800 
April 8.9 5340 32040 42720 53400 

May 8.2 4920 29520 39360 49200 
June 4.9 2940 17640 23520 29400 

July 5.1 3060 18360 24480 30600 
August 5.8 3480 20880 27840 34800 

September 6 3600 21600 28800 36000 
October 7.6 4560 27360 36480 45600 

November 8.6 5160 30960 41280 51600 

December 8.9 5340 32040 42720 53400 
Total Income in a year 54360 326160 434880 543600 
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2. The payback time is estimated and lesser than other 
system.  

3. No extra labour cost and maintenance cost is 
needed.  

4. Extra power can be used for the recharging station 
itself  

5. This system becomes one of the factors to increase 
the income of the owners of fuel filling stations.   

6. Proper utilization of solar energy.  
7. Dependence on fossil fuels such as Diesel, Petrol 

and Gas etc is decreased.  
8. It is a pollution free process.  

     B.  Challenges and Limitations 
The challenges and limitations are given below: 

1. Initial cost is high for the owner of the fuel filling 
stations.    

2. The design must be perfect.   
3. Lack of knowledge about proper maintenance of 

Solar based technologies.  
4. During cloudy weather with the insufficient solar 

radiation the system can support maximum one day 
according to the considered ‘days of autonomy’ in 
this proposed system for the estimation.  

5. Calculation has been done here for recharging only 
15 vehicles.   

6. For fully recharging the battery pack can take 4 to 8 
hours. Even a "quick charge" to 80% capacity can 
take 30 min [11]. 

   C. Comparative analysis with relevant works 
Previously in [6] there were some flaws such as, no load 

calculation was seen, roof area was uneconomical, no DOD 
and back up days considered for battery bank calculation which 
were impractical. Here we have cleared these problems in this 

work. In case of cost analysis in [6], even if we consider 6 
taka/kwh it would take 24 years to recover but in our proposal 
we have brought it to approximately 8 years as recovery time. 

VII. CONCLUSION 
Although the Electric vehicle has some limitations, its 

environment friendly nature has made it popular to all over the 
world. So, it is clear that our proposed system could be an 
effective one due to its necessity in the power crisis context. 
Though our proposed system is designed for Dhaka city and 
costs are calculated with respect to Dhaka city, this system is 
implemented anywhere in Bangladesh.  And it is also said that 
this proposed system is economically and geographically 
feasible to Bangladesh.    
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Abstract—This paper presents a comparative study between
field oriented control (FOC) and direct torque control (DTC),
two most popular control strategies for inverter fed interior
permanent magnet synchronous motor (IPMSM) drives. The
comparison is done in four switch three phase (FSTP) inverter
scheme instead of six switch three phase (SSTP) inverter scheme.
The FSTP inverter scheme is better than SSTP inverter scheme
because of the reduction in price, switching losses and the com-
plexity of the control board. The comparison is based on various
conditions such as normal operating condition, sudden change
in load torque, speed reversal and change in stator resistance.
To validate the effectiveness of the drive systems, simulation is
carried out in MATLAB environment. The simulation results and
comparative study have been found quite satisfactory.

Keywords—Direct torque control, field oriented control, four
switch three phase inverter, interior permanent magnet synchronous
motor, and robustness.

I. INTRODUCTION

Permanent magnet synchronous motors (PMSMs) are
widely used because of their advantages such as rugged
construction, easy maintenance, high efficiency, high power
factor, etc. Over the last few decades, several control systems
have been proposed for the PMSMs [1]–[5]. These PMSMs are
usually fed by SSTP inverters. However, they are relatively ex-
pensive because they need six switches and corresponding gate
drive circuits. Hence, the schemes using FSTP inverters have
been widely researched for cost reduction by the elimination
of power switches and additional circuits such as gate drives
[6]–[10].

In recent years, the inverter fed ac motor has largely taken
over as the preferred solution for variable speed applications.
Considering high-performance motion control, field oriented
control (FOC), or more recently direct torque control (DTC)
are used. The vector control philosophy started to be devel-
oped around 1970. Several types of vector control are possi-
ble: rotor-oriented, rotor-flux-oriented, stator-flux-oriented and
magnetizing-flux-oriented. On the other hand, the publication
of the DTC theory actually goes back to 1971. Recently, it
is being considered as an industrial alternative to the FOC
strategy. These control strategies are different on the operation
principle but their objectives are the same.

Now, which one gives better performance for FSTP inverter
fed IPMSM? This question has not been answered yet. There-
fore, the objective of this paper is to present a comparative
study in order to reach a verdict on the superiority between
these two control strategies.

II. MATHEMATICAL MODEL OF IPMSM

A mathematical model of the IPMSM is required for proper
simulation of the system. The dynamic model of the IPMSM
motor in the synchronously rotating d− q reference frame can
be expressed as follows [11]:

vd = Rid + pLdid − ωrLqiq (1)

vq = Riq + pLqiq + ωrψf + ωrLdid (2)

The developed electromagnetic torque is given as:

Te =
3Pp
2

(ψf iq + (Ld − Lq) idiq) (3)

The mechanical motion of the IPMSM can be expressed
as:

Te = Tl + Jmpωm +Bmωm (4)

ωr = Ppωm (5)

Where,

vd and vq = the dq- axes stator voltages;

id and iq = the dq- axes stator currents;

Ld and Lq = the dq- axes inductances;

ψf = the permanent magnetic flux linkage;

R = the stator resistance;

ωr = the angular speed of rotor;

ωm = the mechanical speed of rotor;

Te = the electromagnetic torque;

Jm = the motor inertia;

Bm = the motor friction coefficient;

Pp = the number of pole pairs;

p = d
dt .
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Fig. 1. FSTP inverter fed IPMSM drive.

III. FOUR SWITCH THREE PHASE INVERTER
MODEL

In the four switch inverter, as shown in Fig. 1, a three
phase system is obtained by connecting the phase c terminal
of the stator windings directly to the centre tap of the dc
link capacitors. The single phase ac supply is rectified by the
front-end rectifier. The capacitors are used to level the output
dc voltage. The three phase voltages to the IPMSM can be
expressed as follows [12]:

Va =
Vdc
3

[4Sa − 2Sb − 1] (6)

Vb =
Vdc
3

[4Sb − 2Sa − 1] (7)

Vc =
Vdc
3

[−Sa − Sb + 1] (8)

where Vdc is the maximum voltage across the dc link capac-
itors, Sa and Sb are the switching states (0 or 1) of upper
switches in the legs of phases a and b respectively.

IV. DIRECT TORQUE CONTROL SYSTEM

The complete block diagram of DTC based IPMSM drive
system is shown in Fig. 2. The basic idea of DTC for IPMSM
is to control the torque and flux linkage by selecting the voltage
space vectors properly, which is based on the relationship
between the lip frequency and torque. The voltage vector plane
of a four switch inverter fed system is divided into four sectors
as shown in Fig. 3. A voltage vector switching table for the
four switch inverter fed DTC system is tabulated in Table I.

TABLE I. VOLTAGE VECTOR TABLE

φ τ S1 S2 S3 S4

0 0 V4 V1 V2 V3

0 1 V3 V4 V1 V2

1 0 V1 V2 V3 V4

1 1 V2 V3 V4 V1

The basic principle of the DTC is to select proper voltage
using a pre-defined switching table. The selection is based on
the hysteresis control of the stator flux linkage and the torque.
In the basic form the stator flux linkage is estimated with:

φs (t) =

t∫
0

(Vs −RsIs) dt+ φso (9)
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Fig. 3. Voltage vectors of a FSTP inverter fed system.

where φso is the initial value of the stator flux linkage. The
composite α and β components of vector φs can be obtained:

φsα (t) =

t∫
0

(Vsα −RsIsα) dt (10)

φsβ (t) =

t∫
0

(Vsβ −RsIsβ) dt (11)

Stator flux linkage can be written as:

φs =

√
(φsα)

2 + (φsβ)
2 (12)

The angle is equal to:

θs = tan−1

(
φsβ
φsα

)
(13)

The torque can then be estimated with:

Te =
3

2
Pp (φsαIsβ − Isαφsβ) (14)
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V. FIELD ORIENTED CONTROL SYSTEM

The machine model of PMSM can be described in the rotor
rotating reference frame as follows:

vd = Ld
d

dt
id +Rsid − ωsLqiq (15)

vd = Lq
d

dt
iq +Rsiq − ωsLdid (16)

and
λd = ψf + LdId (17)

λd = LqIq (18)

where λd and λq are the stator flux linkages.

The corresponding electromagnetic torque is:

Te =
3

2
Pp [ψf iq + (Ld − Lq) idiq] (19)

The associated electromechanical equations are as follows:

Jm
dωm
dt

+Bmωm = Te − Tl (20)

dθm
dt

= ωm (21)

where θm is the rotor angular displacement.

The primary principle in controlling an IPMSM drive is
based on field orientation. Fig. 4 shows the complete block
diagram of FOC based IPMSM drive. Since the magnetic
flux generated from the PM rotor is fixed in relation to the
rotor shaft position, the flux position in the coordinates can be
determines by the shaft position sensor. If id = 0, the d-axis
flux linkage φd is fixed. Since φf is constant for an IPMSM,
the electromagnetic torque is then proportional to iq , which is
determined by the closed loop control.

Te =
3

2
Pφf iq (22)

The rotor flux is produced only in the q-axis while the
current vector is generated in the axis in FOC. Since the
generated motor torque is linearly proportional to the q-axis
current, as the d-axis rotor flux is constant, the maximum
torque per ampere can be achieved.

VI. SIMULATION RESULTS

The performance comparison between DTC and FOC is
made in terms of speed, torque and current response. The static
and dynamic performances of the DTC and FOC schemes are
obtained by simulation performed in MATLAB.
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Fig. 5. Comparison of DTC and FOC in terms of (a) speed response (b)
torque response, (c) three phase currents and (d) flux locus under normal
operating condition. Left side figures represent the curve for DTC and right
side figures represent curve for FOC.
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A. Normal Operating Condition

The motor starting performance at the rated speed of
1500 rpm is shown Fig. 5(a). Speed response for DTC is
faster than FOC as it reaches the reference speed at 0.25
sec whereas that of FOC reaches at 0.8 sec. Fig. 5(b) shows
the developed torque that oscillates around the load torque
(=1.5 N-m) when the set speed is reached. It is noticed that
higher electromagnetic torque is generated during the motor
acceleration. From the figure it is clear that Torque response
of DTC is better than that of FOC. Fig. 5(c) shows the actual
3-phase currents for both control schemes. Current response of
DTC is quite acceptable for healthy motor operation though
FOC gives better response than DTC. Fig. 5(d) shows the
trajectory of the stator flux linkage. They are quite same for
both DTC and FOC and as far our expectation.

B. Load Change Condition

Fig. 6(a) and (b) show the speed and torque responses under
load change condition, respectively. We investigated that when
load increases speed falls down from reference speed and then
automatically reaches the rated speed. We used 1.5 N-m as
reference torque and changed it to 2 N-m for simulating load
change condition. For DTC we changed the load at 0.5 sec and
it reached the reference speed at 1.2 sec. On the other hand,
for FOC we changed the torque at 1.5 sec and it reached the
reference speed very quickly.

C. Speed Reversal Condition

Fig. 7(a) and (b) show speed curve and the torque response
under speed reversal condition respectively. By analyzing these
figures we can see that DTC shows slightly better speed and
torque response than FOC under speed reversal condition.
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Fig. 6. Comparison of DTC and FOC at the variation of load torque in terms
of (a) speed and (b) torque.
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Fig. 7. Comparison of DTC and FOC at speed reversal condition in terms
of (a) speed and (b) torque.

D. Effect of Change of Stator Resistance

Fig. 8(a) and (b) show the speed response curve and three
phase current response curve when the stator resistance is
increasing, respectively. From the simulation figure we can
see that there is no effect on speed or current response for an
increase in stator resistance.
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Fig. 8. Comparison of DTC and FOC for step change of stator resistance in
terms of (a) speed and (b) current.
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VII. CONCLUSION

In this paper, a performance analysis of FOC and DTC
schemes for FSTP inverter fed IPMSM drives has been in-
vestigated by simulation with a view to distinguishing their
respective advantages and disadvantages. A detailed model for
IPMSM drive system with DTC and FOC has been developed
and operations have been studied using two current control
schemes. A speed controller has been designed successfully for
closed loop operation of the IPMSM drives system so that the
motor runs at the reference speed. Robustness is present in both
FOC and DTC schemes. Parameter sensitivity is large in FOC
scheme, on the other hand it is average in DTC scheme. DTC
reduces the speed response time, whereas FOC gives better
current response. On different conditions, both the schemes
showed very similar simulation output. So, we can conclude
that it is hard to comprehend the superiority between DTC and
FOC.

VIII. APPENDIX

Motor parameters used in this simulation are given below:

Parameter Name Parameter Value
Number of pole pairs, Pp 2

Stator Resistance, Rs 1.93 ohm
Permanent Magnet Flux Linkage, ψf 0.311

Flux Density, Bm 0.001 Wb/m2

Moment of Inertia, Jm 0.003
Rated Voltage, Vdc 300V
d-axis inductance, Ld 0.0244H
q-axis inductance, Lq 0.07957H

Rated speed, ωm 1500 rpm
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Abstract—Boost converter is an essential part of energy storage 
system for efficient charging of the static devices. This paper 
proposes a 7.5 kW semi-bridgeless phase-shifted boost 
converter to improve the efficiency and performance of the 
energy storage system. This investigation is carried out with 
the MATLAB Simulink to validate the feasibility of the 
proposed converter topology. The verification study depicted 
in this inquisition with the unity power factor and improved 
efficiency of the converter. The maximum efficiency of the 
proposed converter is determined as 98.3% for 7.52 kW power 
transfer at 200 V, 50 Hz input with 70 kHz switching 
frequency. 

Keywords—Semi-Bridgeless Boost Converter, Power Factor 
Correction, Phase-Shift Modulation,  Energy Storage System. 

I.  INTRODUCTION 
Energy storage system is elaborately used in utility and 

transport applications as well as in the renewable energy 
research to ensure the power reliability. This energy storage 
system is used in further utility applications such as; active 
power control, load leveling and frequency control which 
have been investigated in [1-3]. Generally, in the energy 
storage system the used static storage devices are electric 
double layer capacitor, Li-ion battery, lead-acid battery and 
nickel metal-hydride battery [4]. These Static devices are 
also used immensely in pure, hybrid, plug-in hybrid and fuel-
cell electric vehicles [5-7], elevators [8] and gantry crane 
systems [9] etc. 

Therefore, several circuit topologies and control 
techniques of converters have been used in battery energy 
storage system. The two-stage cascaded AC-DC and DC-DC 
converter is commonly used in relatively high rated Li-ion 
storage system [10]. On the other hand, because of the low 
frequency output ripple current, the single-stage approach of 
boost converter is more suitable for lead-acid batteries. 
However, this boost converter faces some limitations with 
high switching losses in semiconductor switches and also 
high conduction losses in the diode bridge. Therefore, for 
reducing the conduction losses in the diode bridge, a 
bridgeless converter topology have been proposed in [11] 
and [12]. This topology eliminates the conduction losses in 
the diode bridge and also reduces the total amount of 
semiconductor devices from six to four, but it still faces 

some problems with the increase of EMI [13, 14]. This 
problem can be eliminated by using some powerful control 
algorithms, such as; fuzzy logic, neural network and 
predictive control etc. Some recent investigations are carried 
out with predictive control algorithm applied in the power 
converters for different inquisitions such as, current, torque, 
flux  and unity power factor control [15, 16]. These 
investigations are validated the effectiveness of the control. 

In this paper, a semi-bridgeless phase-shifted boost 
converter with power factor correction of the battery energy 
storage system has been proposed in order to improve the 
efficiency and performance of the same. 

This paper is organized in the following: Section II 
presents the semi-bridgeless boost converter topology, 
Section III describes the working principle of the converter 
and Section IV depicts the results and analysis. The power 
factor correction is analyzed and the efficiency improvement 
is compared with interleaved PFC converter in Section V. 
Finally a fruitful conclusion is drawn in VI. 

II. SEMI-BRIDGELESS BOOST CONVERTER TOPOLOGY 
Fig. 1 shows the semi-bridgeless boost converter 

topology which is controlled with phase-shift pulse width 
modulation method. This converter topology features 
improve efficiency and performance at low power rating 
compared with the conventional and bridgeless boost 
converters. Therefore, the charger size, component count, 
charger cost and EMI are reduced. Again, this converter also 
provides power factor correction capability for improving the 
power quality as well as the battery health of the energy 
storage system. 

Figure 1.  Semi-bridgeless boost converter 
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Two extra slow diodes (D1 and D2) have been configured 
in the proposed semi-bridgeless boost converter, compared 
with bridgeless converter topology for linking the ground 
with the input line. However, the conduction losses 
associated with the slow diodes remain at low level as the 
current does not always return through these diodes. 

III. PRINCIPLE OF OPERATION 
The operating principle of semi-bridgeless boost 

converter is analyzed by separating the input AC power 
supply into the positive and negative half-cycles. A detailed 
circuit operation depends on the duty cycle is elaborately 
presented in the following sections. 

A. Positive half-cycle 
Fig. 1 shows that, MOSFET switch S1 turns ON during 

the positive half-cycle of the AC input voltage. Thus, current 
flows through the inductor L1, switch S1 and further 
continues through the switch S2 inductor L2, to return to 
supply when energy is stored in the inductors L1 and L2. 
When switch S1 is OFF during this positive half-cycle, the 
stored energy of inductors (L1 and L2) is discharged with 
current flow through diode D3, load and then further returns 
partially through slow diode D1 and internal diode of 
MOSFET switch S2.  

The circuit operation of semi-bridgeless boost converter 
is widely depends on the duty cycle (D). In General, duty 
cycle of the converter is greater than 50%, while supply 
voltage is smaller than half with respect to output voltage 
during any half-cycle (positive or negative). On the other 
hand, in case of greater input voltage compared with half of 
output voltage, duty cycle is less than 50%. Detailed circuit 
operation of semi-bridgeless boost converter for duty cycle D 
> 50% and D < 50% during positive half-cycle of supply 
voltage are analyzed and presented in the following sections.   

1) Duty cycle D > 50%: 
Fig. 2 shows the operating principle of semi-bridgeless 

boost converter which can be described with three modes of 
operation for duty cycle greater than 50%. 

a) Mode I (time interval t0 to t1 and t2 to t3):  
Figs. 2(a) and 2(b) shows that, the MOSFET switches S1 

and S2 are ON at mode I. At this time period, current 
increases linearly in the series inductances L1 and L2. Hence 
energy is stored into these passive elements. Further, stored 
energy in capacitor (Co) is delivered to the load. Current 
ripple in S1 and S2 are similar to the current in L1 and L2. 
Therefore, the ripple current is: 

( ) sin TDv
LL

i 5.01

21

−
+

=Δ   (1) 

b) Mode II (time interval t1  to t2):  
MOSFET switch S1 remains ON and S2 turns OFF in the 

mode II, as shown in Fig. 2(a) and 2(c). Hence, current 
increases linearly and stores energy in L1 and L2. During this 
time interval (t1 to t2), capacitor (Co) provides the stored 

energy to load. Threfore, the current ripples in S1 and internal 
diode of S2 are as follows: 

( ) sin TDv
LL

i −
+

=Δ 11

21

  (2) 

c) Mode III (time interval t3 to t4):  
At mode III of the semibridgeless boost converter, 

MOSFET switch S1 is OFF and S2 is ON, as shown in Fig. 
2(a) and 2(d). During the time interval (t3 to t4) of mode III, 
the stored energy in series inductances  L1 and L2 is 
discharged through L1, D3, S2 and L2 to load. Threfore, the 
current ripples in D3 and S2 are similar as in L1 and L2. 

( )( ) soin TDVv
LL

i −−
+

=Δ 11

21

(3) 

 
Figure 2.  Operating principle of phase-shifted semi-bridgeless boost 
converter for duty cycle D > 50%. (a) gate signals VS1 and VS2 for two 
MOSFET switch S1 and S2 respectively, (b) switching state and current flow 
diagram for mode I, (c) mode II and (d) mode III. 
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2) Duty cycle D < 50%: 
When duty cycle is D < 50%, the operating principle of 

semi-bridgeless boost converter can also be described with 
three mode of operation. A detailed explanation of operating 
principle is presented in Fig. 3 and elaborately discussed in 
the following sections. 

Figure 3.  Operating principle of phase-shifted semi-bridgeless boost 
converter for duty cycle D < 0.5. (a) gate signals VS1 and VS2 for two 
MOSFET switch S1 and S2 respectively, (b) switching state and current flow 
diagram for mode I, (c) mode II and (d) mode III. 

a) Mode I (time innterval t0 to t1 and t2 to t3): 
At mode I of the semi-bridgeless boost converter for duty 

cycle D < 50%, switches S1 and S2 both are OFF, as 
mentioned in Figs. 3(a) and 3(b). The stored energy in L1 and 
L2 are released through the inductor L1, diode D3, internal 
diode of switch S2 and inductance L2. Therefore, current 
ripples in diode D3 and internal diode of switch S2 are in 
bellow: 

( )( ) soin TDVv
LL

i −−
+

=Δ 5.01

21

(4) 

b) Mode II (time interval t1 to t2):  
MOSFET switch S1 turns ON and S2 remains OFF in 

mode II, as presented in Figs. 3(a) and 3(c). In this mode, 
current ripples in S1 and internal diode of S2 are given by: 

svinDT
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i
21

1
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c)  Mode III (time interval t3 to t4):  
The MOSFET switch S1 is OFF and S2 is ON at mode III 

of the phase-shifted semibridgeless boost converter, as 
presented in Fig. 3(a) and 3(d). During the time interval (t3 to 
t4) of this mode III, energy stored in L1 and L2 are discharged 
through L1, D3, S2 and L2 to load. Threfore, current ripples in 
D3 and S2 are expressed as: 

( ) soin DTVv
LL

i −
+

=Δ
21

1
  (6) 

B. Negetive Half-cycle 
During negative half-cycle of AC supply voltage, 

MOSFET switch S2 turns ON, then the current flows through 
the inductor L1 and switch S2 which further continues 
through switch S1 and returns through the inductor L1 with 
storing in L2 and L1. After the turn OFF of the switch S2, the 
stored energy in L2 and L1 is discharged with current flow 
through diode D4 to the load. In this case, the current which 
returns to input is split between the internal diode of S1 and 
slow diode D2. 

The operating principle of converter during the negative 
half-cycle of supply voltage is similar as the positive half-
cycle for both the cases of duty cycle D > 50% and D < 50% 
but the direction is opposite. 

IV. SIMULATION RESULTS 
The proposed semi-bridgeless phase-shifted boost 

converter topology is simulated in MATLAB Simulink to 
validate the feasibility to improve the power factor as well as 
the efficiency. The proposed converter topology has been 
investigated for 7.5 kW power transfer. The system topology 
is analyzed with 240 V supply voltage, 70 kHz switching 
frequency and 8.0 kW load condition. The parameters used 
in simulation for the proposed inquisition are given in Table 
I. 
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Fig. 4 (a) shows the supply AC voltage and AC current 
which are exactly in phase with each other and maintain the 
sinusoidal wave shape. Therefore unity power factor is 
maintained in phase-shifted semi-bridgeless boost converter 
topology. Due to the pure sinusoidal wave form of the 
current, THD is in an acceptable limit. This is also one of the 
most important improvements of this investigation.  

Fig. 4(b) shows the current wave shapes in L1 and L2. 
During positive period of supply voltage, the current in 
inductor L1 is similar to supply AC current and during 
negative period it flows partially through the slow diodes D1
and D2. On the other hand, in case of positive period the 
current in inductor L2 is partially flowing through the slow 
diodes D2 and D1 and remain same with supply current 
during negative interval. 
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Figure 4.  Supply AC voltage and AC current,  output DC voltage and DC 
current for 7.5 kW power transfer of a semi-bridgeless boost converter. (a) 
Supply AC voltage and AC current. (b) Current  wave shapes in upper and 
lower series inducotrs L1 and L2 respectively. (c) Output DC voltage and 
DC current. 

TABLE I.  SIMULATION PARAMETER 

SL. No 
Parameters Values and Unit 

Variables and parameters Values Unit  

1. Input Supply Voltage (vin) 240 V 

2.  Supply frequency (fin) 50 Hz 

3. Upper Series Inductor (L1) 400 µH 

4. Lower Series Inductor (L2) 400 µH 

5. Capacitor Across Load (Co) 1500 µF 

6. Load Resistance (Ro) 15 Ω 

7. MOSFET on State Resistance 
(Rds(on)) 

0.5 mΩ 

8. Switching Frequency (fs) 70 kHz 

The output DC voltage and DC current of the semi-
bridgeless phase-shifted boost converter is presented in Fig. 
4(c). The ripples of the DC output voltage is very low and 
maintains a smooth wave shape of results. Also, this slight 
ripple in output DC voltage is reciprocal to the value of 
capacitor connected with load which has a great impact on 
the power factor. 

The efficiency and performance of the phase-shifted 
semi-bridgeless boost converter is measured with the input 
and output power from Figs. 4(a) and 4(c). From Fig. 4(a) 
the peak sinusoidal AC input voltage is 240 V and peak 
sinusoidal current is measured as 63.75 A. Hence, the input 
power is measured as 7.65 kW. On the other hand, in the Fig. 
4(c), the output DC voltage is measured 340.20 V and DC 
current is measured 22.10 A. Hence, the output power of the 
converter is 7.52 kW. Therefore, the overall efficiency is 
measured as 98.3% for the proposed converter. 

V. POWER FACTOR CORRECTION AND EFFICIENCY 
IMPROVEMENT 

Figure 5.  Measured efficiency of proposed semi-bridgeless boost 
converter and conventional interleaved PFC converter.  
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The power factor correction of phase-shifted semi-
bridgeless boost converter topology can be confirmed from 
the Fig. 4(a). It shows that, the input voltage and current is 
pure sinusoidal in shape and also exactly in phase to each 
other. Hence, the power factor achieved by the converter is 
more than 0.99. 

The efficiencies of proposed phase-shifted semi-
bridgeless boost converter are measured between 0.5 kW to 
7.5 kW power transfer range and compared with the same for 
interleaved PFC converter [17] shown in Fig. 5. The 
efficiencies associated with the proposed semi-bridgeless 
boost converter are higher compared to interleaved PFC 
converter. The peak efficiency of this semi-bridgeless boost 
converter is 98.3% at 7.5 kW power transfer condition. 

VI. CONCLUSIONS 
A high efficient phase-shifted semi-bridgeless boost 

converter topology for the energy storage system is presented 
in this paper. This proposed converter topology exhibits high 
efficiency and performance for medium range power transfer 
with attractive features as small charger size, low cost, fast 
charging time and reduced EMI. The power factor of this 
proposed topology has been maintained unity during 50% to 
full load condition. So, the reactive power losses associated 
with this converter is very low. Therefore, the maximum 
efficiency of this proposed converter is achieved up to 98.3% 
at 240 V supply voltage with 50Hz supply frequency for 7.52 
kW output power transfer. The results associated with the 
investigated converter topology are very much encouraging 
and will continue to play a strategic role in the improvement 
of modern high performance AC-DC power converters in 
energy storage system and will open a new era of power 
electronics research.  
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Abstract—Transformer-less inverters are more attractive 
for grid-tied photovoltaic (PV) system due to its higher 
efficiency and lower cost. But unfortunately, a leakage current 
flows through the system. So transformer-less PV inverter 
have to be tackled carefully. In this paper, a new transformer-
less PV inverter topology with low leakage current has been 
proposed. Proposed circuit structure and detail operation 
principle are presented in this paper. One additional switch 
with conventional full H- Bridge and a diode clamping branch 
make sure the disconnection of PV module from the grid at the 
freewheeling mode and clamp the short circuited output 
voltage at the half of DC input voltage. Therefore, the common 
mode (CM) leakage current is minimized. The relationship 
between H5 topology and proposed topology has been analyzed 
in this paper. The proposed inverter topology is simulated by 
MATLAB / Simulink software to validate the accuracy of the 
theoretical analysis. Finally, a 1kW prototype has been built 
and tested. 

Keywords—Common mode voltage, Converter, Grid 
connected, Leakage current,  Photovoltaic, Transformerless. 

I.  INTRODUCTION  
Transformer-less grid-tied inverters have many 

advantages such as higher efficiency, lower cost, smaller 
size, and weight. However, there is a galvanic connection 
between the power grid and the PV module; this may cause 
fluctuation of the potential between the solar cell array and 
the ground. This CM voltage Vcm shown in equation (1) 
may induce a leakage current, iLeakage flowing through the 
loop consisting of the parasitic capacitors ( Cpvg1 and Cpvg2), 
the filter inductors, the bridge, and the utility grid [1]. As a 
result, the grid current harmonics and losses are increased. 
A person, who touch the PV array and connected to the 
ground, may conduct by the capacitive current. At the same 
time, conducted and radiated interference will be brought in 
by the ground current [2]. The instantaneous CM voltage 
Vcm in the full bridge topology shown in Figure 1 is defined 
as follows [3]. 

2
AN BN

CM
V V

V
+=           (1) 

In order to eliminate the leakage current, the CM voltage 
must be kept constant during all operation modes and many 
solutions have been proposed [2-10] as follows:  

 
Figure 1.  leakage current and parasitic capacitance in transformer-less 

grid connected PV system 

1. Bipolar sinusoidal pulse width modulated (SPWM) full 
bridge inverter: The bipolar SPWM modulation can be used 
to solve the problem of the leakage current in the full bridge 
inverter. This inverter can keep constant CM voltage during 
the whole operation. However, the current ripples across the 
filter inductors and also the switching losses are large. 
Furthermore, it is critical to maintain a good 
synchronization among the gate signals of the bridge 
transistors [1].  

2. Unipolar sinusoidal pulse width modulated (SPWM) full 
bridge inverter: The most common modulation used in this 
topology is unipolar SPWM, because it presents a lot of 
advantages in comparison to bipolar modulation such as 
higher dc voltage utilization, lower current ripple at high 
frequencies, better efficiency, lower electromagnetic 
interferences emission, etc. However, when unipolar SPWM 
is employed in the transformer-less conventional full H-
bridge inverter; in active mode, the CM voltage Vcm is equal 
to 0.5Vpv but in the freewheeling mode Vcm is equal to Vpv 
or zero depending on the leg midpoints (point A and B in 
Figure 1) connected to the positive or negative terminal of 
the input. Therefore, the CM voltage of conventional 
unipolar SPWM full-bridge inverter varies with high 
frequency, which leads to high leakage current [2]. 

To solve the aforementioned problem, the PV module 
should be separated from the grid during the freewheeling 
period and a lot of depth researches have been done to 
minimize the leakage current. Most of the topology has been 
proposed in the literature based on the structure of 
freewheeling path, where a new freewheeling path has been 
created [2-10]. 
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Figure 2.  Some existing transformer-less topologies for grid-tied PV inverter (a) H6 topology proposed in [3] (b) HERIC topology proposed in [11] (c) HB-ZVR 
topology proposed in [7] (d) Dual-Paralleled-Buck inverter topology proposed in [12] (e) NPC topology proposed in [13] (f) H6 type topology proposed in [14] 

 

In this paper, a new structure of transformer-less inverter 
has been proposed based on H5 topology. The proposed 
inverter ensures that the freewheeling voltage is clamped to 
the half of DC input voltage and the PV module is separated 
from the grid during the freewheeling period by adding an 
extra switch and a capacitor divider. As a result, the CM 
mode voltage kept constant during the whole operation 
period and the generated leakage current is almost zero. Also 
unipolar SPWM is applied to the proposed topology with 
three-level output voltage. The efficiency of the proposed 
inverter, H6 inverter and HERIC inverter are calculated and 
compared. Simulation and experimental results show that the 
proposed inverter operates with high efficiency and low 
leakage current. 

This paper is prepared as follows: A review of single 
phase transformer-less topology is described in section II. 
CM voltage and leakage current of H5 topology is presented 
in section III. The proposed improved converter structure 
and operation principle with unipolar SPWM control scheme 
are investigated in section IV. Simulation and experimental 
results are presented in section V and section VI concludes 
the paper 

II. SINGLE PHASE TRANSFORMER-LESS TOPOLOGIES 

A. H6 topology: 
Full-bridge inverter with dc bypass (FB-DCBP) topology 

has been proposed in [3] shown in Figure 2(a). Two extra 
switches are added into the conventional full H-bridge 
inverter in order to decouple dc bus from the grid during 
freewheeling period. Also a capacitive divider and two 
diodes are added to clamp the common mode voltage at half 
of the dc input voltage. The active voltage vector is achieved 
by switching S5 and S6 with high frequency. Switches S1 & 

S4 are switched with the grid frequency and in anti-parallel 
to S2 & S3, depending on whether the reference voltage is in 
the positive or negative half period. The output voltage has 
three levels. The main drawback of FB-DCBP topology is 
that it suffers more conduction losses from the inductor 
current flowing through four switches in the active mode [3].  

B. HERIC Topology: 
Full-bridge inverter with ac bypass (FB-ACBP) topology 

has been proposed in [11] as shown in Figure 2(b), called 
Highly Efficient and Reliable Inverter Concept (HERIC). 
Two switches are added in the ac side to provide the path of 
freewheeling current. The PV module is decoupled from the 
grid during the freewheeling period because the switches S1, 
S2, S3, and S4 are turned-off. The output voltage of the 
inverter has three levels and the current ripple at output is 
very lower. The inverter generates constant CM voltage; 
therefore, the leakage current through the parasitic 
capacitance is minimized to safe level. Furthermore, the 
inverter efficiency is kept high because the load current is 
short circuited via S5 or S6 during the freewheeling period. 

C. HB-ZVR Topology: 
Another full-bridge inverter topology with ac bypass is 

proposed in [7], where the midpoint of the dc link is clamped 
by means of a diode rectifier and one bidirectional switch. 
An extra diode is used to protect from short-circuiting the 
lower dc-link capacitor. The operational principle is same as 
HERIC topology. The zero voltage state is generated by 
short-circuiting the output of the inverter and clamping them 
to the midpoint of the dc-link. Three-level output voltage has 
been achieved by employing unipolar SPWM. The main 
disadvantage of this topology is the necessity of dead time 
which increases the distortion of output current [7].  
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Figure 3.  Power circuit structure of H5 topology 

       

      

      

     
Figure 4.  Simulated waveform of VAN, VBN, Vcm, and icm of H5 topology 

III. H5 TRANSFORMER-LESS TOPOLOGY 

A. Circuit Configuration and Operation Principle: 
An inverter topology proposed in [6] is called H5 

topology which is shown in Figure 3. It is made up by adding 
an extra switch S5 with standard H-Bridge topology. LA, LB, 
and Co constructs the LCL type filter which is coupled to the 
grid. In this topology, unipolar SPWM is applied with three-
level output voltage. This topology can meet the condition of 
eliminating CM leakage current. In the positive half cycle of 
grid current, switch S5 and S4 are commutates with 
switching frequency. During the zero voltage vectors, S5 and 
S4 are turned-off and the freewheeling current flows through 
S1 and the anti-parallel diode of S3. In the negative half 
cycle, S5 and S2 are commutates with switching frequency 
and the freewheeling current flows through S3 and the anti-
parallel diode of S1. 

B. Common Mode Voltage and Leakage Current: 

The CM voltage and the leakage current for H5 topology 
can be calculated using equation (1) and (2). 

2
Ao Bo
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CM
CM PV
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dt
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where, VAN and VBN are the voltages of the full-bridge 
inverter from mid-point A and B of the bridge leg to the 
reference terminal N. Figure 4 shows the waveform of CM 
voltage and leakage current of H5 topology. We can see that 
a small variation of CM voltage is existed and as a result, a 
non-negligible leakage current is generated. 

    
           (a) 

      
            (b) 

Figure 5.  Proposed transformers-less grid-tied PV inverter (a) Proposed 
circuit configuration (b) Switching signals with unity power factor 

IV. PROPOSED TOPOLOGY 

A. Circuit Structure: 

In order to de-couple the converter from the grid in the 
freewheeling mode, an extra MOSFET switch is added into 
the conventional full H-Bridge topology and the two lower 
high frequency IGBT switches of two phase legs are 
replaced by MOSFET switches in this paper which is shown 
in Figure 5(a). Also a diode and a capacitor divider are added 
to clamp the short circuited output voltage at the mid-point 
of DC link voltage. LA, LB, and Co constructs the LCL type 
filter coupled to the grid. This topology can achieve three-
level output voltage with unipolar SPWM. 

B. Operation Principle analysis: 

Grid tied photovoltaic system generally operate at unity 
power factor. Figure 5(b) shows the waveform of the 
switching pattern for the proposed topology. The operation 
principle is very similar to the H5 topology shown in Figure 
6. Consequently, four operational modes are proposed that 
produce the output voltage states of +VPV, 0, and –VPV. 
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Figure 6.  Operation principle of the proposed topology (a) active mode and (b) freewheeling mode in the positive half cycle of grid current (c) active mode and 
(d) freewheeling mode in the negative half cycle of grid current 

 
1) Mode 1 is the active mode in the positive half cycle of 

grid current. When S1, S4 and S5 are turned-on, the voltage 
VAN = VPV and VBN = 0, thus VAB = VPV and the CM 
voltage, Vcm = (VAN + VBN)/2 = VPV/2. 

2) Mode 2 is the freewheeling mode in the positive half 
cycle of grid current as shown in Figure 6(b). The 
freewheeling current flows through S1 and body diode of 
S3. In this mode, the freewheeling output voltage is clamped 
to the half of DC input voltage thorugh diode D1, thus VAN 
= VBN = VPV/2, VAB = 0 and the CM voltage, Vcm = (VAN + 
VBN)/2 = VPV/2. 

3) Mode 3 is the active mode in the negative half cycle of 
grid current. Like as mode 1, when S2, S3 and S5 are 
turned-on, the voltage VAN = 0 and VBN = VPV, thus VAB = -
VPV and the CM voltage, Vcm = (VAN + VBN)/2 = VPV/2. 

4) Mode 4 is the freewheeling mode in the negative half 
cycle of grid current. When S5 and S2 are turned-off, the 
freewheeling current flows through S3 and body diode of 
S1. In this mode, VAN = VBN = VPV/2, thus VAB = 0 and the 
CM voltage, Vcm = (VAN + VBN)/2 = VPV/2. 

As analysis above, the CM voltage remains constant 
during the whole operation period of the proposed inverter 
and equals to VPV/2. As a result, the inverter is hardly to 
generate CM leakage current.  

V. RESULTS 
In order to verify the theoretical analysis, the proposed 

topology has been simulated by MATLAB/Simulink 
software using the parameters given in Table I. Figure 7 
shows the simulated and experimental waveform of VAN, 
VBN, and Vcm. From figure 7(a), it can be seen that the CM 
mode voltage kept constant at the half of DC input voltage 
200V. As a result, the generated leakage current is almost 
zero which is shown in Figure 8(c). Experimental Results of 

CM mode voltage are shown in Figure 7(b), which shows 
the same characteristics as simulation. Experimental result 
of leakage current is shown in Figure 9, which shows that 
the peak and RMS values are successively limited within 
45mA and 8mA, respectively. 

Figure 8 shows the simulated waveform of grid current, 
grid voltage, differential-mode voltage, and leakage current. 
From Figure 8(a) and Figure 9, it is clear that the output 
voltage and current of the proposed inverter has low 
harmonic distortion which can meet the requirements of 
IEEE STD 1547.1™-2005 [15]. The proposed inverter has 
three-level output voltage +VPV, 0, and -VPV which is shown 
in Figure 8(c). It designates that the proposed topology is 
modulated with unipolar SPWM with excellent differential-
mode characteristics. 

The efficiency comparison among the proposed, HERIC 
and H6 topologies with the same parameter is illustrated in 
Figure 10. Note that the presented efficiency diagram covers 
the total device losses but it does not include the losses for 
control circuit. It is clear that the efficiency of the proposed 
topology is higher than the H6 topology and almost same to 
the HERIC topology. 

TABLE I.  PARAMETERS USED IN SIMULATION 

Inverter Parameter Value 
 Input Voltage 400VDC 

Grid Voltage / Frequency 230V / 50Hz 
Rated Power 1000 W 

AC output current 4.1A 
Switching Frequency 20kHz 

DC bus capacitor 470µF 
Filter capacitor 2.2µF 

Filter Inductor LA, LB 3mH 
PV parasitic capacitor Cpv1, Cpv2 75nF 
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Abstract— As wind turbine output is proportional to the cube of 
wind speed, the wind turbine generator output fluctuates due to 
random variations of wind speed. Hence, if the power capacity of 
wind power generator becomes large, wind power generator 
output can have an influence on the power system frequency. 
Therefore, this study investigates the influence of the ratio of 
wind capacity to the power system capacity, on the power system 
frequency. To do this, a 100[MVA] thermal synchronous 
generator (SG) is considered and the total capacity of wind power 
induction generator (IG) increases as 3[MVA], 5[MVA] and 
10[MVA] connected to the line. It is seen that the system 
frequency fluctuation is more severe for 10% capacity of wind 
power penetration. Again, a hydro generator to the same 
capacity that of the thermal generator of 100[MVA] is considered 
and IG capacity increases as before. In this case, it is seen that 
the system frequency fluctuation is more severe for 10% capacity 
of wind power. However, SGs total capacity of 100[MVA] is 
considered combined with 50[MVA] thermal generator and 
50[MVA] hydro generator and IG capacity increases as before. 
In this case, it is also seen that the system frequency fluctuation is 
more severe for 10% of total wind power capacity. For this 
reason , as the wind power penetration increases rapidly 
nowadays for its clean, non-polluting and renewable energy, this 
study will be helpful for taking preventive measures for the 
power grid operators to improve the stability and quality of 
electric power. Considering these point of view, this study plays a 
vital role for power system applications.   

Keywords— Power system frequency, AVR, Wind power 
penetrationl, Cut-inand cut-out speed. 

I.  INTRODUCTION  
We are now at a crucial stage of our global energy scenario. 

Energy has been the important driving force of the continual 
progress of human civilization. Since the industrial revolution 
of the two centuries ago, global energy consumption has 
increased by leaps and bounds to improve our living standards, 
particularly in the industrialized nations of the world. The 
growth of wind energy around the world in recent years has 
been consistently impressive. The increase in wind power 
penetration level is likely to influence the operation of the 
existing utilities networks, especially the power system 
stability[1].The world experienced a great disaster in the year 
Fukushima nuclear disaster on 11 March, 2011.Considering 
this hazard the energy consumption has changed  its route. 

According to the current energy resources shown in Fig.1 
about 47.7% energy comes from coal, 26.3% from natural gas, 
16.3% from wind and remaining 9.7% comes from oil, biomass 
and solar of the total energy capacity in the year 2012 and in 
the year 2013 the wind energy consumption trends to increase 
considerably and it is 77.8% of the total energy. 

Figure 1. Total energy use. 

In the conventional operation of wind power generators, 
when the wind speed is between the rated speed and the cut out 
speed, the wind power generator output is controlled at the 
rated value by a pitch control system [2]. On the other hand, 
when the wind speed is between the cut in speed and the rated 
speed,  the blade pitch angle is maintained constant (= 0 deg),in 
general, for the wind turbine to capture the maximum power 
from the wind turbine. Therefore, the wind power generator 
output fluctuates due to wind speed variations in the latter 
condition, because the wind power is proportional to the cube 
of wind speed. In the previous study [3], it is seen that thermal 
governor perform better frequency control than hydro 
governor. Therefore, it is necessary to investigate the influence 
of the ratio of the wind generator capacity to the power system 
capacity, on power system frequency. If the power capacity of 
wind generators becomes large, wind generator output can 
have an influence on the power system frequency [4]-[7]. In 
this study, at first thermal generator and hydro generator is 
considered separately. When the number of wind generator 
increases as the total capacity of 3[MVA], 5[MVA] and 
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10[MVA] and keeping constant the total capacity of 
100[MVA] thermal generator connected in grid (Case-1, Case-
2, Case-3), it shows that the system frequency fluctuation 
increases with the increasing IG capacity. Again, When the 
number of wind generator increases as the total capacity of 
3[MVA], 5[MVA] and 10[MVA] and keeping constant the 
total capacity of 100[MVA] hydro generator (Case-4, Case-5, 
and Case-6), it shows that the system frequency fluctuation 
also increases with the increasing IG capacity. And now, 
keeping constant the SGs total capacity of 100[MVA] 
combination of 50 [MVA] thermal generator and 50[MVA] 
hydro generator and increases total IG capacity as 3[MVA], 
5[MVA] and 10[MVA] (Case-7, Case-8,and Case-9). 

 It is investigated that in each case the system frequency 
fluctuation is more severe for 10% of total wind power 
penetration. 

II.  MODEL SYSTEM FOR SIMULATION ANALYSIS 
The model system used in the PSCAD simulation analyses 

is shown in Fig. 2 One IG actually consists of a number of 
induction generators (IGs) of capacity [3MVA], [5MVA], and 
[10MVA] and Two synchronous generators capacity SG1 [50 
MVA] Salient pole type with hydro governor and SG2 
[50MVA] cylindrical type with thermal governor forming the 
total capacity of 100 MVA of SGs are used with the network. 
QWF and Q Load are capacitor banks. QWF is used at the terminal 
of IG to compensate the reactive power demand of wind 
generator at steady state. The value of the capacitor is chosen 
so that the p.f. becomes unity, when the wind generator 
operated in the rated condition [2].  Qload is used at the terminal 
of load to compensate the voltage drop by the impedance of 
transmission lines. Core saturations of induction generators 
and synchronous generators are not considered for simplicity. 
Parameters of IGs and SGs are shown in table I to II and initial 
condition is shown in table III. All parameters are expressed in 
per unit system. The transformers rating used for transmission 
and distribution are selected wisely so that they are in matched 
condition when generator to transmission and transmission to 
distribution respectively. 

Figure 2. Simulation model. 

III.    SYNCHRONOUS GENERATOR MODEL 

A. Governor 
The governor is a device that automatically adjusts the 

rotational speed of the turbine and the generator output. When 
the generator load is constant, the turbine is operated at a 
constant rotational speed. However, when the load changes, 
balance between the generator output and the load is not 
maintained, and the rotational speed changes. When the load is 
removed, the governor detects the increase of the rotational 
speed, and then, the valve is closed rapidly so that an 
abnormal speed increase of the generator is prevented [2]. 

TABLE I.  PARAMETERS OF INDUCTION GENERATOR 

Induction Generator 

[MVA] 3 5 10 

[MVA] 3 

X  [pu] 0.18 

Xm[pu] 10 

R2[pu] 0.015 

X2 [pu] 0.12 

2H[sec] 1.5 

TABLE II.  PARAMETERS OF SYNCHRONOUS GENERATOR 

Synchronous Generator 

Salient Pole Type(HG) Cylindrical Type 
(TG) 

Xd[pu] 1.2 2.11 

Xq[pu] 0.7 2.02 

Xd[pu] 0.3 0.28 

Xd[pu] 0.22 0.215 

Xq[pu] 0.25 0.25 

Tdo[sec] 5.0 4.2 

Tdo[sec] 0.05 0.032 

Tqo[sec] 0.14 0.062 

H[sec] 2.5 2.32 

                                               

TABLE III.  INITIAL CONDITION 

IG SG1 SG2 

P [pu] 0.03/0.05/0.10 1.00 1.00 

V[pu] 1.00 1.05 1.05 

Q[pu] 0.00  

S(Slip) -1.733%  
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B. Automatic Voltage Regulator (AVR) 
To keep the voltage constant of the synchronous generators, 

AVR is needed [2]. In the simulation analyses, the AVR is 
expressed as simplified form. AVR model is shown in Fig.3. 
Parameters of AVR are shown in table IV. A typical PID 
controller is adopted in the voltage feedback control loop, 
considering that there is also a different component in PID 
controller, a low pass filter is added in this loop [8]. The 
transfer function of a typical PID controller is shown in 
equation (1) [9]-[10]. 

Gd(s) =  KG(ܭ௉ ൅ ௄భ௦ ൅ ௄೏௦ଵା்೏௦)  (1) 

Figure 3. AVR Model 

TABLE IV.  PARAMETER OF AVR MODEL 

Gain ,KP [pu] 400 

Time Constant,TA[sec] 0.02 

Time Constant,TB=TC[sec] .00 

C. Pitch Controller  
The method normally used, in which the angle of the rotor 

blades can be actively adjusted by the machine control system. 
This is known as pitch control. Pitch controller is used to 
maintain the output power of the wind generator at rated level 
by controlling the blade pitch angle of turbine blade when the 
wind speed is over the rated speed [11]. 

IV. WIND TURBINE MODELING 
In this study, the MOD-2 model [12] is considered for the 

Cp-λ characteristics, which is represented by the following 
equations and shown in Fig. 4.for different values of blade 
pitch angle, β. Mod-2 system data is shown in table V. The 
captured power from the wind can be obtained from (2) [13]. 
Tip speed ratio, λ, and power coefficient, CP, can be expressed 
as (3) and (4). Since CP is expressed in feet and mile, Γ is 
corrected as (5). 

PWTB= ଵଶ ߣ R3      (2)ߨ( ߣ)CP ߩ ൌ ఠೢ೟್ோ௏ೢ       (3) 

CP(ߣ )=ߚ0.022-߬)0.5ଶ െ 5.6)݁ି଴.ଵ଻ఛ  (4) ߬ = ோఒ · ଷ଺଴଴ଵ଺଴ଽ     (5) 

The torque coefficient and the wind turbine torque are shown  
as follows  ܥ௧ሺߣሻ = C௣ ሺΛሻఒ    (6) 

      ߬ெ=ଵଶ R3ߨ(ߣ௧ሺܥߩ ௪ܸଶ   (7) 

Figure 4.  CP(ߣ ) versu  ߣ curve for different values of pitch angle. 

Where, Pwtb  is the wind turbine output [W],  R  is the radius of 
the blade [m], ω୵୲ୠ  is the wind turbine angular speed [rad/s],   
β is the blade pitch angle [deg], ௪ܸ  is the wind speed [m/s],  ρ  
is the air density[kg/m3], and τ M  is the wind turbine output 
torque [N-m]. 

TABLE V.  MOD-2 SYSTEM  DATA 

Power Capacity 
2.5[MW] 

Rotational speed
15.55[rpm] 

Wind turbine radius
45.73[m] 

Rated wind speed 
28[mph]*=12.51[m/s] 

Cut-in wind speed 
13[mph]*=5.81[m/s] 

Cut-out wind speed 
45[mph]*=20.11[m/s] 

                                                                                                                                    *1mile=1609m, and 1 hour=3600sec 

V. SIMULATION   RESULTS 
Simulation analyses have been carried out to investigate 

the performance of the power system frequency with the 
increased wind power penetration using wind speed data and 
associated data that is required. In this study, the first 100 
[sec] is considered for run up to steady state condition of the 
wind generator inertia and hence the first 100 [sec] have not 
considered. For this reason, all the curves shown in the fig. are 
started from 100 [sec]. The wind speed data applied to the 
wind generator is shown in Fig. 5.The wind speed data are 
chosen in such a way that the values vary within the cut-in and 
cut-out speed. The wind speed data applied on PSCAD (Power 
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System CAD) from a text file Simulation analyses have been 
carried out for nine cases shown in Table VI. in order to 
investigate the influence of the frequency on power system. 
The simulation analyses have been performed by using 
PSCAD 4.2.0. Fig.6 shows the wind generator output real 
power and Fig.7 shows the system frequency for case-1, case-
2, and case-3. Fig. 8and 9 shows the IG output real power and 
frequency response respectively for case-4, case-5 and case-
6.It is also evaluated IG output real power and system 
frequency for cases 7, 8 and 9 in Fig.10 and Fig. 11. Finally, 
the system frequency for cases 3, 6 and 9 is shown in 
Fig.12.The evaluation of the results has been presented in 
Table VII of system frequency. From the table it is seen that 
system frequency becomes more severe in the case-3, case-6, 
and case-9. The case-3, case-6, and case-9 are modeled in the 
simulation block on the bases of wind generator capacity 
increases 10% of the total penetration. This is the point   
where different from the other cases.  

TABLE VI.  SIMULATION PATTERN 

Cases IG[MVA] SG1[MVA] 
with Thermal 

Governor 

SG2[MVA] 
with Hydraulic 

Governor 

Case-1 3 100 × 

Case-2 5 100 × 

Case-3 10 100 × 

Csae-4 3 × 100 

Case-5 5 × 100 

Case-6 10 × 100 

Case-7 3 50 50 

Case-8 5 50 50 

Case-9 10 50 50 

Figure 5. Wind speed data. 

Figure 6.  Wind generator output power.    

Figure 7. System frequency. 

Figure 8. Wind generator output power.    
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Figure 9.  System frequency.      

  

Figure 10. System frequency.      

Figure 11. System frequency. 

Figure 12. System frequency. 

TABLE VII.  EVALUATION OF SIMULATION RESULTS 

[Cases] ‘0 ‘and  ‘×’ of frequency 
fluctuations 

Case-1 0 
Case-2 0 
Case-3 × 
Case-4 0 
Case-5 0 
Case-6 × 
Case-7 0 
Case-8 0 
Case-9 × 

                                              ‘0’ means within ±0.2 [Hz] and ‘×’ means beyond ±0.2 [Hz]. 

VI. DISCUSSION 
 A permissible range of power system frequency deviation   

provided by the most of the developed countries is within ± 
0.2[Hz]. Evaluating the frequency response Fig. 8, 11 and 14, it 
is seen that in case of wind generator capacity of 3[MVA] and 
5[MVA] the frequency fluctuation is within the acceptable 
limit but when the total capacity of 10[MVA] IG, the 
frequency fluctuation exceeds the permissible range. 

VII. CONCLUSIONS 
Since frequency is one of the measures to determine the 

quality of electric power, this study investigates the influence 
of frequency fluctuations on power system with high wind 
power penetration. However, from the results presented, it is 
confirmed that the high wind power gives rise to the 
fluctuations of the system frequency as the power capacity of 
wind becomes large, and system becomes worse when wind 
power penetration to the grid increases beyond 10% of the 
total capacity. Therefore some preventive measures should be 
taken for all the cases 3, 6 and 9 by power grid operators to 
supply reliable electric power. 

. 
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Abstract—Different converters like AC-DC, DC-DC or DC-AC is 
an inevitable part of the modern electronic equipments. Among 
them the active three-phase converters give a steady DC output 
voltage and also makes the input current shape sinusoidal. It also 
improves the power factor by maintaining the input voltage and 
current in phase. The major concentration of the paper is to 
develop an interface technique between variable speed three-
phase generators and a DC bus. The interface technique is done 
by VIENNA rectifier topology where it convert a variable voltage 
and variable frequency to constant output DC voltage. This type 
of interface can be used in wind generation systems employing 
AC generators and also in the proposed electrical power systems 
in automobiles. The paper also derived the designing process of 
converter to choose semiconductor components for the desired 
system efficiency. Expected results are verified by the simulation. 
By the experiments it is found that the VIENNA rectifier is 
controlled as dual boost rectifier which is suitable for 
applications that require power factor corrections and 
simultaneously operate from a wide input voltage range to get a 
constant DC bus voltage.   

Keywords—DC, power factor correction, rectifier, three phase 
generator, variable speed, VIENNA 

 

I.  INTRODUCTION  
In most electronic applications different power converters 

play a cardinal rule. Generally in low power devices diode 
bridge rectifier is used. But this kind of rectifier takes non-
sinusoidal current from the source which creates stress on the 
components. Moreover, the voltage and current wave doesn’t 
remain in the same phase and power factor become very bad 
condition and power loss increases. In high and medium power 
application it is essential to maintain the input current shape 
sinusoidal also keep the power factor in tolerance level. Single 
phase input is enough in most of the medium power conversion 
process. In the process the unregulated source input is 
improved higher than the rectified line voltage by suing the 
single switch non isolated boost topology. For considering the 
power factor the switching is done in a way that the current 
from the source is in phase with the source voltage. For this 
there exist a zero phase angle between voltage and current. For 
higher power output the component size and the component 
stress for non sinusoidal current should kept very less. For this 
reason three phase input and three phase rectifier is used in 
most cases. This rectifier is based on the principle of single 
phase active rectifier [1]. It takes sinusoidal current in all its 

three phase. VIENNA rectifier is also similar of that concept 
which has three phase, three switch and single quadrant. By 
that three switch the input current waveform is controlled 
where the output can get as DC. Some variable speed energy 
sources like wind generator gives variable voltage and 
frequency output as speed and frequency has direct relation to 
each other. So in this case VIENNA rectifier is the best and 
smart solution for the maximum efficient output to connect 
variable frequency and variable voltage with fixed frequency 
and fixed voltage [11]. It can also used in electric vehicle to 
convert variable frequency and voltage to a fixed frequency 
and voltage with maximum output [3]. The main goal of the 
paper is to establish an interface system to get DC voltage with 
less reactive power consumption from the variable input 
condition like wind generator or micro hydro generator. This 
relation is based on the VIENNA rectifier topology where 
input voltage and current is also sinusoidal in phase so that the 
power factor remain less and gives the efficient maximum 
output. 

II. VIENNA RECTIFIER 
VIENNA rectifier is a three-switch rectifier which gives the 

DC output. For controlling the rectifier it only need three 
switches rather five floating switches of other rectifiers. This 
switching system gives it more convenience to implement. But 
in comparing this with single switch controlling is still 
complex. But the input current distortion of this rectifier is 
about 8.2% which is significantly less than the single-switching 
and also than H-bridge and two switch implementation [2]. The 
main drawback of the VIENNA rectifier is the high boost ratio 
which needs high output voltage. A Vienna rectifier circuit 
diagram has shown in fig 1. Basically the VIENNA rectifier 
works as a two-switch boost rectifier. One of the switches 
works at line frequency and two switches switched at high 
frequency. In 60° control block one switch is permanently on. 
Actually VIENNA rectifier can be explained as two 
independent boost rectifiers, one for boosting C1 and the other 
for boosting C2. Thus it can be seen that the minimum boost 
voltage over C1 and C2 will be the maximum line-to-line 
voltage of the input. 
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Figure 1.  VIENNA Rectifier circuit diagram 

The equivalent representation of VIENNA rectifier for a 60° 
control block in one switch "on" condition is shown in the fig 
2. VIENNA rectifier has lower switch and diode currents than 
all of the other dual-boost rectifiers [5]. For switch losses and 
diode losses its has the same harmonic distortion like others. 
But an extra convenience of the VIENNA rectifier is that 
modules are available having all the power stage bridge leg.   

 

 

 

 

 

 

Figure 2.  Equivalent circuit of VIENNA rectifier (600 control block) 

Some control algorithm of constant frequency control is 
shown in the table 1. P, n and t-subscript denotes parts 
associated with the positive rail, parts associated with the 
negative rail and parts associated with a transitional period 
respectively. The small-signal model is derived for a negative 
duty cycle which is larger than the positive duty cycle, dN> dP. 
Then the process is repeated for the positive duty cycle which 
is larger than the negative duty cycle, dP > dN. The common 
parts of two switch cycle off periods (1-dN) and (1-dP) can be 
associated [6]. The onset of the switching period TSW is 
represented by the time t0. Vt is denoted as AC source which 
can be either negative or positive.  

TABLE I.  VIENNA RECTIFIER CONTROL ALGORITHM 

α = ωLt p T N 
-300 to 300 c a b 
300 to 900 a c b 
900 to 1500 a b c 

1500 to 2100 b a c 
2100 to 2700 b c a 
2700 to 3300 c b a 

III. VIENNA RECTIFIER DESIGN 

A. Input Inductor Design for Filter 
Input inductor selection is an important part for this rectifier 

design. In inductor analysis it is assumed that Dp > Dn. It 

means that the positive side inductance (Lp) is charged for the 
period DP TSW and discharged for the period (1-DP)TSW [7]. 
The waveform for the positive side current is shown in the 
following figure 3. The waveform is illustrated by considering 
the time-domain behavior of the VIENNA rectifier. 

 

 

 

 

 

 

 

Figure 3.  Wave form of the current passing through Lp 

From the figure 3 it can be seen that during the off cycle ((1-
dp).TSW) the current ripple is the current drop. Current 
waveform can be described mathematically during off cycle 
by taking the voltage ripple small [6].  
 

 

 

 

 

Here, the Vdifferential is the voltage over the inductor and ip0 is the 
starting current. From the above equation AC current ripple can 
be written as. 

 

 

Positive rail (Vp) is shown mathematically below [7].  
 

 

Here, Vphase, peak is represented as input source peak to neural 
voltage and k is an integer. The negative side voltage (Vn) is 
 

 
Assuming the 600 control block and substituting the value K=1 
and n=1 in the previous equation  
 

 

substituting this equation in the previous it can be found 

 

 

The above equation has maximum current ripple will coincide 
in ωt=300 . Vp=0.866Vphase, peak for all K and Vn=-0.866Vphase, 

peak for all n. So the maximum current ripple can be found 
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So it can be found that when the transitional voltage (Vt) and 
the transitional current (It) will be zero then the maximum 
ripple current will occur. The required inductance can be 
calculated at 0.866 of the peak phase voltage. 

B. Output Capacitor Design 
       Alike the inductor selection capacitor selection is also a 
significant task. For the calculation of the output capacitive 
filter the period is assumed as ωt = [-30°, 0°]. The output 
capacitors is assumed to be very small so that the line 
frequency ripple is dominant [8]. It also assumed as the 
identical capacitors C1 and C2 whose capacitance equal to C. 
If the period is ωt  = [-30°, 0°] and Dp < Dn then |In| < |Ip|. 
Considering the constant output current the capacitors 
discharge will be 
 
 
 
Here, C is the output capacitance, IOUT is the output current 
and TL is the period of the source. It is considered that the 
source current waveforms are sinusoidal. Within the period ω
t  = [-30°, 0°] capacitor C2 will be charged by the negative 
side input inductor current and at 0° capacitor C2 will be 
charged by [7]: 
 
 
 
For the period ωt=[-300,0o] the negative side current can be 
analised as 
 
 
Peak to neutral current can be written as: 
 
 
By analyzing the equations the value of C can be found as 

 

 

 

IV. VARIABLE AC TO DC INTERFACING DESIGN WITH 
VIENNA RECTIFIER 

       In the experiment a prototype rectifier of 1KW is 
considered having  line to line input voltage VLL = 220V and 
50Hz frequency. For generator input the rectifier will be able 
to supply up to 500W output power at 110V input voltage, 
linearly from the 220V input voltage and 1KW output power. 
For non-generator inputs, the rectifier will be able to supply 
220V having ±20% variation in input that means it will be 
able to supply 1kW with input from 176V up to 264V. The 
peak line to neural voltage with 20% variation is:   

 

 

 

 

 
So the minimum output voltage can be found Vout, min =3Vphase, 

peak = 646.65V. For convenience the output voltage is chosen 
as 700V. The minimum voltage that can be boosted by either 
bank is : 
 

 

The allowable ripple voltage ripple for V1 and V2 is equal to 
(700–2(323.325)) = 53.35V. Input diodes will work in forward 
mode rather freewheeling if the voltage ripple exceeds 
53.35V. The rms phase input current is equal to.  
 

 

When the voltage is at a minimum, or equal to VLL = 176V 
then the input current will be maximum. Putting the value of 
VLL = 176 it can be found: 
 

 

Peak average phase input current is equal to: 
 
 
For rated power 1000W when VOUT = 700V, then the 
minimum input voltage is  
VPhase, peak = 2Vphase, rms = 2×101.61=143.7V 
From the above equation it follows that the peak to peak 
current ripple is equal to iripple, max = 0.1×4.64=0.464 A. The 
switching frequency is arbitrary as 50kHz or 25 KHz. So the 
period of one switching cycle will be 20us. Now the desired 
inductance can be get from the equation as L≈3.15mH. So the 
maximum output current of the rectifier will be: IOUT = 
POUT/VOUT=1000/700=1.429 and the capacitance can be found 
as C≥46.842 uF. The mid-point capacitor voltage ripple is 
proportional to the discharge current minus the charge current 
[9]. So the capacitor mid-point voltage ripple decreases as the 
discharge current decreases with the lower input voltage. So 
the voltage ripple decrease as the input voltage decreases 
lower than the line to line voltage when the generator 
connected at the output. In both positive and negative duty 
cycle the output is symmetrical. So it’s better to perform the 
plant analysis with either Dn or Dp set equal to 1 [10][11]. If 
the control of the rectifier is done by digitally then the 
reference voltage should choose half of the operating voltage. 
The equivalent sense resistance can be choose as: 
 
 

 

 

 

When analogue controller is used then a standard band gap 
reference can be used with a reference voltage of 2.5V. If input 
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current sensors are used, the output voltage should be scaled as 
(1.65/2) = 0.825V and current as 4.64 + (0.464/2) = 4.872A.  

TABLE II.  LOW FREQUENCY PARAMETERS OF INTERFACING DESIGNED 
BY VIENNA RECTIFIER  

Parameters Output Power 
 1KW 500W

VLL(rms) 176V 110V
Vp, peak 143.7V 89.81V
Vn, peak -71.85V -44.91V

DP 0.384 0.615
Dn 1 1
L 3.15mH 3.15mH
C ≥46.842 uF  ≥22.519 uF
RL 490ohm  980ohm
IP 4.64A 3.711A
In -2.32A -1.856A
V1 350V 350V
V2 350V 350V
Vref 2.5V 2.5V
Rs 0.17ohm 0.17ohm
Vm 1.92V 2.456V

VOUT 700V 700V
 

In the experiment three output parallel capacitance is chosen 
as 22μF. To change the performance the capacitance value can 
be changed. The capacitors are places in parallel to minimize 
the ripple current [5]. According to the parameters of the 
above table bode diagram for the uncompensated open loop 
transfer function is depicted.  
 

 

 

 

 

 

 

 

Figure 4.  For different load and input voltage uncompensated open-loop 
transfer diagram 

From the above figure it  is seen that the gain does not change 
for different input voltage and power condition except a little 
drop at 110V. In the frequency of 1 krad/s there will be 
minimal phase shift for different power levels.  

V. VIENNA RECTIFIER CONTROLLER DESIGN  
         If the compensated open-loop gain of the system  is less 
than 0dB when the compensated open-loop phase angle is -
180° then a system will be stable [7]. Moreover, the 
compensated open-loop gain roll-off must be -20dB/decade at 
0dB to stable the system. Integration control is necessary to 

ensure the steady-state zero output error [9]. The controller 
designed in the paper is a lag-lead type compensator which is 
shown in the following figure. The same compensator is 
proposed as single pole, single zero type compensator with a 
DC pole to force the steady-state error to be zero. 
 

 

 

 

 

 

 

 

Figure 5.  Type II compensator transfer function bode-plot. 

This type of compensator provides 0dB/decade slope change 
at the desired crossover frequency. It also provides the 
necessary phase-boost to ensure a positive phase margin. For 
the stability 45º to 60º phase margin is necessary. From the 
figure it is seen that for a suitable frequency range where 
compensation can be done is ω = 200 rad/s to ω = 10 krad/s. 
The gain roll-off for the uncompensated open-loop transfer is -
20dB/decade for this frequency range. So 0dB/decade 
compensation will be stable. The only main disadvantage in 
the range range ω = [2; 10] krad/s where the phase margin will 
change if the load change [10]. In the crossover at 1 krad/s the 
phase shift will be minimal over the full power range. For the 
controller design the phase margin is chosen to be 60º as this 
will give optimum transient performance. If the performance 
of the converter is bad then the phase margin can be 
decreased, but it should not be less than 45°. If less this level 
then it will give more overshoot. For this converter the 
crossover frequency, where the compensated gain plot should 
be 0dB, is chosen to be ωc = 1 krad/s. The required 
compensated phase boost for PM=600 and 5% overshoot at the 
output is  

 
The system can be compensated by this type of compensator 
as the boost requirement is lower than 90°. If the boost 
requirement goes higher than 90° then the crossover frequency 
should be decreased. This will result a lower controller 
bandwidth and hence slower response to step inputs. From the 
phase plot of the tangent curve and the value of parameter K 
can be written as: 
  

 

Where, ωc =291.5 rad/s and ωp=3420.8 rad/s and the 
compensator gain at DC can be written as: 

 

The gain become 
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The compensator transfer function is  

 

From the following diagram it can be shown that the phase 
boost is 57.5° and the gain 10.5dB at ωc. The bode diagram 
for the compensated open-loop gain and phase response is 
shown in the following diagram. From the MATLAB analysis 
of the following figure it can be analyzed that seen that the 
phase margin is 59.9° and the crossover frequency is ωc = 
979.7 rad/s. It is also analyzed that the roll-off of the gain plot 
is 20dB/decade at 0dB and that the gain margin is positive.  
 

 

 

 

 

 

 

 

 

Figure 6.  VIENNA Rectifier open-loop compensated system gain and phase 
plot. 

 

 

 

 

 

 

 

 

 

 

 

 

  

Compensator of the interfacing can be implemented by the 
following circuit having operational amplifier. 

 

 

 

 

Figure 7.  Interfacing compensator circuit diagram by operational amplifier  

If the compensator resistance R1 value is considered as the 10 
K ohm then the value of C1, C2 and R2 can be found as 
following. 

 

And 
 

 

VI. EXPERIMENTAL RESULT AND INTERFACING  
   The interface circuit diagram between the variable AC 

and the DC Bus has been depicted in the following figure 8.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.  Interfacing diagram 
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The experimental output for the interfacing between variable 
input to fixed output is depicted below. Different input has 
been chosen to observe the output value and the performance 
and effectiveness of the rectifier. In the paper the visual 
waveform for the output power of 200W and line to line input 
voltage of VLL = 176V is shown. 

 

 

 

 

 

 

 

Figure 9.  Input voltage (cyan) and input current (violet) wave form having 
the same phase. With a load of 200W and 176V input. 

 

 

 

 

 

 

 

 

Figure 10.  Output voltage waveform with a load of 200W and 176V input. 

VII. CONCLUSION    

        The main concentration in the paper is to develop an 
interface between variable speed three-phase generators and a 
DC-bus. It has been explored by the experiment that the 
VIENNA rectifier is more suitable to convert a wide input 
voltage source to a DC output than a 6-switch topology. 
VIENNA rectifier is also suitable for boosting very low input 
voltages and still maintain a constant DC-bus voltage. While 
implement the interface snubbers should add for improving 
the overall efficiency and noise performance. For better 
efficiency and noise performance soft-switching techniques 
can be introduced.   
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Abstract—A survey of microstrip antenna is presented, with 
emphasis on theoretical and simulation design techniques. 
Among several simulation techniques, Numerical 
Electromagnetic Code-2 (4NEC2) software is used by means of 
analyzing performance results. The wide band low profile 
modified Double Inverted- FL (DIFL) antenna covers 2.4 GHz 
for Wi-Fi, 5.2 GHz serving for WLAN, 2.5 GHz for WiMAX and 
also 2.1 GHz for UMTS applications. The antenna provides a 
total bandwidth of 850 MHz (2.0 GHz~2.85 GHz) which fully 
covers the 2.1/2.4/2.5 GHz bands and also 450 MHz (4.9 
GHz~5.35 GHz) which covers 5.2 GHz band. The compact 
antenna is suitable in mobile phones and laptop computer for its 
small size, 31×21 mm2. The antenna maintains a return loss more 
than -10 dB throughout the bands. The measured results also 
demonstrate that the proposed antenna has good omnidirectional 
radiation patterns with appreciable gain across the operating 
bands and is capable to implant within different portable devices 
for WiMAX/WLAN applications.  

Keywords—Double Inverted-FL antenna (DIFL antenna), 
WiMAX, WLAN, UMTS. 

I.  INTRODUCTION  
An antenna is a device designed to transmit or receive 

electromagnetic waves [1]. There are different sizes of 
antennas for particular practical purposes. At present some 
practical antenna designing requirements like multiband 
operation and miniaturized size have attracted high attention. 
Several researchers have devoted large efforts to improve 
performance of antennas that satisfy the above demands [9], 
[10]. In this communication revolutionary decade, the demands 
of wireless local area networks (WLANs), Universal Mobile 
Telecommunications System (UMTS) and worldwide 
interoperability for microwave access (WiMAX) are increasing 
numerously worldwide for commercial communication. 
WLAN provides high speed connectivity and easy access to 
networks without wiring. Else WiMAX can provide a long 
operating range with a high data rate for mobile broadband 
wireless access [4]. The IEEE 802.11 Wi-Fi and WLAN 

standard allocates the license-free spectrum of 2.4 GHz (2.40-
2.48 GHz), 5.2 GHz (5.15-5.35 GHz) and 5.8 GHz (5.725-
5.825 GHz).WiMAX, based on the IEEE 802.16 standard, has 
been evaluated by companies for last mile connectivity, which 
can reach a theoretical up to 30 mile radius coverage [6]. Now 
a days, state of the art antenna for mobile phone has covered 
frequency bands including UMTS2100 (1920~2170 MHz), 
UMTS2600 (2500~2690MHz), and Mobile-WiMAX [5].  

A microstrip antenna is a low cost tiny size antenna used to 
process ultra-high frequency signals. The microstrip antenna 
like inverted-F antenna is widely used as a built-in antenna for 
mobile phones [2], [3]. Else, the inverted-L element operates 
on a frequency band of 824~ 960MHz [5].  

To congregate most of the mentioned requirements, the 
proposed Double Inverted-FL antenna is one of the high-
quality candidates within the micro-strip printed antennas 
because of its compact size and good input impedance than 
other printed antennas. 

II. ANTENNA DESIGN 
In this design, the proposed ultra wide band Double 

Inverted –FL antenna provides the possibility of increasing 
antenna bandwidth. With simplifying its structure, prolongation 
of the input impedance near about 50 Ω, apposite gain all the 
way through the application bands have been examined. 
Different parameter studies had been conducted to ascertain the 
effect of different loading on the antenna performance to find 
out the optimal design where, optimum segmentation of each 
geometrical parameter is used. 

Fig. 1 represents the basic geometry of the IFA [4]. Here 
one leg of IFA is directly connected to the feed and another leg 
is spaced from the ground plane. IFAs are commonly used in 
mobile phones due to their diminutive size (quarter-
wavelength). An example of several IFAs in a mobile phone 
can be represented as Fig. 2. These antennas are visible once 
the back cover is removed [12]. 
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For the simulation, we consider portable circuit board 
(PCB) with permittivity of εr = 2.2 and substrate thickness of 
1.58 mm. The antenna is assumed to feed by 50 Ω coaxial 
connector, with its central conductor connected to the feeding 
point. Its outer conductor is connected to the ground plane just 
across the feeding point by using method of moments (MoM’s) 
in Numerical Electromagnetic Code (NEC) [7]. In the analysis, 
the dimensions of the ground plane are considered as 60 mm × 
60 mm. 

For IFA of figure 1, the resonant frequency is proportional 
to the effective length of current distribution. There are two 
cases in which it is easy to formulate an expression of the 
resonant frequency with respect to the size of the IFA. The first 
case is when the width of the short-circuit plate W is equal to 
the length of the planar element, say L1. From figure 1, the 
effective length of the antenna is +H where H is the height of 
the short-circuit plate. The resonance condition then is 
expressed by [8], 

 

                                             (1) 
 
 

Where, λ0 is the wavelength. Resonant frequency associated 
with W=L1  calculated from (1) 

 

(2) 

 

Where, c is the speed of light. The other case is for W=0. The 
effective length of the current is then L1+L2+H. For this case, 
the resonance condition is expressed by  

      (3) 
  

The other resonant frequency that is part of the linear 
combination is associated with the case 0<W<L1 and is 
expressed as    

      (4) 

 

For the case, when 0<W/L1<1, the resonant frequency, fr is a 
linear combination of the resonant frequencies associated with 
the limiting cases. The resonant frequency  fr is found using the 
experiment for f1 and  f2  above in the following [9]. 

      (5)  

 

Where, r= W/L1. With the help of resonant frequency theory of 
IFA and impedance matching concept, we considered the 
dimension of the proposed antenna. The basic structure of 
proposed antenna is presented in Fig. 3. The low profile 
antenna is connected to the feed by the arm K and the arm K is 
connected an L shaped region by another arm C. The arm K 
supports the whole antenna. The arm is spaced from the ground 
plane. Fig. 4 represents the 3-D view of the proposed antenna.  
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Figure 1: Structure of Inverted-F antenna (IFA). 

Figure 2: IF Antennas viewable by removing 
back cover of a cellular phone. 

Figure 3: Structure of the DIFL microstrip antenna 
in 2-D view (proposed). 
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      The antenna arms are elected in such a way that the best 
results can be obtained.  

      The arm A has a great effect on the return loss and the 
bandwidth. After analyzing Fig. 5, the length of the antenna, 
A=28 mm is chosen with high return loss. In Fig. 6, B=23 mm 
cause high return loss than B=21 mm. But among them, B=21 
mm is chosen because, this length compatibles with other 
parameters. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

From Fig. 7, C=15 mm is chosen. Fig. 8 represents 
variation of return loss at different values of D. Here D=14 mm 
is chosen for better performance. According to Fig. 9, variation 
in E causes little difference. E= 11 mm is chosen. From Fig. 10 
to Fig. 13 shows that for F, G, H, I=6 mm, the antenna has the 
bandwidth for expected operation with a high return loss. In 
Fig. 11, although G=8 mm shows better performance, but G=6 
mm is selected by analyzing all conditions. The variation of 
length of H and I affects same for the return loss and 
bandwidth from 2.4 GHz to 5.2 GHz as shown in Fig. 12 and 
Fig. 13. In Fig. 14, J= 1 mm covers better return loss, but J=2 
mm covers better bandwidth & adjusts considerably. In Fig. 3, 
we can see that the length of K is too small to be varied to 
achieve return loss. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: 3-D structure of the proposed modified     
Double Inverted-FL strip antenna. 

Figure 5: Variation of return loss at different values of A. 

Figure 6: Variation of return loss different values of B.

Figure 7: Variation of return loss at different values of C. 

Figure 8: Variation of return loss at different values of D. 

Figure 9: Variation of return loss at different values of E. 
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From overall analysis, we see that modified Double 
Inverted FL antenna provides best performance for the desired 
applications. 

The optimized dimensions of the proposed DIFL strip 
antenna are listed in Table I. 

Design Parameters of the Proposed Double Inverted-FL 
Antenna 

TABLE I.   DESIGN PARAMETERS OF THE PROPOSED DOUBLE 
INVERTED-FL ANTENNA 

Antenna    
Name 

Antenna 
Parameters 

Values          
(mm) 

Dimension 
(mm2) 

 

 

 

Proposed     
DIFL      

Antenna 

 

A 28 

 

 

 

 

31×21 

B 21 

C 15 

D 14 

E 11 

F,G,H,I 6 

J,K 2 

L 1 

d 2 

A+K+L 31 

C+H 21 

 

 

III. NUMERICAL SIMULATION RESULTS 
The proposed low profile antenna is designed and 

numerically analyzed by using Numerical Electromagnetic 
code (NEC) [7] and their important characteristics are 
determined here. Return loss is the most important 
characteristics for the antenna shown in Fig. 15. For UMTS 
operation, the antenna has a high return loss -15.93 dB at 2.1 
GHz. For WLAN and Wi-Fi operation, the antenna has a return 
loss -16.294 dB at 2.4, 2.5 GHz band and -12.793 dB at 5.2 
GHz band. For WiMAX operation it has return loss -12.89 dB 
at 2.5 GHz band. In Fig. 16, the gain variation is shown. Here 

Figure 10: Variation of return loss at different values of F. 

Figure 11: Variation of return loss at different values of G. 

Figure 12: Variation of return loss at different values of H. 

Figure 13: Variation of return loss at different values of I. 

Figure 14: Variation of return loss at different values of J. 
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3.53 dBi at 2.1 GHz band, 3.54 dBi at 2.5 GHz band, 6.2 dBi at 
5.2 GHz band. The VSWR of the antenna is in between 1.36 to 
1.90, which we can monitor from the next Fig. 17. In Fig. 18 
we illustrate in 2.1 and 2.4 GHz band, the impedance is 40.498 
Ω and 49.3801 Ω. But we get perfect impedance in 5.2 GHz 
band, which is 49.9353 Ω nearest 50 Ω for WiMAX operation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

IV. RADIATION PATTERN 
Fig. 20 and Fig. 21 show the normalized radiation patterns 

of DIFL antenna at 2.1/2.4/2.5 and 5.2 GHz bands respectively. 
Normalized radiation patterns for four resonant frequencies are 
shown as: total gain in vertical (YZ/XZ plane) and horizontal 
plane (XY plane). The radiation pattern is omnidirectional in 
horizontal plane. In vertical plane it covers half cycle.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 15: Variation of return loss with frequency. 

Figure 16: Variation of gain with frequency. 

Figure 18: Variation of input impedance with frequency. 

Figure 19: Variation of phase with frequency. 

Figure 20: Radiation pattern (normalized) (a) Total gain in horizontal 
(XY) plane and (b) total gain in vertical (YZ/ XZ) plane of DIFL 

antenna at 2.1/2.4/2.5 GHz bands. 

Figure 21: Radiation pattern (normalized) (a) Total gain in horizontal 
(XY) plane and (b) total gain in vertical (YZ/ XZ) plane of DIFL 

antenna at 5.2 GHz band. 
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TABLE II.  COMAPARISON BETWEEN THE PROPOSED ANTENNA AND 
DIFFERENT REFFERENCE ANTENNAS 

Antenna   
Name 

Peak Gain Bandwidth

Proposed 
Ultra 
wideband 
Double 
Inverted-FL 
Antenna 

3.53 dBi at 2.1 GHz 
band 
3.54 dBi at 2.5 GHz 
band 
6.2 dBi at 5.2 GHz band 

850 MHz (2.0GHz~2.85 
GHz) covers the 2.1/2.4/2.5 
GHz bands and 450 MHz 

(4.9 GHz~5.35 GHz) which 
fully covers 5.2 GHz band. 

Dual Band 
metamaterial 
–Inspired 
small 
monopole 
antenna [10] 

0.71 dBi at 2.4 GHz 
band 
1.53 dBi at 5.2 GHz 
band. 
 

90 MHz 
(2420MHz~2510MHz)  

 
320MHz 

(4520MHz~7720MHz) 

A CPW –fed 
planar 
monopole 
antenna [11] 

2.15 dBi at 2.4 GHz 
band 
2.47 dBi at 3.5 GHz 
band  & 
4.31 dBi at 5.5 GHz 
band 

300 MHz   
(2400~2700 MHz), 

500 MHz (3300MHz~3380 
MHz), 

700 MHz (5150MHz~5850 
MHz) 

 

V. CONCLUSIONS 
In this work, observing different antenna designs and their 

numerical analysis, the ultra wideband Double Inverted-FL low 
profile microstrip antenna has been proposed and analyzed all 
numerical simulations using NEC software and measured by 
standard techniques. We have analyzed antenna geometry by 
varying the four major geometry parameters (length, height, tap 
distance and spacing). The antenna geometry has been chosen 
and proposed the antenna operations depending on these four 
parameters analysis. We have focused to propose an antenna 
with larger bandwidth, good return loss characteristics, high 
gain, negligible phase shift, good radiation characteristics & 
unit VSWR. Our designed antenna occupies a small area of 31 
×21 mm2 and has a larger bandwidth of 850 MHz (2.0 
GHz~2.85 GHz) covers the 2.1/2.4/2.5 GHz bands and also 
450 MHz (4.9 GHz~5.35 GHz) which covers 5.2 GHz band. 
For compact size, it is promising to be embedded within 
different mobile devices & laptop computer employing Wi-Fi, 
mobile WiMAX, WLAN & as well as UMTS applications. As 
compared with other proposed antennas by different 
researchers, our proposed antenna is smaller in size & provides 
larger bandwidth with a high gain.  
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Abstract — Wavelength conversion capability is desired at the 
network nodes in order to utilize the large bandwidth available 
with optical fiber and to use network resources efficiently. To 
provide wavelength conversion in an optical cross-connect node; 
the converters may be shared on share-per node or share-per link 
basis by the use of space switching matrix (SSM). In this paper 
the consequence of homodyne crosstalk in wavelength division 
multiplexing (WDM) optical network, where an optical signal is 
passed through optical cross-connect nodes (OXC’s) has been 
examined. The study has been carried out for four different SSM 
(space switching matrix) OXC architectures namely WSXC, 
WIXC, Share-per-node (SSM-1) and Share-per-link (SSM-2). In 
the performance analysis the loss characteristics are measured 
through experimental measurements in the form of Bit Error 
Rate (BER). The BER is determined for three different cases 
regarding delay differences, no. of channels and in terms of 
relative intensity noise.  

Keywords— Homodyne Crosstalk, Optical Cross Connect (OXC), 
Space Switching Matrix (SSM),Wavelength Interchanging Cross-
Connect (WIXC), Wavelength Selective Cross-Connect (WSXC).  

I. INTRODUCTION 
 

      Wavelength Division Multiplexing (WDM) optical 
network has turned out to be a field of widespread interest due 
to not only of its  large bandwidth but also due to the increased 
capacity and flexibility. The high cost of wavelength 
converters has motivated the efficient design of optical 
networks that require only limited wavelength conversion 
capability. The optical cross-connect (OXC) at each node 
carries out wavelength sensitive switching in optical form 
without restoring to electro optical conversion. A number of 
OXC architectures can be designed who have their own 
features, strengths and limitations [1]. 

     While cross-connecting wavelengths from input to output 
fibers OXC introduces inband and intraband crosstalk. The 
inband crosstalk which is also known as homodyne crosstalk 
has the same wavelength as the signal and degrades the 
transmission performance seriously [2]. When an optical 
signal passes through an OXC, many crosstalk contributions 
are combined with the signal. The optical propagation delay 
differences and polarization states of the crosstalk 

contributions are also in random and drift with respect to one 
another due to thermal and mechanical fluctuations in minutes 
on timescale [3]. Therefore, the transmission performance also 
varies from time to time. 

         In this paper, at the presence Homodyne crosstalk the 
performance of wavelength selective cross-connect (WSXC), 
wavelength interchanging cross-connect (WIXC), Share-per-
node (SSM-1) and Share-per-link (SSM-2) is investigated in 
the form of Bit Error Rate (BER). Afterwards, with a specific 
Bit Error Rate (BER), the amount of power penalty as a 
function of the component parameters of the OXC is 
evaluated. 

II. OPTICAL CROSS CONNECT ARCHITECTURES 
 

        The OXC guides the light from one link to another and 
enables reconfigurable optical networks. OXCs need to be all 
optical and internally they can use either an electrical or an 
optical switch [1], [4]. 

Figure 1.  Typical Structure of an OXC 

      A typical OXC of the Fig. 1 uses N number of (M × 1) 
multiplexers and (1 × M) demultiplexers and M number of (N 
× N) optical switches. The demultiplexers of OXC separate M 
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wavelengths. The optical switch takes N number of same 
wavelength signal coming from all the N input fibers and 
connect each wavelength to any of the N output fibers 
according to the destination address [5].The multiplexer of 
OXC again combines M number of wavelengths and send 
them to a single fiber. The output demux separates the M 
wavelengths and send them to the individual user terminal. 
 
       
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.  WSXC OXC Architecture 

      The OXC is a switch, which is generally controlled by the 
management layer while setting up or terminating light paths. 
It therefore requires less frequent and slower reconfiguration 
than if it was to be controlled by call traffic signaling. The 
lightpath, representing the optical layer connection between 
the source-destination node pairs, can be set up through the 
intermediate OXCs in either a wavelength continuous (WC or 
VWP, virtual wavelength path) or non wavelength-continuous 
(NWC or WP, wavelength path) fashion [4]. In the WC case, 
the same wavelength is used over the entire lightpath whereas, 
in the NWC case, different wavelengths may be used in 
different optical links along the given path.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3.  WIXC OXC Architecture 

    Setting up the lightpath would not only involve selecting the 
route to be followed but also the wavelengths to be used along 
the selected route. Wavelength conversion at the intermediate 
node is necessary if NWC (WP) lightpaths are to be supported. 
This, however, would require the OXCs to do wavelength 
conversion in addition to their switching functions [6].  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.  Share per Node (SSM-1) OXC Architecture 

    The OXCs may, in turn, be classified based on their 
wavelength conversion capability. An OXC without any 
wavelength conversion capability is called a wavelength 
selective cross-connect (WSXC) whereas an OXC with full 
conversion capability (i.e. capable of changing any 
wavelength on any incoming link to any wavelength on any 
outgoing link) is referred to as a wavelength interchanging 
cross-connect (WIXC) [4]. Examples of these have been 
shown in Fig. 2 and Fig. 3 
 
     SSM refers to the space switching matrix used to switch the 
optical signals without doing any wavelength conversion. The 
wavelength converters required have been shown separately. 
 
    Given the cost and complexity of wavelength conversion, 
an OXC with limited wavelength conversion capability may 
also be used as these have been observed to perform almost as 
well as WIXCs with full conversion capability in typical 
network environments. These are referred to as limited 
wavelength interchanging cross connect (L-WIXC). The 
limitation here is in the number of converters available for 
changing wavelengths between the inputs and outputs [4], [6]. 
 
     In an L-WIXC, a limited number of wavelength converters 
are shared instead of being dedicated as in a WIXC. The 
wavelength converters are therefore more efficiently utilized. 
The number of wavelength converters required can be further 
reduced with some optimization techniques [4]. Two 
architectures for L-WIXC are the share per node and share per 
link architectures as illustrated in Fig.4 and Fig. 5. 
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        In the share per node architecture of Fig. 4, any converter 
from the common pool of C converters may be accessed by 
any of the incoming lightpath requests by appropriately 
configuring the NM × (NM+C) SSM. Only the lightpaths 
requiring conversion are actually directed to the converters. A 
second stage C × NC SSM is used to switch the converted 
light paths to the desired output link [4]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5.  Share per Link (SSM-2) OXC Architecture 

       The share per link architecture of Fig. 5 provides a set of 
converters, dedicated for each output link. These may be used 
only by the lightpaths intended for that link. In terms of 
sharing efficiency of wavelength converters, share per node is 
the best followed by share per link and WIXC is the worst. In 
terms of complexity of switching, WIXC is the least complex, 
share per link comes next and share per node the most 
complex [4]. 
 
       Practical implementation of the OXCs often employs 
multi stage structures to achieve the required size with less 
complexity.     
 

III. HOMODYNE CROSSTALK ANALYSIS  
       When the crosstalk signal is of same wavelength of the 
desired signal or sufficiently close to it that the difference in 
wavelength is within the receiver’s electrical bandwidth, is 
called homodyne crosstalk. Homodyne crosstalk can be 
divided into coherent crosstalk and incoherent crosstalk. When 
the phase of the crosstalk signal is correlated with that of the 
main signal, it is called coherent crosstalk. When the phase of 
the crosstalk signal is not correlated with that of the main 
signal, it is called incoherent crosstalk [6], [7]. 
 
        In the structure of OXC in Fig. 1, each of the input fibers 
to an optical demultiplexer contains M different wavelengths. 
Each of these passes through an optical switch before they are 
combined with the outputs from the other M-1optical 
switches. Assuming the OXC is fully loaded the OXC will be 
interfered by M+N-2 homodyne crosstalk contributions, N-1 
of which are leaked by the optical switch and the other M- 
1are leaked from demultiplexer / multiplexer pair [5] .  
 

        If we consider the signal with wavelength 1 in input fiber 
1, noted as λ11 or the main signal. λ11 will be interfered by N-1 
crosstalk contributions leaked from the N-1 signals with 
wavelength 1 in the other N-1 input fibers. Similarly, when 
each signal with wavelength 1 is demultiplexed to one path, 
there will be a fraction of it in each of the other M-1 outputs of 
the corresponding demultiplexer, because of the non-ideal 
crosstalk specification of optical demultiplexers. These M-1 
crosstalk contributions can be leaked from any signal with 
wavelength 1 in all the N input fibers. The number of 
contributions leaked from each signal is random, from 0 to M-
1, depending on the cross connecting state of the OXC [5]-[7]. 
Defining X1 as the number of contributions leaked from λ11 in 
a given state of the OXC,  

X1  ∈   [0, M-1] 
 

      Defining, Xj( j=[2,N] ) as the number of contributions 
leaked from λj1 in the same state of the OXC, taking into 
account the N-1 contributions leaked by the optical switch 1, 
we have  

Xj  ∈   [1, M]    and    

ଵܺ ൅ ෍  ௝ܺே
௝ୀଶ ൌ ܯ ൅ ܰ െ 2 

       The field of the main signal and all the M+N-2 crosstalk 
contributions can be expressed as  
ሻݐሬԦሺܧ  ൌ ሻݐ௦ሺܾܧ cosሾ߱௦ݐ ൅ Φ௦ሺݐሻሿ P௦ሬሬሬԦ ൅ ෍ ௑భܧߝ√

௜ୀଵ ܾ௦ሺݐ െ ߬௜ሻ cosሾ߱௦ሺݐ െ ߬௜ሻ ൅ Φ௦ሺݐ െ ߬௜ሻሿ PపሬሬԦ 

൅ ෍ ෍ ܧߝ√ ௝ܾ
௑ೕ

௞ୀଵ
ே

௝ୀଶ ൫ݐ െ ௝߬௞൯ cosൣ ௝߱ሺݐ െ ௝߬௞ሻ ൅ Φ௝൫ݐ െ ௝߬௞൯൧ Pఫ௞ሬሬሬሬሬԦ 
 

      Where E is the signal field amplitude which is assumed to 
be unchanged as the leaked power is rather low; bs(t) and bj(t) 
(j=[2,N]) are the binary data sequences with values of 0 or 1 in 
a bit period T of λ11and λj1, respectively,  ߱௦ሺݐሻ,Φ௦ሺݐሻ,  and  ௝߱ሺݐሻ,Φ௝ሺݐሻ  are the center frequencies and phase noises of 
the lasers, respectively, P௦ሬሬሬԦ is the unit magnitude polarization 
vector of the signal; ߬௜, ߬௝௞  and Pప,ሬሬሬԦ Pఫ௞ሬሬሬሬሬԦ are the propagation 
delay differences and unit magnitude polarization vectors of 
the contributions, respectively;  ߝ is the optical power ratio of 
each crosstalk contribution to the signal and for simplicity we 
assume all the crosstalk contributions have the same power, P௦ሬሬሬԦ, PపሬሬԦ and Pఫ௞ሬሬሬሬሬԦ are treated as time invariant here as they change 
rather slowly compared to the bit period. Now depending on 
relation between ߬௜, ߬௝௞ , ߬௖௢௛௘௥௘௡௧ and T three cases may be 
considered for which the laser relative intensity noise (RIN) 
will get different values [5].  
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       Case 1:  If ߬൫߬௜ܽ݊݀߬௝௞ ൯ ൐ ߬௖௢௛௘௥௘௡௧ ׷  As Φ௦ሺݐሻ  is 
uncorrelated with Φ௦ሺݐ െ ߬௜ሻ ܽ݊݀  Φ௝൫ݐ െ ௝߬௞൯  are also 
uncorrelated with each other for different k. In that case the 
noise power can be expressed as [5]   ߪோூே,ଵଶ  ൌ ߝ ෍ ଶெାேିଶݏ݋ܿ

௟ୀଵ ௟ߠ … … … . ሺ1ሻ cos ௟ߠ ൌ P௦ሬሬሬԦ . PపሬሬԦ 
where,  ߠ௟ is the polarization angle difference between the lth 
crosstalk contribution and the signal.  
If ߬൫߬௜ܽ݊݀߬௝௞ ൯ ൏ ߬௖௢௛௘௥௘௡௧ ׷ Depending on the relation 
between ߬ and T two cases may arise. 
 
       Case 2(a):  If ߬൫߬௜ܽ݊݀߬௝௞ ൯ ا ܶ ݐAs  b௦ሺ ׷ െ ߬௜ሻ equal 
to  b௦ሺݐሻ approximately in this case, so coherent crosstalk do 
not cause noise but causes fluctuation. So, noise power will be 
ோூே,ଶ௔ଶߪ  [5] ൌ ߝ ෍ሺ෍ ௝௞௑ೕ߶ݏ݋ܿ

௞ୀଵ ௝௞ሻଶߠݏ݋ܿ … … . . ሺ2ሻே
௝ୀଶ  

 
      Case 2(b):  If ߬൫߬௜ܽ݊݀߬௝௞ ൯ ൐ ܶ ׷  As  b௦ሺݐ െ ߬௜ሻ 
becomes completely incorrelated with b௦ሺݐሻ  due to 
unsynchronus nature of  b௦ሺݐሻ the noise power will be [5] ߪோூே,ଶ௕ଶ

ൌ 13 ߝ ෍൫ܿݏ݋߶௜ܿߠݏ݋௝௞൯ଶ௑భ
௜ୀଵ  

൅ ߝ  ෍ ቌ෍ ௝௞߶ݏ݋ܿ
௑ೕ

௞ୀଵ ௝௞ቍଶேߠݏ݋ܿ
௝ୀଶ … … ሺ3ሻ 

 
      In this paper the worst case scenario with fully loaded 
OXC has been considered to get the maximum power penalty 
when the polarization angle is the minimum. For the above 
three cases at the worst condition the crosstalk can be 
expressed as  ߪோூே,ଵଶ  ൌ ܯሺߝ ൅ ܰ െ 2ሻ … ሺ 4ሻ ߪோூே,ଶ௔ୀଶ ሺܰܯߝ െ 1ሻ … ሺ 5ሻ ߪோூே,ଶ௕ଶ ൌ 13 ܯߝ ൅ ሺܰܯߝ  െ 1ሻ … ሺ 6ሻ 

IV. RESULTS AND DISCUSSIONS 
      In this section, the BER performance due to the presence 
of Homodyne crosstalk (both coherent and incoherent) in 
OXCs of a WDM system is investigated. The simulation 
results and brief discussion on these results are also presented. 
 
      Homodyne crosstalk induced RIN due to these OXCs is 
given by equations 1-3 for both coherent and incoherent case. 
Case 1 represents the incoherent homodyne crosstalk while 
there are 2 cases for coherent homodyne crosstalk. Case 2a 
occurs when optical propagation delay differences are much 

less than the time duration of one bit (τ<<T) which means bs(t-
τi)==bs(t). Again case 2b represent the case when τ>T and bs(t-
τi) become uncorrelated completely with bs(t) as bs(t) is a 
random sequence and they are not synchronized. The effect of 
the RIN caused by these cases on BER is described in section 
3. To observe the BER performance we assumed the worst 
case scenario and simulated equation 4 - 6 incorporating the 
Homodyne crosstalk induced RIN into these equations. To 
evaluate the expressions, we assumed, T=300K, k=1.38x10-23, 
Be=109 Hz and RL=50 Hz. 

Figure 6.  BER for Different OXC Architectures for case 1  

      Fig. 6 shows the BER performance of all the architectures 
discussed above for incoherent homodyne crosstalk (case1). 
Here, number of optical channels, N=4 and number of 
wavelength per channel, M=4. WIXC shows better response 
comparing with other architectures. The SSM architectures 
having limited conversion capability shows almost similar 
performance to the WSXC OXC.   

Figure 7.  BER for Different OXC Architectures for case 2(a)  
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       On the other hand, Fig. 7 shows the BER performance of 
the discussed architectures for coherent homodyne crosstalk 
while coherent time is smaller (case 2 a). Other parameters of 
simulation have been kept similar. Again, WIXC shows better 
response comparing with other architectures and SSM-1 
shows the worst performance. The BER curves have been 
found to be shifted by almost 1dBm towards right. It reflects, 
to attain similar BER more power is needed than previous 
case.  
 

Figure 8.  BER for Different OXC Architectures for case 2(b)  

        Fig. 8 shows similar BER performance of the discussed 
architectures for coherent homodyne crosstalk while coherent 
time is greater (case 2 b). Other parameters of simulation have 
been kept similar. The comparison among the architectures 
shows similar result but the BER curves have been found to be 
shifted by fraction of 1 dBm towards right.  
 
     From the three curves it evident that, WIXC has the best 
wavelength interchanging capability, but by using OXCs of 
limited wavelength changing capability (SSM-1, SSM-2) we 
can get similar result as that of the Wavelength Selective 
Cross Connect (WSXC). The curves also reflect, to achieve an 
acceptable BER we need more signal power to overcome 
coherent crosstalk rather than incoherent crosstalk.  

V. CONCLUSION 
      The effect of homodyne crosstalk on BER performance is 
investigated for both coherent and incoherent homodyne 
crosstalk.  This study enables us to do compromise between 

different system parameter to achieve a particular network 
performance. 
        There is a scope for analyzing performance of the 
described OXCs by considering scenario other than worst 
case. This means if we consider that not all optical switches 
and mux/demux pair contributes homodyne crosstalk than 
performance of the OXCs will show difference pattern 
especially WSXC, SSM-1, SSM-2 may change their relative 
positions. By assuming different probability distribution of the 
cross connect state and imposing a relaxation factor or 
quintiles we will get relaxation in terms of power penalty. So, 
future work can also be done by statistical analysis to relax the 
extreme power penalty requirements and to find out a better 
OXC from much available architecture to meet the network 
performance requirements. The number of fibers can be 
increased without significant penalty if the performance of the 
switch is improved. The number of wavelengths can be 
increased but requires higher suppression of other channels or 
regeneration. Realistic systems require a larger number of 
wavelengths compared to the number of fibers. 
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Abstract-This paper demonstrates digital signal processing (DSP) 
based chromatic dispersion (CD) reckoning technique for single 
carrier high speed coherent optical communications. Coherent 
detection permits the optical field parameters (amplitude, phase 
and polarization) to be available in the electrical domain enabling 
new opportunity for multi-level signaling (M-ary PSK and M-ary 
QAM modulation), as well as the possibility of exploring 
polarization multiplexing. Again, it enables quasi-exact 
compensation of linear transmission impairments by a linear 
filter (equalizer), which can operate adaptively to overcome time-
varying impairments. That is why Coherent detection employing 
QAM modulation formats has become one of the most promising 
technologies for next generation high speed transmission systems 
due to the high power and spectral efficiencies. With the 
development of DSP, coherent optical receivers allow the 
significant estimation of CD. In recent days, the realizations of 
these DSP algorithms for mitigating the chromatic dispersion in 
the coherent transmission systems are the most attractive 
investigations. In this paper, CD estimation technique has been 
improved using DSP algorithm and optimal OSNR, BER have 
been achieved. 

 
Keywords—Chromatic dispersion (CD), coherent detection, 

digital signal processing (DSP). 

I.  INTRODUCTION 
In order to cope with the increasing global information 

exchange it's becoming crucial to transmit information over 
longer distance. A solution to this issue is optical fibers that 
are already used for most of the voice and data traffic all over 
the world. Optical fibers are exceptionally advantageous for 
long-haul communication systems. 

The reason behind it, when light propagates through an 
optical fiber it suffers from less attenuation than the case of an 
electrical cable. Moreover it's possible to transmit several 
channels, at different wavelength, on the same medium using 
wave division multiplexing (WDM). This enables to reach a 
capacity system of several Tbps. Recently, digital coherent 
optical communication has become the main technology for 
optical transport networks [1]. Moreover, digital signal 
processing is under consideration as a promising technique for 
optical signal modulation, fiber transmission, signal detection 
and dispersion compensation. There are different reasons why 

the utilization of coherent detection associated digital signal 
processing can be very advantageous. 

Firstly, coherent detection is a promising technology to 
increase optical receiver sensitivity, permitting a greater span 
loss to be tolerated. Secondly, coherent detection enables 
supporting of more spectrally efficient modulation formats 
such as quadrature phase shift keying (QPSK) and quadrature 
amplitude modulation (QAM). And finally, instead of 
implementing costly physical impairments compensation 
links, coherent detection allows digital signal processing for 
compensation of transmission impairments such as CD, 
polarization mode dispersion (PMD), signal carrier offset, 
spectrum narrowing, etc. Furthermore, next generation optical 
transmission systems require adaptive fitting for time varying 
transmission impairments such as channel spectrum narrowing 
and random phase noise. Digital signal processing is a 
powerful solution for future adaptive optical transmission 
links.  

Recently, 100-Gb/s technologies using polarization-
division-multiplexed quadrature-phase-shift-keying (PDM-
QPSK) and digital coherent detection have been 
commercialized, and the focus of the optical communication 
industry is moving beyond 100-Gb/s. In a digital coherent 
optical communication system, no optical dispersion 
compensation is required and the large amount of chromatic 
CD accumulated along the link can be compensated by DSP in 
a coherent optical receiver [2]. As there occurs large amount 
of accumulated CD in the system, a relative small error in CD 
estimation and compensation can cause failure of subsequent 
clock recovery, dynamic butterfly equalizer and carrier 
recovery, and thus entire digital detection process of the 
receiver. Moreover, CD is   mainly responsible for pulse 
broadening which gives birth to bit error rate (BER). 
Therefore, accuracy in CD estimation and compensation are 
requisite for a coherent optical receiver [3]. 

II. ASSIMILATING DIFFERENT CD ESTIMATION METHOD 
Many methods for CD estimation have been proposed and 

demonstrated [4]. A commonly adopted solution is the using 
Dispersion-Compensating Fiber (DCF) however DCF 
introduces additional loss, therefore requiring additional 
optical amplifiers increasing additional noise and cost of the 
system. An alternative approach is to compensate entirely CD 
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in the electric domain. At the very beginning, equalization 
with training sequence was used but this method is found to be 
good only for low dispersion system, as any system has a 
relative high CD in practice, or system with DCF and residual 
CD. The mean advantages of utilizing coherent detection with 
DSP algorithms can be summarized as follows. Firstly, 
coherent detection with DSP algorithms is able to detect 
advanced modulation formats with improved spectral 
efficiency, such as n phase-shift keying (PSK). Secondly, 
coherent detection with DSP algorithms provides potential for 
superior receiver sensitivity. Furthermore, coherent detection 
with DSP algorithms enables electrical offline compensation 
for impairments arising due to fiber transmission [5]. Coherent 
detection with DSP algorithms can take advantage from 
continuously increasing electrical processing speed. Moreover 
optical coherent detection can benefit from intensive 
researches concerning digital signal processing algorithms. 
Consequently, it is efficient and simple to implement optical 
signal processing in digital domain. 

III. PROPOSED MODEL 
The aim of our research is to develop and analyze digital 

signal processing techniques for enhancing performance in 
coherent optical communication systems. This scheme allows 
the use of PDM without the need for adaptive optics, and also 
enables full compensation of arbitrary amounts of previously 
limiting effects such as PMD and CD. This DSP method 
allows us to reduce the Polarization mode dispersion, 
Chromatic dispersion. By implementing this DSP algorithm it 
is possible to achieve high data rate communication 
applications. 

IV. TECHNICAL DESCRIPTION 

The common configuration of optical coherent receiver 
associated with DSP algorithms is shown in Fig. 2 Coherent 
detection with DSP algorithms can take advantage from 
continuously increasing electrical processing speed. 
Consequently, it is efficient and simple to implement optical 
signal processing in digital domain. Four main functions are 
performed in digital domain: 1) Dispersion compensation, 2) 
Clock recovery, 3) Polarization de-multiplexing, and 4) 
Carrier phase estimation. 

A. Dispersion Compensation 
The frequency response for an all-pass filter to compensate 

fiber CD can be expressed as in the absence of fiber 
nonlinearity: 
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Where D is the dispersion coefficient, S is the dispersion 
slop, ω is the angular frequency, λ  is the light wavelength, c 
is the light velocity, and z is the fiber length. In order to 
compensate for the dispersion, the output field is multiplied to 
the inverse of the channel transfer function (FIR filter) [6]. 
After CD compensation at frequency domain, IFFT inverts the 
sequence back to the time domain. 

 

 

 
 
 

Figure 1.  Structure of Gardner clock recovery DSP algorithm 

B. Clock Recovery 
In general, any sampling clock errors significantly reduce 

system BER performance. Therefore clock recovery DSP 
algorithm is demanded to determine the suitable sampling 
clock. The clock recovery DSP algorithm implemented in this 
paper is known as Gardner algorithm [7], which is widely used 
in the field of wireless communication systems. 
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C. Polarization Demultiplexing 
In order to emulate the cross-talk between the signals 

carried on two polarizations, Jones matrix is employed, which 
is given as: 
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Where α  and δ  denote the power splitting ratio and phase 

difference between two polarizations. Therefore the 
polarization multiplexed signal at the receiver side after fiber 
propagation can be presented as [8]. 
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So if the inverse of Jones matrix is found, polarization de-

multiplexing can be performed.  
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The matrix elements are updated symbol by symbol 
according to 

          (n)E(n)E)(n)Eμ(1(n)P1)(nP *
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µ is the step-size parameter and n is the number of 
symbols. The P matrix is basically an adaptive FIR filter and 
we use CMA for blind estimation [9]. The initial values for 
Pxx(0) and Pyy(0) are: Pxx(0) = [00…010..00];Pyy(0) = 
[00…010..00];again Pxy(0)=Pyx(0)= [00…000..00]. In this 
simulation a 3-tap FIR filter, however the order can be 
changed is chosen. 

 

D. Carrier phase estimation 
Phase locking in the hardware domain can be replaced by 

phase estimation in digital domain by DSP [10]. The received 
QPSK signal can be presented to estimate the phase of the 
signal in digital domain by 

                          (t)]}θ(t)θexp{j[A E(t) CS +=                      (9) 

V. SYSTEM DESIGN 
The configuration of optical coherent receiver associated 

with DSP algorithms is shown in Fig. 2. In this block diagram, 
several DSP algorithms are under consideration. CD 
compensation block is used to compensate for chromatic 
dispersion. Clock recovery block is implemented to correct 
digital sampling error which is made by analog to digital 
converters (ADC). Polarization de-multiplexing is realized by 
using polarization de-multiplex algorithm. Phase and 
frequency offset recovery block is employed to correct phase 
and frequency difference between received signal and Local 
Oscillator. 

 
Figure 2.  Configuration of coherent detection with DSP. 

VI. SIMULATION DESCRIPTION 
In this subsection, the combination of coherent detection 

with DSP algorithm is proposed to compensate for CD in dual 
polarization (DP) QPSK systems. The configuration diagram 
of optical DP-QPSK system with coherent digital receiver is 
shown in Fig. 2. 

The 100 Gbps DP-QPSK system can be divided into five 
main parts: DP-QPSK Transmitter, Transmission Link, 
Coherent Receiver, Digital Signal Processing, and Detection 
& Decoding (which is followed by direct-error-counting). The 
signal is generated by an optical DP-QPSK Transmitter, and is 
then propagated through the fiber loop where dispersion and 
polarization effects occur. It then passes through the Coherent 
Receiver and into the DSP for distortion compensation. The 
fiber dispersion is compensated using a simple transversal 
digital filter, and the adaptive polarization de-multiplexing is 
realized by applying the constant-modulus algorithm (CMA). 
A modified Viterbi-and-Viterbi phase estimation algorithm 
(working jointly on both polarizations) is then used to 
compensate for phase and frequency mismatch between the 
transmitter and local oscillator (LO) [11]. After the digital 
signal processing is complete, the signal is sent to the detector 
and decoder, and then to the BER Test Set for direct-error-
counting. 

Figure 3.  Coherent DP-QPSK system configuration: (a) DP-QPSK 
transmitter, (b) Coherent receiver optical front end, (c) Off-line DSP 
algorithms blocks, (d) Polarization de-multiplexing buttery structure 

VII. RESULTS AND DISCUSSIONS 
Below some images of the optical spectrum of the 100 

Gbps DP-QPSK signal after the transmitter, as well as the RF 
spectrum obtained after the Coherent DP-QPSK Receiver. Fig. 
4 shows the analyzed optical spectrum after optical DP-QPSK 
transmitter of frequency 1550 nm and Fig. 5 is the analyzed 
RF signal spectrum of transmitter.  Fig. 6 is the electrical 
constellation visualizer of polarization-X before the DSP 
algorithm. Fig. 7 unveils the receiver constellation diagram 
after DSP compensation, it gives effective spectrum efficiency 
in the view of high OSNR.  
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Figure 4.  Optical Spectrum Analyzer after transmitter 

 
 
 
 
 
 
 
 
 
 
 

 

 

 
 

Figure 5.  RF Spectrum Analyzer after transmitter 

The electrical constellation diagrams (for polarization X) 
before and after the DSP are as follows: 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

 

Figure 6.  Electrical constellation visualize-X before DSP 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 7.  Electrical constellation visualize-X after DSP 

The algorithms used for digital signal processing are 
implemented through a Matlab component. By setting the 
Matlab component to debug mode, the generated electrical 
constellation diagrams after each step (CD compensation, 
Polarization De-multiplexing, and Carrier Phase Estimation) 
are shown here: 

 
Figure 8.  Matlab implementation of DSP algorithm. (a.1, a.2) Before DSP of 
X & Y. (b.1, b.2) After dispersion compensation. (c.1, c.2) After polarization 

demultiplexing. (d.1, d.2) After carrier phase estimation 

VIII. CONCLUSION 
Coherent detection at 100 Gbps will become feasible in the 

future using DSP for linear impairments compensation. DSP 
facilitates polarization de-multiplexing, compensation of 
linear transmission impairments, as CD and PMD, and also 
gives higher OSNR tolerance. Improved OSNR tolerance 
leads to increasing the maximal propagation distance with less 
optical amplifiers, less noise and less costs of the system. On 
the other hand a more complex receiver is required as 
polarization tracking has to be performed but this is well paid 
by the improvement on system performance. The performance 
of DSP algorithm in nonlinear compensation deteriorates 
when inter channel nonlinearities become predominant. 

Considering the future work, there are a lot of issues that 
can be addressed. First is to implement more complex and 
advanced adaptive algorithms for the PMD and residual CD 
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compensation (especially step size updating algorithms). 
Investigation over nonlinear effects compensation would also 
be interesting. Advanced techniques based on Volterra 
compensator are interesting because can avoid this problem. 

REFERENCES 
[1] Chongjin Xie, “Chromatic dispersion estimation for single-carrier 

coherent optical communication,” IEEE Photonics Technology Letters, 
vol. 25, no. 10, pp. 992-995, May. 15, 2013. 

[2] F. N. Hauske, M. Kuschnerov, B. Spinnler, and B. Lankl, “Optical 
performance monitoring in digital coherent receivers,” J. Lightw. 
Technol., vol. 27, no. 16, pp. 3623–3631, Aug. 15, 2009. 

[3] R. A. Soriano, F. N. Hauske, N. G. Gonzalez, Z. Zhang, Y. Ye,and I. T. 
Monroy, “Chromatic dispersion estimation in digital coherent 
receivers,” J. Lightw. Technol., vol. 29, no. 11, pp. 1627–1637, Jun. 1, 
2011. 

[4] E. Ibragimov, G. Zarris, S. Khatana, and L. Dardis, “Blind chromatic 
dispersion estimation using a spectrum of a modulus squared of the 
transmitted signal,” In Proc. of Eur. Conf. Exhibit. Opt. Commun, 
Amsterdam, The Netherlands, pp. 1–3, paper Th.2.A.3, Sep. 2012. 

[5] X. Zhou and J. Yu., “Advanced coherent modulation formats and 
algorithms: higher-order multi-level coding for high-capacity system 
based on 100gbps channel,” In Proc. of 2010 OFC/NFOEC Conference 
on Optical Fiber Communication(OFC), Collocated National Fiber 
Optic Engineers Conference, pp. 1-3, Mar. 2010 

[6] Seb J. Savory, “Digital filters for coherent optical receivers,” Optics 
Express, vol. 16, no. 2, pp. 804-817, Jan. 21, 2008. 

[7] F. Gardner, “A BPSK-QPSK timing-error detector for sampled 
receivers,” IEEE Transactions on Communications, vol. 34, no. 5, pp. 
423-429, May. 1986. 

[8] K. Kikuchi, “Polarization de-multiplexing algorithm in the digital 
coherent receiver,” IEEE/LEOS Summer Topical Meetings, pp.101-102, 
21-23 Jul. 2008. 

[9] L. Liu, Z. Tao, W. Yan, S.Oda, T. Hoshida, and J. C. Rasmussen, 
“Initial tap setup of constant modulus algorithm for polarization de-
multiplexing in optical coherent receivers,” In Proc.of IEEE Optical 
Fiber Communication,  pp.1-3, 22-26 Mar. 2009. 

[10] Guifang Li, “Recent advances in coherent optical communication,” Adv. 
Opt. Photon, vol. 1, no. 2, pp. 279-307, Apr. 15, 2009. 

[11] J. H. Lee and M. H. Sunwoo. “High-speed and low complexity carrier 
recovery for DP-QPSK transmission,” IEEE International Symposium 
on Circuits and Systems (ISCAS), pp. 438-441, May. 2011. 

                                                                                                   200



Design of a  Photonic Crystal Fiber for Dispersion 
Compensation over Telecommunication Bands 

Redwan Ahmad1,* , A. H. Siddique1 , Md. Sharafat Ali1 , Aminul Islam1,  K.M.Nasim1 , M. Samiul Habib1 
1Dept of Electrical and Electronic Engineering , Rajshahi University of Engineering & Technology 

Rajshahi, Bangladesh.   
* E-mail: dipto081063@gmail.com 

 
 

Abstract— This paper presents a microstructure optical fiber 
based on an hexagonal structure for dispersion compensation in a 
wideband transmission system. According to simulation, negative 
dispersion coefficient of - 562 ps/(nm.km) and relative dispersion 
slope (RDS) close to that of single mode fiber (SMF) of about 
0.0036 nm-1 is obtained at 1550 nm wavelength. Besides the 
proposed hexagonal microstructure optical  fiber (H-MOF) offers 
high birefringence of  3.06×10-2 . Due to having better optical 
properties, this proposed fiber can be effectively used in 
broadband dispersion compensation and sensing applications.   

Keywords— Photonic crystal fiber, Confinement loss,  
Birefringence, Dispersion compensating fiber.  

I. INTRODUCTION 
Photonic crystal fiber have drawn increased attention due to 
many attractive properties such as wideband dispersion 
flattened characteristics, high or low birefringence [1] . In 
Wavelength division multiplexing (WDM) and high bit rate 
transmission systems dispersion is one of the major problem 
because it broadening the optical pulse and limit the bandwidth 
of the system. Dispersion compensating fiber (DCF) with high 
negative dispersion is used to nullify the accumulated positive 
dispersion of SMFs [2].  Photonic crystal fiber (PCF) or holey 
fiber  offers flexibility in tuning dispersion, because of by 
varying the size of air-holes and their position, the dispersive 
properties can be controlled [3]-[4] which is crucial for 
dispersion compensating fiber design. The negative dispersion 
coefficient of conventional fiber is about - 100 to - 300 
ps/(nm.km) at 1550 nm [5]. To minimize the losses and reduce 
the cost, the dispersion compensating fiber (DCF) should be as 
short as possible with high negative dispersion [6]-[9].  

 Several attempts have been made by different groups to 
achieve high negative dispersion as well as a suitable 
bandwidth for dispersion compensation. For example an 
Octagonal MOF structure in [10] exhibits negative dispersion 
coefficient of - 239.5 ps/(nm.km) with high birefringence of 
1.67×10-2, which is less than our proposed MOF. Another 
design proposed by [11]  which offers negative dispersion 
coefficient of - 300 ps/(nm.km) at 1550 nm but birefringence is 
not accounted here. The MOF designed by Matsui et al. 
simultaneously covers all three communication band but due to 
its low dispersion peak it requires a long fiber to compensate 
the dispersion [12]. 

       In this paper, we propose an hexagonal  MOF structure 
that is suitable in compensating the dispersion of SMF over a 
wide range of wavelengths. The main advantage of our 
proposed MOF is the design flexibility with high negative 
dispersion of - 562 ps/(nm.km) and high birefringence of the 
order 3.06×10-2 which is very crucial in high bit rate 
transmission network and sensing applications. . Another 
advantage of proposed MOF is , in our design to  reduce the 
complexity of fabrication process we have used only circular 
air holes with less optimized parameters.  

 

II. DESIGN METHODOLOGY 
Fig. 1 shows the air holes distribution of the proposed      

H-MOF which contains five air hole rings. Where Λ is the 
pitch of the lattice, d3 is the air hole diameter of the 3rd ring and 
d is the air hole diameter of rest of the ring. The hot material in 
our proposed structure is silica and air holes are arranged in 
hexagonal structure symmetry. To increase the birefringence 
four  air holes along the y axis in first ring make small. In order 
to achieve large negative dispersion, air holes near the fiber 
core are chosen higher [13]. The air holes diameter in the third 
ring are relatively smaller for controlling RDS   and rest of the 
ring’s air hole diameter keeps  same to lessen  fabrication 
complexity [14].  

 

Figure 1.   Transverse cross section of proposed O-MOF  
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III. NUMERICAL METHOD  
    Finite element method (FEM) with perfectly matched layers 
(PML) boundary condition is used to calculate the chromatic 
dispersion, effective area and confinement loss of the proposed 
MOFs. Once the modal effective index neff is obtained by 
solving an eigen value problem using FEM, the   Chromatic 
dispersion D(λ) , confinement loss Lc and birefringence B can 
be calculated by the following equations [14]. 

                  D(λ)= -λ/c (d2Re[neff]/ dλ2)                            (1)                  
                     Lc= 8.686 × k0 Im[neff] × 103 dB/ km             (2) 
                     B=│nx-ny│                                                     (3) 
 

 

Where Re[neff] and Imag[neff] is the real part and imaginary 
of effective refractive index neff respectively  , λ is the 
wavelength in vacuum, c is the velocity of light in vacuum  and 
k0 is the free space number.   

Because of  the positive dispersion and dispersion slope of 
the SMF, the requirements of a DCF for WDM operation are 
large negative dispersion and a dispersion slope over a wide 
range of wavelengths.  

                 DSMF . LSMF + DDCF .LDCF =  DT                     (4) 

           Where DSMF  and DDCF are the dispersion coefficient of 
the  mode fiber and dispersion compensating fiber respectively. 
If the total compensation of dispersion is required , length of 
DCFs (LDCF) is so chosen that total residual dispersion becomes 
zero.  Besides the dispersion , it is also necessary to 
compensate for the dispersion slope [10]. 

                             Sslope =  SSMF . LSMF + SDCF .LDCF              (5) 

          Where  SSMF  and SDCF are the dispersion coefficient of 
the  single mode fiber and dispersion compensating fiber 
respectively. The relative dispersion slope of SMF is 0.0036 
nm-1. The proposed design can be efficiently used when RDS 
of the proposed DCF is exactly equal or very close to that of 
SMF.    

IV. SIMULATIONN RESULTS AND DISCUSSION 
   Fig. 2(a) shows the dispersion characteristics of both x and 

y polarization for optimum design parameters with d/Λ =0.95, 
d3/Λ = 0.59 and pitch Λ=0.90 μm. Global diameter of the four  
air holes in 1st ring along the y axis is kept as 0.3. From curve 
it is seen that, the proposed DCF exhibits negative dispersion 
coefficient about - 562 ps/(nm.km) along the y polarization at 
1550 nm. Due to having high negative dispersion coefficient  
our proposed DCF could  be suitable candidate for dispersion 
compensating in high bit rate transmission network.  

   In PCF ± 1% variation in global diameters may be 
occurred during fabrication [16].  Due to this reason, we have 
analyzed the effect on dispersion and birefringence by varying 
different parameters ± 2% to ± 5%, which is discussed in the 
following section.        

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2.  (a) Wavelength dependence dispersion curve for both x and y 
polarization (b)  Effect on dispersion by  changing d1/ Λ (c) Effect on 
dispersion by  changing  Λ  (d) Effect on dispersion by  changing  four air 
holes along the y axis. 
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  Fig. 2(b) reveals the effect by varying global diameter of first 
ring ± 2% to ± 5%, while other parameters are kept constant. . 
Solid line depicts due to increment in parameters whereas 
dashed line for decrement. When d1 /Λ is varied as ± 2% to ± 
5%, their corresponding dispersion value becomes - 650 ,        
- 845 , - 493  and  - 412 ps/(nm.km) respectively.   From Fig. 
2(c)  it is seen that by varying  pitch has a remarkable effect in 
dispersion value, but  there is a insignificant effect in 
dispersion by varying global diameter of four air holes in 1st  
ring along the y axis (Fig. 2(d)). 
 
         Birefringence characteristics of the proposed DCF are 
also shown in fig. 3(a). From curve it is seen that this 
proposed DCF shows birefringence about 3.06×10-2  at 1550 
nm. High birefringence  makes our proposed MOF very 
efficient in sensing applications. Fig. 3(b) shows the effect in 
birefringence by varying global diameter of first ring  . As  
d1/Λ  is varied as ± 2% to ± 5%  from optimum value , 
birefringence at 1550 nm becomes 0.0329, 0.0365, 0.0284 and 
0.02533 respectively. Due to asymmetric core design, the 
proposed design exhibits high birefringence, which is essential 
in polarization maintaining applications.  However current 
conventional PM fibers shows a modal birefringence about 
5×10-4 [13].  Moreover our proposed PCF exhibits 
birefringence about 3.06×10-2, which could be a suitable 
candidate in  sensing applications.  From Fig. 3(d) it is seen 
that there is a significant effect in birefringence  by varying 
global diameter of four air holes  in 1st  ring along the y axis. 
The effect of pitch on birefringence also studied, which is 
shown in fig. 3(c).   

   While designing Residual dispersion compensating fiber 
(RDCF) , splice loss is one of the challenges, due to dissimilar 
mode field diameter results spilce loss.  Reduction of splice is 
required to ensure effective performance of the optical fiber 
system.  Fig. 4(a) shows the effective area of the proposed 
MOF along the y polarization . At 1550 nm the effective area 
of the proposed MOF is 2.06 µm2 . The Splice free 
interconnection techniques between PCFs of almost any 
structure and the SMFs provided the PCF is drawn from 
individual stackable units reported by [15]. We believe that, 
our proposed design can easily be fabricated without any 
fabrication complexity. While designing RDCF, confinement 
loss is one of the issue. In our simulation we have used only 
five rings, confinement loss can be decreased by increasing 
the air hole ring without affecting the dispersion shape [19]. 

    From fig. 4(b), it is seen that our proposed DCFs RDS value 
is 0.0036 nm-1 . Which is exactly equal  to that of SMFs RDS 
value. For better compensation, it is necessary to obtain high 
negative dispersion as well as matched RDS to that of SMFs. 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3.  Birefringence as function of wavelength (a) optimum (b) by 
varying  global diameter of 1st ring’s airhole (c) by varying pitch (d) by 
varying four holes along the y axis.  
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Figure 4.  (a) wavelength dependence effective area (b) Relative dispersion 
slope of propsed MOF for optimum design parameters (c) Residual dispersion 

curve after compensating  for 40 km SMFs.   

 
After the dispersion compensation by 1.23 km long proposed 
O-MOF for the dispersion accumulated in 40 km long SMF, 
the residual dispersion curve is shown fig. 4(c).  From 
simulation result it is clear that, our proposed design could be 
a suitable candidate for high bit rate transmission systems 
covering S, C and L bands [13].  

 

 

 

Comparision between properties of the proposed MOF and 
other MOF at 1550 nm is shown in Table I. 

TABLE I.  COMPARISON OF MODAL PROPERTIES BETWEEN PROPOSED 
MOF AND OTHER DESIGNS                    

 

V. CONCLUSION  
In summary, we have reported a relatively simple highly 

birefringent broadband dispersion compensating MOF. It has 
been shown through simulation results, by using  proposed 
broadband dispersion compensating MOF, negative dispersion 
coefficient of about - 396 to - 735 ps/(nm.km) is successfully 
obtained over the S, C and L bands and an RDS close to that 
of a conventional SMF simultaneously. Another excellent 
feature of our designed fiber is that it offers high   
birefringence as 3.06×10-2 along with the property of 
dispersion compensation. Due to having excellent guiding 
properties, our proposed MOF could be a suitable candidate 
for sensing and broadband dispersion compensation in high bit 
rate transmission network 
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Abstract—Recently digital signal processing (DSP) based channel 
parameter estimation in coherent optical receivers attacks 
significant attention. Second-order polarization mode dispersion 
(PMD) is an important parameter to estimate for high-speed 
optical communication systems. In this paper, we propose a new 
second-order PMD estimation technique from the adaptive 
frequency-domain equalizer (FDE). The proposed method is 
verified with 100-Gbits/s dual-polarization QPSK experiments. 

Keywords—Optical fiber communication, digital coherent 
receivers, channel parameter estimation, digital signal processing. 

I.  INTRODUCTION 
Channel parameters in an optical communication system 

such chromatic dispersion (CD), polarization-mode dispersion 
(PMD) and polarization-dependent loss (PDL) are needed to be 
estimated because such parameters monitoring serves 
information of channel quality and also helps network 
management functionalities such as impairment-aware-routing 
[1]. For long-haul high-speed communication systems, 
estimation of PMD up to second-order  is essential.  

Recent advances in coherent receivers allow for fiber 
transmission impairments such as CD, PMD and PDL to be 
mitigated and estimated by using digital signal processing 
(DSP) techniques. Several efforts for multi-impairment 
estimation from the adaptive finite-impulse-response (FIR) 
filter based equalizer have already been demonstrated [2-4]. As 
to the second-order PMD, it is estimated either by using 
training sequences [5] or blindly using adaptive FIR filter [6]. 
However, training sequences reduces transmission efficiency. 
On the other hand, the key requirement of FIR based 
estimation is that the filter delay-tap length should be long 
enough to equalize all the linear impairments. However, with 
increasing number of delay taps, the computational complexity 
of the time-domain FIR filters increases sharply [7]-[8].  

To overcome such difficulties, in this paper, second-order 
PMD estimation from adaptive frequency-domain equalizer 
(FDE) is proposed. The adaptive FDE can reduce the 
computational cost significantly relying on block-by-block 
processing and fast implementation of discrete Fourier 
transform (DFT) [9]. In fact, the complexity in terms of 
required number of complex multiplications for adaptive TDE 
is in the order of N2 while that for FDE is only log (N) where N 
is the number of taps. Thus, adaptive FDE is a good choice for 
multi-impairment estimation in digital coherent receivers. 
Effectiveness of the proposed estimation scheme is validated 

with 100-Gbits/s polarization-division multiplexed QPSK 
transmission experiments and estimation results are compared 
with those from time-domain adaptive FIR case.  

II. ADAPTIVE FDE 
Employing the overlap-save method, adaptive FDE can be 

constructed by calculating the gradient vector in the time 
domain. To allow an adaptive FDE that can work on two-fold 
oversample-sampled input sequence, as shown in Fig.1, it is 
configured by even- and odd- sub-equalizer concept where 
each sub-equalizer operates on symbol-spaced input sequence 
[8]. 

Consider that the incoming optical signal after homodyne 
coherent detection is sampled with ADCs at the rate of twice 
symbol rate. Then, the two-fold oversampled sequence ux,y(n) 
are sub-divided into two even and odd sequences as 

, , , ,
T[ (2 ), (2 2), , (2 )]( ) ,e

x y x y x y x yu m u m u m Nm = − −u
 (1) 

, , , ,
T[ (2 1), (2 1), , (2 1)]( ) .o

x y x y x y x yu m u m u m Nm = + − − +u
  

where, m is the symbol-spaced sampling time index related to 
n as n=2m+1 (m=0,1,2···). Consider that each filter length is N 
and tap-weight vectors are given as 

 ,0 ,1 , 1( ) [ ( ), ( ), ( )]pq pq pq pq Nm h m h m h m−= ⋅⋅ ⋅h , (3) 

where p and q are either x or y. Correspondingly, the tap 
coefficient vectors are partitioned into even and odd sub-
equalizer coefficients of length L=N/2 and can be written as 

 ,0 ,2 ,2 2( ) [ ( ), ( ), ( )],e
pq pq pq pq Lm h m h m h n−= ⋅⋅ ⋅h  (4) 

 ,1 ,3 ,2 1( ) [ ( ), ( ), ( )].o
pq pq pq pq Lm h m h m h m−= ⋅⋅ ⋅h  (5)  

Considering 50% overlapping factor, frequency domain 
input vectors, ,

,
( )e o

x y
kU  of length 2L (L samples from current 

block and L samples from previous block) for the sub-
equalizers can be written as 

 , , ,

, , ,
( ) FFT[ ( ) ( 1)],e o e o e o

x y x y x y
k u kL L u kL L= − ⋅ ⋅ ⋅ + −U  (6) 

where k is block index and relates to m as 
( 0, 1, , 1).m kL i i L= + = −  Then, the L tap-weights of the 

sub-equalizers are padded with L zeros and 2L point FFT is 
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(9)

(10)

(17)

performed. Let , ( )e o

pq
kH is the frequency-domain coefficients 

vector of zero padded tap-weight vector h(k) which is 
calculated as 

 , ,( ) FFT[ ( ); ].e o e o

pq pq M
k k=H h O  (7) 

Then, by using overlap-save method the time-domain 
output vector of length L can be found as 

 
, ,

( ) last  elements of IFFT{ ( )},
x y x y

k L k=v V  (8) 
where, 

 

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ),

e e o o
x xx x xx x

e e o o
xy y xy y

k k k k k

k k k k
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+ ⊗ + ⊗

V H U H U

H U H U

 

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ).

e e o o
y yx x yx x

e e o o
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k k k k
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Fig.1: Schematic of adaptive FDE enabling two-fold oversampled 

input sequences for dual-polarization transmission systems 
 
The error signal for CMA is then calculated in time-domain as 

 , , , ,( ) [1 ( ) conj{ ( )}] ( ).x y x y x y x yk k k k= − ⊗ ⊗e v v v
 

(11) 

Then augmenting , ( )x y ke with L zeros, we convert it to the 
frequency-domain vector with the column length of 2L as  

 
T

, ,( ) FFT[ ; ( )] .x y L x yk k=E O e
 

(12) 

Applying the overlap-save method, we calculate the gradient 
vector , ( )e o

pq k∇  as 

 
, , T( ) first  terms of IFFT[ conj{ ( )}] .e o e o

pq p qk L k∇ = ⊗E U
 

(13) 

Finally, tap weights are updated in the frequency domain by 
using the gradient decent algorithm as   

 
, , , T( 1) ( ) FFT[ ( ); ] ,e o e o e o

pq pq pq Lk k kμ+ = + ∇H H O  (14) 

where µ is the step-size parameter.  

III. SECOND-ORDER PMD ESTIMATION ALGORITHM 
After the convergence of the filters, the impulse responses 

of eight sub-equalizers can be found as 

 
, ,( ) IFFT{ ( )}.e o e o

pq pqk k=h H
 

(15) 

Then we can construct the monitoring matrix as 

 

1
( ) ( )

( ) .
( ) ( )

xx xy

yx yy

k k
DFT

k k
ω

−
⎧ ⎫⎡ ⎤⎪ ⎪= ⎨ ⎬⎢ ⎥
⎪ ⎪⎣ ⎦⎩ ⎭

h h
M

h h
 

(16) 

where the elements of the matrix are calculated as 

 
,0 ,0 ,1 ,1

, 1 , 1

( ) [ ( ), ( ), ( ), ( )

( ), ( )]

e o e o
pq pq pq pq pq

e o T
pq L pq L

k h k h k h k h k

h k h k− −

= ⋅⋅⋅h
 

The monitoring matrix is essentially the inverse of the 
channel transfer function. Therefore, the eigen values of the 
matrix 1( ) ( )ω ω ω−+ ΔM M , ρ1,2, are associated with group 
delays of the two principle state of polarization (PSP) [2]. The 
first-order PMD or differential group delay (DGD), Δτ can be 
estimated as 

 1 2arg( / )
( / 2) .

ρ ρτ ω ω
ω

Δ + Δ =
Δ

 (18) 

The necessary condition to avoid ambiguities arising from the 
multi-valued argument function is τ ω πΔ Δ < . 

( )τ ω ω+ Δ( )τ ω

ωτ ωΔ

ωτ ω⊥ Δ

||ωτ ωΔ

p̂

p̂ω

 
Fig.2: Definition of second-order PMD vector. Second-order PMD 
vector is shown with its perpendicular and parallel components for 
two PMD vectors at angular frequencies ω  and ω ω+ Δ . This is 

given as the derivative of the first-order PMD vector with respect to 
the angular frequency ω . 

As shown in Fig. 2, the second-order PMD vector is 
described by the derivative of the fiber PMD vector 

p̂τ τ= Δ and can be written as 

 ˆ ˆ ,p pω ω ωτ τ τ= Δ + Δ   (19) 

where p̂  is the unit vector pointing the direction of the slow 
PSP. The magnitude of the first component ωτΔ  is the 
change of DGD with the angular frequency, causing 
polarization-dependent chromatic dispersion (PCD). Since 
frequency-dependent DGD can be estimated from Eq. (18), 
PCD can be calculated as 
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 1 2

2 1

( ) ( )
.PCD ω

τ ω τ ωτ
ω ω

Δ − Δ
= Δ =

−
 (20) 

The second-term p̂ωτΔ  relates to the PSP depolarization, that 
is, a rotation of the PSP with the angular frequency. The eigen 
vectors of the matrix 1( ) ( )ω ω ω−+ ΔM M  locate the PSP as a 
function of ω. Consider the eigen vectors are 1,2| t 〉 and S  is 
the Stokes vector corresponding to the slow PSP 1| t 〉 ; then the 
unit vector p̂ can be found as ˆ / | |p S S= . The angular rate of 
PSP rotation p̂ω  from ω1 to ω2 can be found as  

 
1

2 1

2 1

ˆ ˆcos { ( ). ( )}ˆ .
p p

pω
ω ω

ω ω

−

=
−

  (21) 

Therefore, the degree of depolarization (DEP) is calculated as 

 ˆ .DEP pω τ= Δ  (22) 

Finally, the magnitude of total second-order PMD can be 
estimated as 

 2 2 .PCD DEPωτ = +  (23) 

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS 

A. Experimental Setup 
 To verify the proposed algorithm, we conduct second-order 
PMD monitoring experiments. We use a commercial all-order 
PMD emulator (PMDE) between the 100-Gbit/s dual-
polarization transmitters and a coherent optical receiver. The 
transmitter as well as local oscillator lasers are distributed-
feedback laser diodes (DFB-LD), each having a 3-dB 
linewidth of 150 kHz and a center wavelength of 1552 nm. A 
50-Gbit/s NRZ QPSK signal is generated using a LiNbO3 
optical IQ modulator (IQM) from two streams of pre-coded 
data from a pulse-pattern generator (PPG) with 29-1 pseudo-
random binary sequences (PRBS). A 100-Gbit/s dual-
polarization signal is then produced in the split-delay-combine 
manner. Then the signal passed through the PMDE. The 
PMDE uses three programmable DGD sections separated by 
polarization controller to generate all-order PMD with tunable 
statistics. The PMDE is set to generate a Maxwellian-
distributed DGD with the mean value of 35 ps and a 
corresponding second-order PMD with a refresh rate of 10 ms. 
The signal is then pre-amplified by an erbium-doped fiber 
amplifier (EDFA) and incident on a coherent optical receiver 
employing phase and polarization diversities. The received 
power is fixed so that BER is around 3x10-4. The outputs are 
sampled and digitized at 50 GSample/s with analog-to-digital 
converters (ADCs), and stored for offline DSP. 

In the DSP circuit, sampling-phase adjustment, 
polarization demultiplexing, and signal equalization are done 
simultaneously either by the adaptive FDE or by the 
conventional adaptive FIR filters, where CMA adapted filter-
tap weights. In both cases, the singularity problem [10] 

inherent in the CMA is handled by introducing the training 
mode prior to the blind CMA mode [11]. The delay-tap length 
for the FIR is N=32 and the block length of each sub-equalizer 
for the FDE is N/2=16. The step-size parameter for both cases 
is 2-10. After the convergence, filter tap coefficients are used 
for second-order PMD estimation with the algorithm described 
in the previous section. 
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Fig.3: Schematics of experimental setup to verify the proposed 

second-order PMD estimation scheme 

B. Results and Discussions 
If B is the symbol rate, the spectrum of the transfer 

function of a T/2-spaced filter covers the range from -B to +B. 
However, the parameter estimation is concentrated to several 
center taps only where low-pass electrical filters in the 
transmitter and the receiver have the linear phase response.  

To verify the proposed second-order PMD estimation 
scheme, we estimate the statistical behavior of second-order 
PMD and compare it with the theoretical density as described 
in [12]-[13].  
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Fig. 4: Measured DGD and second-order PMD spectrum from an 

arbitrary sample 
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Fig.5: Probability densities of the first- and second-order PMD. Bars 

show those estimated from monitored values and solid curves are 
theoretical ones. 
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Figure 4 shows the estimated spectrum of DGD and 
second-order PMD. For both the cases, the estimated value 
from adaptive FIR and FDE are almost same. From such 
spectrum, we count the DGD and second-order PMD at centre 
frequency from 700 samples and calculate their probability 
densities as shown in Fig. 5. The measured probability 
densities for all the cases match well with the theory. The 
mean DGD estimated from the FIR is 35.64 ps while that from 
FDE is 35.36 ps; both values are very close to the set value of 
35 ps. As of the second-order PMD, the mean value estimated 
from FIR is 627 ps2 while that from FDE is 616 ps2 which are 
about 20% less than the predicted mean value. The 
dissimilarity between the estimated second-order PMD and the 
theoretical prediction may stem from the inadequate number 
of statistical samples and using only three DGD sections in 
our PMDE which is insufficient to generate the second-order 
PMD similar to that of the real fiber. 

V. CONCLUSIONS 
A novel approach of second-order PMD estimation from 

adaptive FDE is proposed and experimentally verified. The 
estimation performance is found similar to that from adaptive 
FIR filter; however, proposed concept has less computational 
complexity. 
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Abstract— Generation of test data is a central theme in testing 
field. One of the major testing methodologies is user-session-
based testing. The main goal of user-session-based testing is to 
capture and replay real user sessions. It is an acceptable method 
to test web applications. However, as a black-box testing, test 
case generation totally based on user session data may not be 
qualified for ensuring the reliability of web applications. We 
discuss here an approach where user session data with Request 
Dependence Graph (RDG) of web application have been 
combined, to generate test cases automatically. Based on an 
existing Genetic Algorithm (GA) heuristics, we propose an 
approach which is more effective. A model of Request 
Dependency Graph (RDG) is first constructed according to the 
structural analysis of the application under test; and then 
transition relations between pages and requests are extracted 
based on the request dependence graph (RDG). Our 
experimental result has indicated that our approach is better 
than the aforementioned existing user-session-based testing 
algorithm. 

Keywords—Genetic Algorithm (GA), User Session based 
Request Dependency Graph (US-RDG), Request Dependency 
Graph (RDG) 

I.  INTRODUCTION  
Web service [20] is a software system that is designed to 

support interoperable machine to machine interaction over a 
network. Web services which are Web APIs can be accessed 
over a network, such as the Internet, and executed on a remote 
system hosting the requested services. 

Web services hold the promise of integrating software 
applications from heterogeneous networks and exchanging 
information in a simple, standardized manner. Now-a-day, 
majority of companies are moving to services-oriented 
architectures (SOAs) i.e. a web page or a website and 
manipulating web services within and across their IT 
infrastructure.  

Different integrations and innovations have been made 
possible by web services. Web services have also determined 
but how these services affect the quality and performance of 
the mission-critical applications with which they interface. 

 As such, it is crucial to thoroughly test Web services 
before they are deployed in order to ensure service level 
compliance in production. XML is used to encode all 
communications in a web service. Web Services, as self-

contained, modular, distributed, dynamic applications, can be 
described, published, located, or invoked over the network to 
create products, processes, and supply chains. These 
applications can be local, distributed, or Web-based.  

Web services are built on top of open standards such as 
TCP/IP, HTTP, Java, HTML, and XML. Various web service 
development options like PHP web development, ASP, .NET, 
web applications, computer languages, programming and web 
application platforms all together makes online presence of a 
particular website over the net through server networking, 
hosting and other web services. 

With the increasing sophistication of software applications 
and the expanding role of database, testers require high 
volumes of high quality, realistic test data that can faithfully 
represent existing, and stress-test new, platforms. So, realistic 
data must be correctly formed, according to structural rules and 
must also have semantics that represent real-world entities. If 
an automated tool generates many unusual and endemic inputs 
that a user is unlikely to use, then the tester will soon abandon 
the tool or disregard its findings. 

Session-based test case generation [1], [2] is a mechanism 
of replaying the user session to ensure the relational transition 
for a web application. To remove the redundancy problem in 
user – session Genetic Algorithm (GA) heuristic has been 
applied in [1], where two point crossover and mutation 
property of GA have been used to increase the transition 
coverage number in a web application for a user – session. 
Genetic Algorithm (GA) heuristic actually consists of two 
basic properties, crossover and mutation. There are many ways 
how to perform crossover and mutation. Worth mentioning 
ones are, single point crossover, two point crossover, selective 
crossover, uniform crossover for crossover property as well as 
order change mutation, changing operator mutation, adding 
mutation for mutation property. Our contribution in this paper 
lies in generating more effective session based test case with a 
new approach over [1] of GA heuristic where we have used 
selective crossover and adding mutation property. We have 
successfully increased the transition coverage without 
participating in a lengthy and time consuming calculation. This 
improvement has been evidenced by experimental results. 

The organization of rest of the paper is as follows. In 
section II, we describe the most relevant works along with their 
limitations. Then in section III, we have described the setup of 
our proposed approach using some steps, which is largely 
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adapted from [1]. After that, we have shown experimental 
result of our proposed approach in section IV based on an open 
source online Book Store which is available at gotocode.com. 
Finally in section V, we give a conclusion based on our 
approach. 

II. RELATED WORKS 
User-session-based testing [1], [2] has been researched 

recently to make use of user session data to generate test cases 
from a functional standpoint. Session information transparently 
collects user interactions, and is stored in a server log. 

A user session is composed of a sequence of user requests. 
A request is generally in the form of user IP, timestamp, 
request pattern (GET/POST), URL, parameter-value pairs, data 
transmission protocol, etc. User-session based testing 
automatically generates test cases based on user-session. By 
capturing and replaying user sessions, this technique reruns 
real user induced events to meet the functional requirements of 
web application. When compared with traditional white box 
testing, user-session-based testing reduces much human effort 
of manual test case generation. Additionally, test cases 
generated from user sessions are more representative of the real 
field usage application. 

           That’s why, several works have been done on web 
testing area and some of them emphasizes on user-session 
based testing and test case generation, as thus are likely to 
detect faults effectively. Works on automated test case 
generation using Genetic Algorithm (GA) heuristic have 
remarkable importance on web testing era.  

           However, some other effective works have been 
done though they have some limitations. Some approaches in 
[1], [2] have been proposed to generate test data relying on the 
structure analysis of web application in terms of traditional 
white-box testing.  

An approach has proposed in [19] to create a model based 
on Unified Modeling Language (UML), in which path 
expression was created to generate test cases for web 
application. Web applications have been partitioned into 
logical components (LCs) in [2] at different levels of 
abstraction. 

 

 

 

  

 

 

 

 

 

 

Figure 1.  Genetic Encoding and Chromosome (reproduced from [1])   

 To partition into different abstraction, it used Pages-Flow-
Diagram (PFD) and then used an automaton to model those 
LCs, with which test cases could be generated automatically.   

But generating test case manually, changeability of web 
structure, randomness of web application result, deploying 
environment and some volatile issue have put some limitations 
on these works.  

In this paper, a user-session is considered as a chromosome 
as like Fig. 1. Whole web application has been drawn as a 
User-Session Request Dependency Graph (US-RDG). Then 
they approached for Genetic Algorithm (GA) heuristics on 
each chromosome. 

For generating optimal test cases using Genetic Algorithm 
(GA) heuristic on the basis of Gray-Box testing an approach in 
[1] has been made.  

Though it covers most of the previously mentioned 
problems, still it has some limitations. Specifically, 
performances of Genetic Algorithm (GA) heuristics depend on 
them very much. The type and implementation of operators 
depends on the encoding and also on the problem. In particular 
the problems are as follows, 

1. In the Crossover operation they used two-point 
crossover method and considered all common 
nodes between two user-sessions for crossover as 
shown in Fig. 2. There are two common nodes and 
after crossover four offsprings (user-session) will 
be generated and fitness of each user-session will 
be calculated to decide whether it will be 
accommodated in the test-suite or not. But what 
will happen if there exists more common nodes? 
This is very usual for a user-session and for 10 
common nodes we will get more than 20 new 
user-sessions. For each of these, we have to 
calculate the fitness for the decision whether it 
will be discarded or collected, which is definitely 
cumbersome and time consuming. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.  Crossover Process (reproduced from [1]) 
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Figure 3.  Mutation Process (reproduced from [1]) 

2. In mutation, they have selected a random chain 
from user-sessions to change the request node in 
order to increase the fitness of a user-session as 
shown in Fig. 3. But if a user-session has more 
than one identical starting and ending nodes 
similar to the selected chain, then according to the 
process, the chain will be inserted to all the 
identical nodes. As a result it will create redundant 
tests for replaying a user-session. That is why; 
fitness of that user-session will be demurred. 

We have tried to overcome these problems and generated 
more effective user – session for replaying to test web services. 
Detailed description of our methodology is produced in the 
following section. 

III. PRILIMINARIES 
The setup described below is adapted from [1] with 

necessary modifications to incorporate our proposed 
improvements. 

A. Constructing User Session based Request Dependency 
Graph (US-RDG) 
It’s easy to depict a web application dependency 

relationship by a graph. There exists a request dependence 
relationship between pages, and this relationship can be 
attained from the developers, that is, a specification document 
or source code analysis of the application. A web page A is 
request dependent on a web page B if an execution of B will 
trigger a request for A. To depict the request dependence 
relationship clearly, a Request Dependence Graph (RDG) has 
been constructed in [1]. In this graph, a node represents a web 
page, a directed edge represents a request dependence 
relationship between two pages, and the request itself is 
presented to identify each directed edge. Fig. 4 illustrates 
Partial Request Dependence Graph. Though it may seem a little 
awkward to reproduce these 4 figures from another paper, but 
we think that in order to create a solid impression on the 
present scenario inclusion of these figures is important.   

 

 

 

 

 

 

 

 

 

 
Figure 4.  Partial Request Dependence Graph (reproduced from [1]) 

B. Selecting Effective Population Generating and Genetic 
Coding 
In our improved methodology over [1], to encode 

chromosome, pre-analysis is carried out over the request 
sequence of each user session. Before constructing user session 
based request dependency graph (US-RDG), we will make sure 
that there is no existence of duplicate user-session (exactly 
identical user-session) in the total collection of user-sessions. 
We will consider particularly for CDTR and CLTR of each 
chromosome, where CDTR and CLTR separately denotes the 
number of data and link dependence transition relations 
covered in the chromosome. We will rearrange the request 
nodes of a user-session to check whether it is same as other in 
the total collection or not. After that we will get a collection of 
user-session without duplication. We will consider the first 
page node of a chromosome with Uniform Resource Location 
(URL) � since the first request of a user session has no 
previous request to fix a page which triggers it.  

C. Fitness Function and Selection Strategy  
 

In [1], CDTR has been given more importance over CLTR 
using a coefficient. But we want to put same emphasis on both, 
because, in present days, a substantial number of web 
applications are used through mobile phones or other smart 
devices. In these cases, link transitions are important as the 
data over a User Interface (UI) to create an effect on another 
UI.  

We evaluate fitness of each chromosome based on the 
transition relation coverage analysis. For a chromosome, we 
calculate how many transition relations were covered in it. In 
addition, we introduce the dependence property of each 
covered transition relation into fitness calculation, because 
there is difference between data dependence transition relation 
and link dependence transition relation in fault detection. 

 Thus we enhanced the fitness function by using some 
factors.   

( ) LTR)+(DTRCLTR+CDTRvalueFitness /=  (1) 
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CDTR and CLTR separately denote the number of data 
transition relations and the number of link transition relations, 
covered by a chromosome. DTR and LTR separately denote 
the number of data transition relations and the number of link 
transitions relations existing in the application which are 
attained from the structural analysis in request dependence 
graph construction. From the fitness function, we can see that 
the highest fitness value is achieved as 1 when a chromosome 
covers all the data dependence transition relations and link 
dependence transition relations existing in the application. 

 

D. Crossover 
In our proposed method, in contrast with two point 

crossover in [1], we will use selective crossover method for the 
crossover property. At first, we will measure a primary fitness 
value for each chromosome in our collection. Then we will 
take the highest fitness value possessing two chromosomes as 
Parent Chromosome 1 and Parent Chromosome 2 for crossover 
operation and we will ensure single point crossover for these 
two chromosomes as shown in Fig. 5. 

Then two offsprings will be generated and we will calculate 
the fitness value for both. If the new fitness value is greater 
than the fitness value of any other chromosome in the 
collection, then the new one will replace it. We will always 
look for the highest fitness value. Once a crossover operation is 
finished, the collection will be resorted as per the fitness value 
of each chromosome.   

In [1], they considered two parent chromosomes randomly 
from the collection of user sessions and two point crossover. 
After a successful crossover operation, it cannot be 
deterministically determined whether the fitness value of the 
newly created offspring will increase or not as a result of 
random selection of parent chromosome and producing useless 
offsprings. We considered the highest fitness value possessing 
two chromosomes as parent chromosome. After a single point 
crossover there is a probability for increasing the fitness value 
for the newly created offspring and so far iteratively fitness 
value is increasing.  

 

 

 

 

 

 

 

 

 

 

 

Figure 5.  Proposed Crossover Process  

As in our methodology, there is a very little chance for 
producing useless offspring, so the probability of increasing the 
fitness value in each iteration for a newly created offspring is 
high and within a few iteration the fitness value will reach to a 
considerable level. Therefore, the more the fitness value, the 
more improvement in test-suite. So it is better to select the 
highest fitness valued chromosomes as parent chromosome 
than selecting two parent chromosomes randomly.  

Here, we reduce the probability of generating useless 
offsprings and decrease the calculation of fitness in every step 
of crossover between two parent chromosomes. 

E. Mutation  
  In mutation, as elaborated in section II, [1] suffers from 

the problem of inserting redundant chains. In order to 
circumvent this problem, we will randomly select a chain from 
a chromosome whose presence is comparatively less among 
the chromosomes and whose starting node has a match with the 
last node of the chromosome which we have got after the 
crossover operation. Thus it will accelerate the probability of 
creating a new offspring which covers more transitions.  

Fig. 6 shows the mutation process. In the mutation process, 
a mutation probability is first predefined, and for each 
chromosome a mutation score is randomly generated to 
compare with the mutation probability to decide whether or not 
a mutation will be processed. After that, the common transition 
relations covered between the mutating chromosome and the 
selected chain are counted, and the common ratio in the 
selected chain is calculated. If the common ratio is smaller than 
a predefined common threshold, then mutation process will be 
carried out.  

Otherwise, another chain will be selected to be judged as 
the foregoing one, until the mutation process is successfully 
finished or the iteration count reaches a limiting value. Here we 
have decreased the redundancy probability of a chain within a 
chromosome and unnecessary calculations 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.  Proposed Mutation Process 
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F. Acceptance and Replacement  
For the fact that the aforementioned two processes of 

crossover and mutation are fraught with uncertainty due to GA 
heuristics, it is not sure that the generated offsprings are 
superior to their parents. We will recalculate the fitness values 
of the new ones with the fitness function in step B; and then 
their fitness values will be compared with that of the parents, 
after which two chromosomes with relatively high fitness value 
will be selected and placed in a new population. This process 
assures that in any case, the optimal chromosome is inherited. 
The new population is used for the next iteration of the 
heuristic. 

G. Stop 
 If the average fitness value reaches a steady state in recent 

several populations or a predefined maximum generation has 
been achieved, the mutation should be stopped, and the best 
solution should be returned in the current population. 

H. Loop 
Go to step C (Fitness Function and Selection Strategy). 

 

IV. EXPERIMENTAL RESULT 
 

In order to substantiate our theoretical claim in an actual 
scenario, we conducted the empirical study on the same web 
application (an open source online book store available at 
gotocode.com) as [1] had used to check the performance of 
user session based request dependency graph (US-RDG) and 
effectiveness of the generated test suite. The online book store 
allows users to register, sign in/out, search books, order books, 
edit shopping cart and edit user profile. But we have collected 
more number of user-sessions than [1] and applied our 
methodology on them. Details of our experiment have been 
illustrated in Table 1. 

The graphs in Fig. 7 and Fig. 8, present the results of our 
experiment. Our GA heuristic parameters were: (1) fitness 
percentage threshold: 0.92; (2) mutation probability: 0.25. 
Compare to [1], our results show improvement both in fitness 
value generation speed and final fitness value. After seventeen 
iterations, we have achieved 70% coverage of the application, 
where in [1], 70% coverage has been achieved after twenty 
three iterations.  When we run more than seventeen iterations 
then we achieved 79% coverage successfully. As a 
consequence, we have been able to cover more transitions 
within a shorter time period and less number of iterations. 

 

 

 

 

 

 

TABLE I.  CHARACTERISTICS OF THE COLLECTED USER SESSIONS 

Characteristic Values 
Total number of user sessions  97 

Total number of requests accessed 1682 

Largest user session in the number of 
requests 56 

Average user session in the number of 
requests 14.4 

Number of unique requests covered 
(coverage percentage) 15 (100%) 

Number %of data dependence transition 
relations covered (coverage percentage) 18 (100%) 

Number of %link dependence transition 
relations covered (coverage percentage) 

29 
(78.64%) 

Number of transition relations covered 
(coverage percentages) 47 (87.24) 

 

 

 

 

 

 

 

       
 

 

Figure 7.  Generation Table for Mutation Process (Average Fitness) 

 

 

 

 

 
 
 

 

 
 
 

  
 
 
 
 

Figure 8.  (A) Generation Table for Average Transition Relation Coverage 
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Figure 9.  (B) Generation Table for Average Transition Relation Coverage 

V. CONCLUSION AND FUTURE WORKS 
In our approach we have emphasized on the both data and 

link transitions. Selective crossover method has been applied to 
reduce the number of generating worthless or unnecessary 
offsprings and thus avoid the cumbersome calculation of 
fitness value. Though it is uncertain and risky for a small 
number of user-session but it carries remarkable output for the 
web applications those are used very effectively and create a 
large number of user-sessions. In mutation we have tried to 
apply a different process, adding chain in the end of a 
chromosome which has a large possibility of increasing the 
number of transition coverage and as well as the fitness value 
of the chromosome. Superiority of our proposed method has 
been evidenced by experimental results. In the future, we plan 
to apply Uniform Crossover method where nodes will be 
changed randomly between two parent chromosomes 
according to their common node to find some better solution 
over this methodology. 
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Abstract—Job rotation is a significant approach of job design 
used in manufacturing, assembly or any service providing 
system, which requires the workers to move between different 
tasks, at fixed or irregular periods of time. Now a days it is 
increasingly employed in organizations because it benefits not 
only the workers by preventing musculoskeletal disorder, 
eliminating boredom and increasing job satisfaction  but also the 
management by increasing productivity, creating morale and 
loyalty in workers and decreasing turnover rate. In this paper a 
job rotation schedule of a construction firm has been developed 
by using genetic algorithm to eliminate repetitive tasks for each 
of the workers. This genetic algorithm has been implemented as a 
multi-factor algorithm since it takes into account ergonomic, 
competence, environmental, and physical skill factors to develop 
an optimum job rotation schedule. Genetic operators- crossover 
and mutation are used to create new solutions in each generation 
maintaining some conditions. Finally a case study has been 
conducted to validate the proposed methodology. 

Keywords—Genetic algorithm, Job rotation schedule, 
Ergonomic factor, Musculoskeletal (MSK) disorder. 

I.  INTRODUCTION 
Flexibility at workplace is today’s most common word all 

over the world. It’s very crucial to provide a suitable working 
environment for workers and to achieve certain human 
resource objectives. Working with repetitive movement of 
same body part for a long time is dangerous to health and 
causes musculoskeletal (MSK) disorders that result into job 
boredom, job absenteeism and job turnover. To protect workers 
from MSK disorders and job boredom and to motivate workers 
towards workplace who are assigned to repetitive tasks, job 
designing through job rotation is a must. As a result, it ensures 
the highest productivity possible without sacrificing quality, 
service, or responsiveness. Job rotation scheduling problem is 
generally structured as a multi-period assignment model, which 
has a great deal of feasible rotations impossible to be 
enumerated and evaluated for optimality by mathematical 
programming approaches particularly for large-size problems 
[6]. Thus, a genetic algorithm model has been approached to 
schedule a job rotation. 

Job rotation can be defined as working at different tasks or 
in different positions for set periods of time [5] in a planned 
way using lateral transfers aiming to allow employees to gain a 
range of knowledge, skills and competencies and is also seen 
as an on-the-job training technique [5]. Workers must do 
something completely different during rotation. Different tasks 

must engage different muscle groups in order to allow recovery 
for those already strained. The design of efficient rotation 
schedules is a complex problem due to the many factors to be 
considered for the assignment of workers to jobs in each 
rotation. For example, four factors have been considered in this 
research to develop a job rotation schedule. In previous works, 
job rotation scheduling problem was solved using integer 
programming [2, 7], heuristics [8], metaheuristics such as 
genetic algorithms [2] or by combining integer programming 
and metaheuristic models [3]. Tharmmaphornphilas proposed 
an integer programming model [7] and a method based on 
heuristics [8] for developing robust job rotation schedules to 
reduce the likelihood of low back injury due to lifting. 
Carnahan et al. [2] developed a genetic algorithm for the design 
of rotation schedules to prevent back injuries. John S. Dean [4] 
designed a job rotation schedule by implementing genetic 
algorithm staff-scheduling solutions for scheduling nurses at a 
hospital. A traditional bit-string chromosome structure and a 
two-dimensional array chromosome structure have been used 
as solution to represent each schedule. Boyd and Savory [1] 
applied a genetic algorithm for scheduling laboratory personnel 
and the genetic algorithm approach appears to be useful for 
scheduling in highly technical work environments that employ 
multi-skilled workers. In this study, the schedule is developed 
by a genetic algorithm which considers four types of factors: 
ergonomic, competence, environmental and physical skill 
factors. Ergonomic factor shows how frequently a body 
movement is required to accomplish a job and shows how 
much difficulties a worker is facing with this body movement. 
Work-related competences are the knowledge and skills that 
can be useful to accomplish the job. Environmental factor 
defines whether the environment has a suitable work condition 
or not. If the condition is not suitable then it determines how 
much bad it is. Physical skill factor refers to physical ability of 
the worker either he possess enough ability or not. It also 
determines how much difficulties a worker is facing of doing a 
specific job. No previous works has included all of these four 
factors. Here an important concept has come in light that the 
ability of worker cannot always be judged by the fact of having 
ability or no ability, the worker can have more or less ability 
than the required amount. This study has showed that a worker 
can be assigned to a job even though he possess less ability, 
initially it will cause more cost but with time the cost can be 
minimized. 
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II. PROBLEM STATEMENT 
Job rotation schedule is generally applied in all those fields 

where each worker possesses the ability to work in all the jobs 
of that particular field with or without small training. If there 
are a several number of workers & jobs and total working hour 
is divided in more than one shift which is called rotation, then 
it is possible to develop several number of job rotation 
schedules among which only one always gives the best result. 
All the workers have the training level required to perform the 
activities of the jobs selected. The working day is of 8 hours, 
with a break of 1 hour for lunch at midday. The first two 
rotations are 2 hours long and last two rotations are one and a 
half hours long, making the start of third rotation coincide with 
the end of lunch break. The first two rotations have an 
allowance time of 12 minutes and last two have an allowance 
of 9 minutes. If a body movement is done while performing a 
job in the earlier rotation, then it definitely affects that body 
movement in the following rotations. That means if a body 
movement is required in first rotation and again if it is required 
in second rotation, then that ergonomic factor or body 
movement in second rotation is surely to be influenced by the 
frequency of body movement required by the job in the first 
rotation. The scale of influence factor is shown in Table I. If 
there is no influence then the score becomes 1 and if totally 
influenced then the score becomes 0. The assignments of 
workers to different jobs should minimize the repetitive 
movements of the same body parts and should also consider the 
physical ability and competences of workers to do the jobs. 

TABLE I.  DIFFERENT INFLUENCE LEVELS AND CORRESPONDING SCORES 

Influence Level Relative Score 

No Influence 1 

Very Small Influence 0.8 

Relatively Small Influence 0.6 

Relatively High Influence 0.4 

Very High Influence 0.2 
Totally Influenced 0 

All possible schedules are not to be granted, only those 
schedules are granted which satisfy three specific conditions 
which are– ‘same worker can’t be assigned on same job in two 
different rotations’, ‘same worker can’t be assigned on two 
different jobs in a single rotation’, and ‘two distinct workers 
can’t be assigned on same job in the same rotation’. There are 
different jobs in different fields. The jobs of construction firm 
which can be done by almost all the workers can be listed as 
brick, sand, and cement loading as well as unloading, washing 
and breaking bricks, bending and cutting rods, making 
mixtures, earth excavation, sand compaction, curing etc. The 
basic four types of factors which are ergonomic, competence, 
environmental and physical skill factors are same for all cases 
but the sub factors under them vary from field to field. Arm 
abduction, extension and flexion, neck extension, flexion and 
turning, hand turning, finger pinching etc. are the construction 
work related ergonomic factors. Company strategy and policy, 
self-control, motivation, learning skill etc. are relevant 
competence factors and high temperature and pressure, sunny 
and dusty weather, noisy working area etc. are relevant 

environmental factors. In this particular field, climbing (ladder 
or stair), exerting force during moving and working, working 
in height, taking bulk or piece load on head etc. can be listed as 
relevant physical ability. 

III. FITNESS ASSESSMENT MODEL FORMULATION 
The job rotation model is formulated as a maximization 

problem and the algorithm determines the optimum job rotation 
schedule on the basis of the overall fitness value of the 
schedules. The schedule which has the highest fitness value is 
the most optimum one. To compute the overall fitness of a 
schedule it is needed to compute the fitness value 
corresponding to each of ergonomic, competence, Physical 
skill and environmental factors. To compute these fitness 
values, it is needed to judge the factors against jobs and 
workers. Different kinds of jobs involve different body 
movements. A particular job does not necessarily require all 
kind of body movements, besides it may require some 
movement quite frequently and some movements infrequently. 
A worker may face some difficulties in some specific body 
movements and there are also some movements which can be 
accomplished by workers without any sort of problem. For 
each ergonomic factor, each job is scaled from 0 to 3 
depending upon the required frequency of the body movement 
and each worker is scaled from 0 to 5 depending upon the 
difficulty he is facing to accomplish that particular body 
movement. So the highest possible scale value for an 
ergonomic factor is 15 which means the job does not require 
that particular body movement and the worker is facing no 
difficulty. The value is 0 for opposite condition and it is the 
minimum value. For competence, environmental and physical 
skill factors, score for each factor is determined by subtracting 
the score of a selected job for that factor from the 
corresponding score of a selected worker. The scoring scale of 
job and worker are 0 to 1, and 0 to 4 respectively, and 0 to 2 for 
both competence, environmental, and physical skill factors. For 
competence, environmental and physical skill factors, the 
maximum scores are 1, 4, and 2 and the minimum scores are    
-1, -4 and -2 respectively. Table II and III shows the scaling 
system of jobs and workers for ergonomic factors respectively. 
Different scores for workers and jobs for competence factors 
are shown in Table IV and V respectively. Table VI and VII 
shows the scaling system of workers and jobs for 
environmental factors respectively. Scores for workers and jobs 
for physical factors are shown in Table VIII and IX 
respectively. 

TABLE II.  SCORING SCALE OF ERGONOMIC FACTORS FOR JOBS 

Frequency of movement/min Description Score 

10 Very high frequency 0 

8-9 High frequency 1 

5-7 Medium frequency 2 

3-4 Less frequency 3 

1-2 Infrequent 4 

0 Never 5 
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TABLE III.  SCORING SCALE OF ERGONOMIC FACTORS FOR WORKERS 

Limitation level Score 

High limitation 0 

Medium limitation 1 

Low limitation 2 

Without limitation 3 

TABLE IV.  SCORING SCALE OF COMPETENCE FACTORS FOR WORKERS 

Competence level Score 

Perfect 1 

Very good 0.9 

Pretty good 0.8 

Relatively good 0.7 

Rather good 0.6 

Regular 0.5 

Rather bad 0.4 

Relatively bad 0.3 

Pretty bad 0.2 

Very bad 0.1 

Worst 0 

TABLE V.  SCORING SCALE OF COMPETENCE FACTORS FOR JOBS 

Required competence level Score 

Very High 1 

Relatively high 0.75 

Medium 0.5 

Low 0.25 

Negligible 0 

TABLE VI.  SCORING SCALE OF ENVIRONMENTAL FACTORS FOR 
WORKERS 

Adaptation level Score 

Normal condition 4 

Easy to adapt 3 

Adaptable 2 

Difficult to adapt 1 

Impossible to adapt 0 

TABLE VII.  SCORING SCALE OF ENVIRONMENTAL FACTORS FOR JOBS 

Required adaptation level Score 

Very High 4 

Relatively high 3 

Medium 2 

Low 1 

Negligible 0 

TABLE VIII.  SCORING SCALE OF PHYSICAL SKILL FACTORS FOR WORKERS 

Difficulty level Score 

Very easy 2 

Easy 1.6 

Normal 1.2 

Relatively difficult 0.8 

Very difficult 0.4 

Not possible 0 

TABLE IX.  SCORING SCALE OF PHYSICAL SKILL FACTORS FOR JOBS 

Probable hardship level Score 

Very High 2 

Relatively high 1.5 

Medium 1 

Low 0.5 

Negligible 0 

 

A. The solution fitness model 
The first step to determine the solution fitness model is to 

calculate the fitness value for each factor. Equation 1 shows the 
way of calculating ergonomic fitness and the process is 
accomplished by multiplying the influence factor, score and 
actual working time together for all factors, worker, job and 
rotation. The assessments of competence, environmental, and 
physical fitness are accomplished by using Equation 2, 4, 6 
respectively and in each case the comparative scores of all 
factors of each kind for all jobs and all workers are summed to 
get the corresponding total fitness value. The comparative 
score of a factor is determined by using Equation 3, 5, or 7 
depending upon whether the factor is competence, 
environmental, or physical. 

 
The Ergonomic Fitness model: ܨ௘ ൌ ∑ ∑ ∑ ∑ ௣௖ܨܰܫ כ ܮ ௟ܵ௖ כ ௝௖ܵܬ כ ሺ ௣ܶ െ ௣ሻ௡೛௣ୀଵ௡ೕ௝ୀଵ௡೗௟ୀଵ௡೎௖ୀଵܣ  

      (1) 

The competence Fitness model: ܨ௖ ൌ ∑ ∑ ∑ ∑ ܥ ௟ܵ௝௣௖௡೛௣ୀଵ௡ೕ௝ୀଵ௡೗௟ୀଵ௡೎௖ୀଵ    (2) 

With: ܥ ௟ܵ௝௣௖ ൌ ܮ ௟ܵ௣௖ െ ௝௣௖ܵܬ     (3)  

 
The Environmental Fitness model: ܨ௘௙ ൌ ∑ ∑ ∑ ∑ ܧ ௟ܵ௝௣௖௡೛௣ୀଵ௡ೕ௝ୀଵ௡೗௟ୀଵ௡೎௖ୀଵ    (4) 

With: ܧ ௟ܵ௝௣௖ ൌ ܮ ௟ܵ௣௖ െ ௝௣௖ܵܬ     (5) 
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The physical skill fitness model: ܨ௣௦ ൌ ∑ ∑ ∑ ∑ ܲ ௟ܵ௝௣௖௡೛௣ୀଵ௡ೕ௝ୀଵ௡೗௟ୀଵ௡೎௖ୀଵ    (6) 

With: ܲ ௟ܵ௝௣௖ ൌ ܮ ௟ܵ௣௖ െ ௝௣௖ܵܬ     (7) 

Where, ܨ௘, ,௖ܨ ,௘௙ܨ  ௣௦ܨ   are the ergonomic, competence, 
environmental, and physical fitness respectively; ݊௘, ݊௖, ݊௘௙, ݊௣௦  are the number of ergonomic, competence, 
environmental and physical skill factors respectively; ݊௟, ௝݊,݊௣  are the number of worker, job and rotation 
respectively; ௣௖ܨܰܫ   is the influence factor of factor c for p 
rotation; ܥ ௟ܵ௝௣௖ , ܧ  ௟ܵ௝௣௖ ,  ܲ ௟ܵ௝௣௖ are the score of competence, 
environmental and physical skill factors c respectively for j job 
assigned to worker l in rotation p; ݐ௣ is the duration of rotation 
p; ܽ௣  is the allowance time of rotation p; ܮ ௟ܵ௖ is the score of 
ergonomic factors c for worker l; ܵܬ௝௖is the score of ergonomic 
factors c for job j; ܮ  ௟ܵ௣௖ is the score of competence, or 
environmental, or physical factor c for worker l in rotation 
p; ௝௣௖ܵܬ    is the score of competence, or environmental, or 
physical factor c for job j in rotation p. 

The overall fitness is calculated by equation 8 where 
weighting coefficients are used to prioritize the factors and 
homogenization coefficients are used to homogenize different 
ranking scales of different factors. Equation 9, 10, 11 & 12 
corresponds to the way of determining homogenization 
coefficients for ergonomic, competence, environmental, and 
physical skill factors. 
 
The overall solution fitness model: 
ܨ  ൌ ሺܥ௘௪ כ ௘௛ܥ כ ௘ሻܨ ൅ ሺܥ௖௪ כ ௖௛ܥ כ ௖ሻܨ ൅ ൫ܥ௘௙௪ כ ௘௙௛ܥ ௘௙ሻܨ         כ ൅ ൫ܥ௣௦௪ כ ௣௦௛ܥ כ  ௣௦൯   (8)ܨ

With: ܥ௘௛ ൌ ௡೎ା௡೐೑ା௡೛ೞ௡೐ା௡೎ା௡೐೑ା௡೛ೞ כ ௌ೘ೌೣ ೎ାௌ೘ೌೣ ೐೑ାௌ೘ೌೣ ೛ೞௌ೘ೌೣ ೐ାௌ೘ೌೣ ೎ାௌ೘ೌೣ ೐೑ାௌ೘ೌೣ ೛ೞ (9) 

௖௛ܥ ൌ ௡೐ା௡೐೑ା௡೛ೞ௡೐ା௡೎ା௡೐೑ା௡೛ೞ כ ௌ೘ೌೣ ೐ାௌ೘ೌೣ ೐೑ାௌ೘ೌೣ ೛ೞௌ೘ೌೣ ೐ାௌ೘ೌೣ ೎ାௌ೘ೌೣ ೐೑ାௌ೘ೌೣ ೛ೞ (10) 

௘௙௛ܥ ൌ ௡೐ା௡೎ା௡೛ೞ௡೐ା௡೎ା௡೐೑ା௡೛ೞ כ ௌ೘ೌೣ ೐ାௌ೘ೌೣ ೎ାௌ೘ೌೣ ೛ೞௌ೘ೌೣ ೐ାௌ೘ೌೣ ೎ାௌ೘ೌೣ ೐೑ାௌ೘ೌೣ ೛ೞ (11) 

௣௦௛ܥ ൌ ௡೐ା௡೎ା௡೐೑௡೐ା௡೎ା௡೐೑ା௡೛ೞ כ ௌ೘ೌೣ ೐ାௌ೘ೌೣ ೎ାௌ೘ೌೣ ೐೑ௌ೘ೌೣ ೐ାௌ೘ೌೣ ೎ାௌ೘ೌೣ ೐೑ାௌ೘ೌೣ ೛ೞ (12) 

Where, ܥ௘௪, ,௖௪ܥ ,௘௙௪ܥ ௣௦௪ܥ  are the weighting 
coefficients of ergonomic, competence, environmental, and 
physical factors respectively; ,௘௛ܥ ,௖௛ܥ  ,௘௙௛ܥ ௣௦௛ܥ   are the 
homogenization coefficients of ergonomic, competence, 

environmental, and physical factors 
respectively; ܵ௠௔௫ ௘,  ܵ௠௔௫ ௖,  ܵ௠௔௫ ௘௙, ܵ௠௔௫ ௣௦  are the 
maximum scores of an assignment for ergonomic, competence, 
environmental, and physical factors respectively. This model 
has been solved by using a genetic algorithm which is 
discussed in the following section. 

IV. THE GENETIC ALGORITHM 
At first, the number of jobs, workers, and rotations are 

identified as the inputs of the algorithm. Then the scores of 
different factors like ergonomic, competence, environmental 
and physical skill factors, for different jobs, workers and 
rotations are also determined depending upon different scales 
of different factors as stated in section 3. After taking all 
necessary inputs the algorithm is performed through the 
following steps. 

Step 1: (Initialization):  
Initial population of 20 solutions is developed randomly. 

Step 2: (Fitness Assessment): 
Fitness value of each solution is calculated by using our 
developed model. 

Step 3: (Selection):  
14 elite solutions which have the highest fitness values are 
selected for next generation. 

Step 4: (Reproduction):  
6 descendant solutions are created for the next generation 
from 6 parent solutions of the current generation. 

Step 5: 
New population with 14 elite solutions from previous 
generation and 6 descendant solutions produced at the 
present generation is built and the fitness value of each 
solution is determined. 

Step 6:  
Steps 3, 4, and 5 are repeated up to maximum number of 
generation.  

Step 7: 
The solution which has the highest fitness value is identified 
as the optimum solution. 

V. CASE STUDY 
In this paper, a case study for 7 workers and 7 jobs has been 

shown though this algorithm is able to develop a job rotation 
schedule for a huge number of workers and rotation. 4 sub-
factors are selected from each type of factor. For ergonomic, 
competence, environmental and physical skill factors fitness 
value is calculated by giving different scores to different jobs 
and workers for different sub factors on the basis of scales 
stated in section 4. Influence levels are given according to the 
predetermined scale and weighting coefficients are given 
according to the importance of each type of factor. 
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A. Results and Discussion 
The algorithm has been run for 700 generations and during 

this execution, the optimum solution is achieved. The optimum 
job rotation schedule has been found at 349th generation and 
the fitness value of the schedule has been observed up to 700 
generations to ensure that the solution has conversed. The 
optimum job rotation schedule shown in table 1 has a fitness 
value of 69.51212 which is the highest one and this schedule 
satisfies the three basic conditions which are ‘same worker is 

not to be assigned on same job on two different rotations’, 
‘same worker is not to be assigned on two different jobs on a 
single rotation’, and ‘two distinct workers are not to be 
assigned on same job on the same rotation’. From Table 1 it is 
clear that all workers are assigned to different jobs in different 
rotations like worker 4 is assigned to job 1 in rotation 1, then in 
rotation 2 he is assigned to job 4, then in rotation 3 he is 
assigned to job 2 and at rotation 4 he is assigned to job 3. So 
there is no repetition of jobs for each of the workers. 

TABLE X.  THE OPTIMIMUM JOB ROTATION SCHEDULE 

 Job 1 Job 2 Job 3 Job 4 Job 5 Job 6 Job 7 
Rotation 1 Worker 4 Worker 5 Worker 6 Worker 7 Worker 3 Worker 2 Worker 1 
Rotation 2 Worker 7 Worker 3 Worker 2 Worker 1 Worker 4 Worker 5 Worker 6 
Rotation 3 Worker 1 Worker 4 Worker 5 Worker 6 Worker 7 Worker 3 Worker 2 
Rotation 4 Worker 2 Worker 1 Worker 4 Worker 5 Worker 6 Worker 7 Worker 3 

 

 

Figure 1.  Convergence history of overall fitness value 

From Figure 1 it is clearly visible that the best fitness value 
has increased from generation to generation. After generating 
initial population randomly, the elite solutions are passed to 
next generation because they have the highest fitness value. In 
each generation 6 solutions have been reproduced by combined 
crossover and mutation operation. Sometimes one or more than 
one of these newly generated solutions have become the elite 
solutions because of having higher fitness value than some of 
the elite solutions of the previous generation. Owing to this 
property the maximum fitness value has been increased at each 
generation. But after 349th generation we can see that the 
fitness curve becomes straight line and it remains straight up to 
the 700th generation which indicates that the algorithm has 
conversed enough to give the global optimal solution. The 
algorithm thus provides the maximum fitness value and 
corresponding optimal job rotation schedule. 

 

VI. CONCLUSION 
This genetic algorithm has been proved to be an efficient 

tool of designing job rotation schedules which not only 
minimize repetitive body movements by diversifying the task 
of a worker throughout the day but also maximize the worker 
performance and productivity of the organization. The 
algorithm requires a very short computation time and 
considers the movement of the body parts as well as the 
psychological behavior and competences of the workers. The 
algorithm eliminates worker exposure to MSK disorder risk 
factors such as bending, weight-lifting etc. 
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Abstract—Path planning is one of the basic and interesting 
functions for a mobile robot. This paper explores the application 
of Bacterial Foraging Optimization to the problem of mobile 
robot navigation to determine shortest feasible path to move 
from any current position to target position in unknown 
environment with moving obstacles. It develops a new algorithm 
based on Bacterial Foraging Optimization (BFO) technique. This 
algorithm finds a path towards the target and avoiding the 
obstacles using particles which are randomly distributed on a 
circle around a robot. The criterion on which it selects the best 
particle is the distance to target and the Gaussian cost function of 
the particle. Then, a high level decision strategy is used for the 
selection and thus proceeds for the result. 

It works on local environment by using a simple robot sensor. So, 
it is free from having generated additional map which adds cost. 
Furthermore, it can be implemented without requirement to 
tuning algorithm and complex calculation. To simulate the 
algorithm, the program is written in C language and the 
environment is created by OpenGL. 

To test the efficiency of proposed technique, results are compared 
with Basic Bacterial Foraging Optimization (BFO) and another 
well-known algorithm called Particle Swarm Optimization 
(PSO). From the experimental result it can be told that the 
proposed method gives better path or optimal path. 

Keywords—Mobile robot, Path planning, Bacterial Foraging 
Optimization (BFO), Optimization. 

I.  INTRODUCTION  
 An autonomous mobile robot is a programmable and 

multi-tasks mechanical device capable of moving freely in the 
environment including obstacles; executing various functions 
and acquiring the environment information through the sensors. 
Usually, they are used in higher, deeper and riskier 
environment where human cannot imagine treading. For this, 
the last few decades have witnessed ambitious research efforts 
in this area of mobile robotics. 

In order to achieve tasks, they are intelligent in deciding 
their own actions. Especially, the topic of navigation is one of 
the focused points in the correlation of mobile robots. As their 
use is increasing day by day and navigation is an essential and 
obvious task for initial interaction, the studies in this area deals 
now with autonomous indoor and outdoor navigation. 

Navigation consists of two essential components known as 

 Localization which refers to the ability of determining 
accurate position at any moment relative to the search space 
according to the environment perceptions gathered by sensors. 

Path Planning is considered as the computation of an 
optimal path according to some criteria such as distance, time, 
cost, energy etc. Distance and time being the most commonly 
adopted criterion. So, for designing a fast and efficient 
procedure for navigation, path planning is an essential aspect. It 
can be divided into classes according to the atomicity and 
availability of knowledge of the information about the 
environment which is shown below:  

In the static environment, all the obstacles would be static, 
while in dynamic environment, obstacles can be both static and 
dynamic and may move at arbitrary directions with varying 
speeds. 

Again, in global planning, the map of the environment is 
totally known, where, in local planning, the information of the 
environment is not known in advance. So, the robot needs the 
capability to build a map of the environment. 

                                                                                                    
                                                                                         
                                                                                                
                                                                                                
                                                                                        

                            

                 

As the real application contains arbitrary obstacles (moving 
and fixed) and most of the cases the environment remains 
unknown, so establishing an efficient path planning algorithm 
on local dynamic environment would be meaningful and 
significant; which is the main concern of this paper. 

A great number of different techniques in this regard have 
been and are being developed which can be classified as 

1) Analytical Method 
2) Enumerative Method 
3) Evolutionary Algorithm 

Path Planning 

Static Environment Dynamic Environment 

Global (off-line) Local (on-line) 
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Each of these has its own strengths and weaknesses. But the  
main weakness arise from the fact that the analytical methods 
are too complex to be used in tangible and enumerative search  
methods are overwhelmed by the size of the search space. On 
the other hand, many evolutionary algorithms have been shown 
to be ineffective in path planning when the search space is 
large. To overcome these drawbacks, meta-heuristic 
approaches have been attracting considerable research interest 
in recent years like Ant colony algorithm, Particle Swarm 
Optimization, Bacterial Foraging Optimization. Among of 
these, Bacterial Foraging Optimization is relatively new and 
has much scope. It meets all the major concerns e.g. it can find 
the destination in a relatively short time which provides 
efficiency. By using this, a feasible path can avoid all known 
obstacles in the area which ensures safety of planning. Finally, 
it accurately and always finds and follows the determined 
path.   

It also reduces the difficulties related to path planning 
problem like it is easy computed avoiding most of the 
computational complexity, free from getting stuck in the local 
minima and no need to tuning algorithm which offers 
availability. 

Therefore, this paper presents a new and modified 
algorithm on the basis of Bacterial Foraging Optimization. 
Using the facial appearance of BFO and the proposed method 
provide better solution in terms of time and path’s feasibility. 

The remainder of the paper is organized as follows. In 
Section 2, recent works on BFO is discussed, Section 3 
explains the problem formally, full description and 
implementation is presented in Section 4, Section 5 shows the 
experimental setup and result and the paper is concluded in 
Section 6.                                                                         

II. RELATED WORK 
 Researchers could apply the BFO algorithm successfully in 

various fields. For example, in the context of biologically 
inspired optimization methods, several models of bacterial 
chemo taxis algorithm based on pioneered work of 
Bremermann [2] have been proposed in literature for many 
applications including robotics [3].  In this paper, the foraging 
theory is applied to bacteria, adopting the bacteria colonies 
nomenclature. The fact that bacteria are one of the simplest 
living beings existing in Earth and they use the forage theory to 
benefit the group motivated this study. Bacteria own a control 
system that allows the foraging control and avoidance of 
noxious substances. In this context, the cooperation activity in 
a bacteria colony may be used in an optimization procedure, 
based in the forage strategy, as proposed by Passino [4]. 

So, we focus on the problem of path planning in a practical 
surroundings which can be categorized as an optimization 
problem to apply the BFO technique and modify it as necessary 
to solve the problem. 

III. PROBLEM REPRESENTATION 
 To search for an optimal robot path successfully, the model 

of an environment should be first constructed. 

Environment 

Fig.1 shows the environment. It is a two-dimensional 
rectangular workspace where all the objects including robot, 
obstacles, source and destination point are located 

 Figure 1.   Model of Environment 

    Mobile Robot is defined as a white square object which is 
represented by C(Cx, Cy) in the 2D space. 

Obstacles are unpredictable objects that the robot may 
encounter during the execution of the task. In general, obstacles 
can be of any shape and size with a representation of each point 
by O (Ox, Oy). 

To avoid a safe region around obstacles, the obstacle is 
wrapped by a circle. The radius, R of the circle is chosen in 
accordance with the size of the obstacle. 

Goal is defined as a green square object which is 
represented by G (Gx, Gy) in the 2D space. 

A. Assumption 
• The obstacles are detected by the sensor which is 

mounted on the robot. So, the obstacles within the 
sensor range, β can be detected with reference to the 
coordinate system. 

• The obstacles can be overlapping. 
• The path planning program run until the goal has been 

returned. 
• Both the goal and the obstacles should be dynamic. 

B. Input 
• Initial location of robot (Red square in bottom-left). 
• Location of Destination (Green square in Fig. 1) and  
• Position of the obstacles detected by sensor.(Cyan 

circles) 

C. Outcome of each step 
 Next step of robot towards the feasible path by avoiding 

obstacle/s. 

D. Final Output 
 A shortest pathway which is not crashed with the given 

obstacle/s. 
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IV. METHODOLOGY 
The model and concept of the proposed algorithm is as 

follows: 

 

 
 
 
 
 
 

 
 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

      

 

 

 

 

 

 

 

 

Figure 2.  Flowchart of Proposed Technique 

The algorithm is based on particles randomly distributed 
around a robot. At first, all the initial inputs are taken into 
consider and the parameters are initialized: 

 

 

 

TABLE I.  PARAMETERS 

Height of repellant, Hobstacles=1 
Width of repellant, Wobstacles=4 
Height of attractant, Hgoal=1 
Width of attractant Wgoal=2300 
Radius of circle, R=0.5 
Particle Generated around robot, Ns=100 

 

 

TABLE II.  INPUTS 

Initial Position, (Cx, Cy)=(5.0,5.0) 
Goal Position, (Gx, Gy)=(150.0, 160.0) 

 

A. Steps 

a) Step 1: (S=1, 2,……., n) virtual particles are 
generated and distributed randomly on a circle with radius of R 
around the robot’s current position, (initially, C (Cx,Cy). 

Each particle position(S) in time t could be defined as Ps(t) 
and the next position is calculated as  

 Ps(t+dt) = Ps(t) + R(Δ(t) / ||Δ(t)||). (1)   

where, Δ(t) is a unit length random vector which is used to 
define the direction of particle in each time and ||Δ(t)|| is the 
magnitude of the vector. 

b) Step 2: For choosing the best particle two different 
strategies are combined described in this and the next two 
steps. 
       When the robot arrives at the moving obstacles, its sensor 
detect obstacles (i=1, 2,……, n) and a repellant Gaussian cost 
function is virtually assigned to each obstacle.  

So, formula of the function in all through the mission is 
defined as-  

 Jobstacle = Hobstacle * exp(—Wobstacle(||θi(t)—Po(t)||2). 
    if  ||Po(t)—C(t)||2 <= β  
 Jobstacle = 0.  otherwise    (2)
   
where, Hobstacle and Wobstacle are constant values defining 

height and width of the  repellant, Po(t) denotes the obstacle 
position detected by the sensor and β be the sensor range. 

  Jgoal = — Hgoal * exp(—Wgoal(||θi(t)—PG(t)||2). (3)   

where, Hgoal and Wgoal are height and width of the 
attractant. 

So, the total cost function can be calculated as, 

 J = Jobstacle + Jgoal. (4)   

Yes 

Yes 

Start 

Step 1: Create Ns particles around the robot on a circle 

Initialize parameters 

Initialize Starting and 
Goal position 

Step 3: Calculate Distance Error 

Step 2: Calculate Cost Function 

Get obstacle positions 
from sensor 

Step 7: Calculate Next Step 

Step 6: Search the Best Point 

Step 5: Sort Cost error 

Step 4: Calculate Cost Error 

End 

i:=1 

i=i+1 

 
i<Ns 

Found? 

Convergence 
condition? 

No 
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c) Step 3: A decision making strategy designed for 
finding the best particle among the others is based on the 
distance error to target which can be showed as, 

 es
d(t) = ds(t + dt) – ds(t). (5)  � � ��    

where, ds(t) is the distance from particle, S to goal at 
time,t which can be computed by (ds(t) = ||Ps(t)—PG(t)||2),  and  
again ds(t + dt) is the distance from the same particle to goal at 
time  (t + dt) which can be calculated by the formula,         
(ds(t + dt) = ||Ps(t + dt)—PG(t)||2). 

d) Step 4: In a similar manner, cost function error 
should also be determined by using this one, 

 es
J(t) = J(Ps(t +dt) – J(Ps(t)). (6)  � � ��    

e) Step 5: After calculating all particles at time, t, they 
are sorted in ascending order of cost error in a vector Ssort, such 
that particle with the lowest distance error is at top which is 
considered as the fit ones. 

f) Step 6: Since, when an obstacle is not in the robot’s 
range, Jobstacle is zero and as a result -2Hgoal < es

J(t) < 0, in this 
situation, robot freely move towards target by choosing the 
first element of vector, Ssort, as all of them have es

J(t) < 0. 
 Again, when sensor detect an obstacle, Jobstacle gets a 

value and consequently, -2Hgoal < es
J(t) < 2Hobstacle. In this case, 

a search on Ssort from top to bottom is performed and first 
particle with es

J(t) < 0 is selected as the best one. 
To get more accuracy, some modifications would have to 

be done i.e. distances from robot to detected obstacles which 
can be evaluated as, dso(t) = ||C(t)—Po(t)||, is also sorted in 
Osort.  

Then, if both the first and second element of Osort is on the 
left side, then, sort the cost errors es

J(t) in descended order and 
pick the first particle with negative error as there is no 
obstacle. 

Again, if both the first and second element of Osort is on 
the right side, then, sort the cost errors es

J(t) in ascended order 
and pick the first particle with negative error. 

But, if the first element is on the right side and the second 
on the left at a safe distance or vice versa, then, sort the cost 
error from the middle in ascended order and as usually select 
the first one with negative error. 

Otherwise, calculate the best one in normal procedure. 
Again to get optimal path, a new parameter, η can be 

introduced which is a co-efficient of Hobstacle in decision 
equation  es

J(t) < η and let the particle not to be omitted like 
before which can provide optimal path. 

g) Step 7: Lastly, add the particle to the desired path and 
let the new position be robot’s current position. 

 Thus, continue the process repeatedly until it satisfies the 
convergence condition. 

V. SIMULATION RESULT 
In this section, the result is included and the efficiency of 

the proposed algorithm is analyzed. The results are considered 
in a simulation environment. 

 

Figure 3.  Workspace showing starting and final point with shortest path. 

A. Fixed obstacle and Target:  

 
Figure 4.  Path generated by the algorithm for fixed obstacles. 

B. Randomly Moving obstacles and fixed target: 

Figure 5.  Path traveled by the robot at 24th, 58th , 103rd and final iteration     
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Each of the tests on each benchmark problem was 
allocated 10 standard deviation values of path lengths and the 
time of runs and the results collected are the best, worst, 
average values. 

TABLE III.  SIMULATION RESULTS IN TERMS OF PATH LENGTHS AND 
COLLISION 

TABLE IV.  SIMULATION RESULTS IN TERMS OF TIME 

 

As it is seen from Table III for environments with low 
and medium density (in terms of obstacles), the proposed 
algorithm generates solutions with no collision and reasonable 
average path lengths in relatively short time as well as high 
density environments where collision occur very rare.  

Figure 6.  Graph of Elapsed time in various density environment 

Sometimes rare fluctuation happens, as the environment 
contains movable obstacles of various motions. But high 
density does not frequently occur in practical situations. 

Similarly, from the time curve, we see that, the execution 
time of reaching to goal is almost linear in comparison to the 
density of environment. So, the time complexity of the 
algorithm is NP complete. Therefore, we can say that, the 
algorithm can solve the planning problem in real time which 
let us to state that the overall performance of the new 
algorithm is reliable and satisfactory.  

Now, the comparison of the technique with other algorithm, 
Basic BFO and PSO, is shown. Here, is can be seen that, the 
length is almost same in all of them, but the proposed 

technique provides a much smoother and less jagging path 
than the others. 

The comparison of calculated distance and time by the 
technique in different environment among the existing 
algorithms is shown in Table V and the corresponding curve is 
shown in figure .7. 

TABLE V.  SIMULATION RESULTS OF THREE ALGORITHMS IN TERMS OF 
DISTANCE AND TIME 

 

Figure 7.  Graprh of estimation of three different algorithm in various density 
environment 

On the basis of the table and curve, it is clear that, the 
proposed BFO performs better and more effective than the 
basic one and also than the PSO, especially in high density 
environment with multiple obstacles and provides the shortest 
path. 

CONCLUSION 
 BFO algorithm is extremely resourceful in finding the 

solution in path navigation. Since, the proposed algorithm uses 
a non-linear fitness function for making decisions; therefore, it 
can be used in real complex environment in a feasible time. 

In future work, many Nature Inspired Algorithm (NIA) and 
comparison can be applied to the results which come from the 
BFO algorithm. Some NIA with our proposed algorithm will 
be hybridized to improve the performance and also can be 
added the feature of motion planning to give it a more genuine 
look. 
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Abstract—Particle Swarm Optimization (PSO) is a population 
based optimization technique on metaphor of social behavior of 
flocks of birds or schools of fishes and has found popularity in 
solving difficult optimization problems. A number of PSO based 
methods have been investigated for solving Traveling Salesman 
Problem (TSP), the popular combinatorial problem. The velocity 
for solving TSP is the Swap Sequence (SS) with several Swap 
Operators (SOs) and all SOs of a SS are applied maintaining 
order on a particle and gives a new tour i.e., a particle having 
new solution in the PSO. This study investigates a new PSO 
based method, called Velocity Tentative PSO (VTPSO), for 
solving TSP where calculated velocity SS is considered as 
tentative velocity.  VTPSO evaluates a number of tentative tours 
applying SOs one after another sequentially and the final tour is 
considered as the best tentative tour. VTPSO is shown to produce 
optimal solution within a minimal time when compared with 
traditional PSO based methods in solving benchmark TSPs. The 
reason behind the less time requirement is revealed from the 
experimental analysis is that VTPSO converge faster due to 
intermediate tour evaluation. 

Keywords—Particle Swarm Optimization, Traveling Salesman 
Problem and Swap Sequence. 

I. INTRODUCTION  

Particle Swarm Optimization (PSO) is a population based 
optimization technique on metaphor of social behavior of 
flocks of birds or schools of fishes [1]. PSO is a simple model 
of social learning whose emergent behavior has found 
popularity in solving difficult optimization problems. It firstly 
generates a random initial population, the population contains 
numbers of particles, each particle represents a potential 
solution of system, and each particle is represented by three 
indexes: position, velocity and fitness. PSO has been proven to 
succeed in continuous problems (e.g., function optimization) as 
it was proposed for such problems and much work has been 
done effectively in this area [2-3]. In function optimization 
domain, the position of the i-th particle is represented as 
 �� = {���, ���, ��� … , ���} in the D-dimensional search space. 
At every step each particle changes position based on its 
velocity represented as ��  =  (���, ���, ⋯ , ���). The velocity of 
a particle depends on its previous best position, ��  =
 (���, ��� … ���) and the best one among all the particles in the 
population �  =  (��, �� … ��).   

Recently, a number of PSO based methods [4-10] have been 
investigated for solving Traveling Salesman Problem (TSP), 
the most popular combinatorial problem. In TSP a salesman is 

required to complete a tour with the minimum distance visiting 
all the assigned cities exactly for once. Each PSO particle 
represents a complete tour to solve TSP and velocity is 
something to change a tour to a new tour. A number of PSO 
based methods use Swap Sequence (SS) for velocity operation 
[4-5]. A Swap Sequence (SS) is a collection of several Swap 
Operators (SOs) and a SO indicates two positions in the tour 
that might be swap. All SOs of a SS are applied maintaining 
order on a particle and gives a new tour i.e., a particle having 
new solution in the PSO.  

The pioneer PSO based method for TSP, basic SS based 
PSO (SSPSO) [4], transforms the operations of PSO of 
function optimization to TSP. The SSPSO calculates velocity 
SS for each particle considering its previous best position and 
the best one among all the particles in the population. It does 
not conceive any additional operation in PSO. Conceiving the 
idea of SSPSO other algorithms to solve TSP are Self-
Tentative PSO and Enhance Self Tentative PSO. Self-Tentative 
PSO (STPSO) introduces tentative behavior in SSPSO that 
tries to improve each particle placing a node in a different 
position. Enhance Self-Tentative PSO (ESTPSO) tries to 
improve individual particle with block of nodes adjustment in 
addition to individual node adjustment of STPSO [5]. The 
above discussed methods apply all the SOs of the velocity SS 
on a particle maintaining order for new solution (i.e., tour).  

In the existing methods, the new tour is considered after 
applying all the SOs of a SS and no intermediate measure is 
considered. It is notable that every SO implementation gives a 
new tour, and therefore, there might be a chance to get a better 
tour (heaving better tour cost) with some of SOs instead of all 
the SOs. This study presents a new PSO based algorithm for 
solving TSP in which calculated velocity SS is considered as 
tentative velocity and new solution is best tour from tentative 
solutions applying the SOs of velocity SS.  

This paper belongs four chapters. An introduction to PSO 
and few PSO based methods to solve TSP has been given in 
this section. The rest of the paper is organized as follows. 
Section II explains the proposed Velocity Tentative Particle 
Swarm Optimization (VTPSO) to solve TSP in detail. Section 
III represents the experimental result of VTPSO and compares 
performance of the proposed VTPSO with exiting PSO 
methods to solve benchmark TSPs. Finally, Section IV 
concludes this paper with some remarks and outlines future 
directions of research opened by this work. 
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II. VELOCITY TENTATIVE PARTICLE SWARM 

OPTIMIZATION TO SOLVE TSP 

Figure 1 shows the steps of the proposed Velocity Tentative 
Particle Swarm Optimization (VTPSO) to solve TSP 
considering the partial search technique. Like other population 
based algorithm, VTPSO initializes the population with 
random solutions and try to improve solutions at every 
generation step. In initialization (Step 1 of Fig. 1) VTPSO 
defines number of particles in the population, termination 
criterion, tour cost. It also assigns a random solution (here 
tour) and a random velocity (here Swap Sequence) to each of 
the particle. At this initial stage, previous best solution of each 
particle (Pi) is considered as the current random tour of it and 
Global best solution (G) is the best tour among them.   

At each iteration step, VTPSO calculates velocity Swap 
Sequence (SS) (Step 2.a) using Eq. 1 that is same as traditional 
methods. For the velocity calculation of a particle, VTPSO 
considers (i) Last applied velocity (v(t-1)), (ii) Previous best (Pi) 
solution of the particle and (iii) Global best (G) solution of the 
swarm. In the equation α, β are random number between 0 and 
1.  

��
(�)

= ���
(���)

Ä � ���
(���)

− ��
(���)

�Ä � ��
(���)

− ��
(���)

�       (1)  

The calculated velocity using Eq. 1 does not apply on a 
position of the particle to get the new position like a traditional 
method. But VTPSO considers the calculated velocity as 
tentative velocity as its name regards. With the tentative 
velocity SS a number of tentative tours is evaluated and 
particle moves to the best one among those. The velocity SS 

that gave the best tour considers previous velocity (��
(���)

) of 
the next iteration of Eq. 1. Finding the best tour is considered 
as the partial search and is the main attraction of VTPSO; 
therefore, Step 2.b in Fig. 1 for the operation is marked in 
bold-faced.  

Partial search seeks better result with portions of calculated 
tentative velocity Swap Sequence (SS). A SS is a collection of 
several Swap Operators (SOs) and consider as velocity that 
may apply on a solution (i.e., a tour) to get a new tour.  In the 
tradition methods, all the SOs of a velocity SS applied on a 
tour and generate a new tour. But implementation of every 
successive SO transforms the previous tour to a new tour and 

reaches the final tour for the SS. While a traditional method 
ignores the intermediate tours, the partial search technique 
explores the option of getting better tour considering those. 
Therefore, the partial search enhances the capability of getting 
better tour from a SS applying SOs one by one. 

Suppose ��
(�)

= ���, ���, ���, . . . ��� then 

 ��
�(�)

=   ��
(���)

+ ���      

 ��
�(�)

=  ��
�(�)

+ ��� =   ��
(���)

+ ��� + ��� 

…………………………………. 

 ��
�(�)

=   ��
���(�)

+ ���  

In the above cases  ��
�(�)

,  ��
�(�)

, … . . ,  ��
(�)

  are the tentative 

tours and the final tour  ��
(�)

 is a tentative tour having the 
minimum tour cost. 

  ��
(�)

=  ��
�(�)

            (2) 

where  ��
�(�)

 belongs minimum tour cost among  

 ��
�(�)

,  ��
�(�)

, …  ��
�(�)

…  ��
�(�)

                                                                          

Finally the velocity considered is  

 ��
(�)

= ���, ���, ���, . . . ���    1<j<n 

The final velocity may also get from new and previous 
position of the particle  

 ��
(�)

=  ��
(�)

−  ��
(���)

.                                                  (3) 

The above scenario may describe clearly with an example. 
Consider a tour Xi

(t-1) of 10 cities where city position is the 
number of the city.  

 ��
(���)

=  1 − 2 − 3 − 4 − 5 − 6 − 7 − 8 − 9 − 10   

If velocity SS is �� = ��(1,4), ��(2,5), ��(2,4) the 
tentative tours are: 

 ��
�(�)

 =   ��
(���)

+   ��(1,4) =  � − 2 − 3 − � − 5 − 6 − 7 − 8 − 9 − 10   

��
�(�)

 =   ��
�(�)

    +   ��(2,5) =  4 − � − 3 − 1 − � − 6 − 7 − 8 − 9 − 10 

��
�(�)

 =   ��
�(�)

    +   ��(2,4) =  4 − � − 3 − � − 2 − 6 − 7 − 8 − 9 − 10 

The implementation of the SS gives two intermediate tours 

(i.e.,  ��
�(�)

 and  ��
�(�)

) and finally reached at  ��
�(�)

.  
Traditional methods only consider the last one as the final tour 

(i. e. ,  ��
(�)

=  ��
�(�)

) without evaluating the intermediate tours. 
On the other hand, the PS evaluates the intermediate tours too 
since all are the complete tours and an intermediate one 

(here  ��
�(�)

 or ��
�(�)

) might be better than the final one 

(i.e.,  ��
�(�)

). In PS technique all three tours (i.e.,  ��
�(�)

,

 ��
�(�)

 and  ��
�(�)

) are considered as tentative tours and velocity 
SS is considered as the tentative velocity. The final tour in PS 

technique is the best one among the three. If tour cost of  ��
�(�)

 

is better (i.e., lower) than  ��
�(�)

 and  ��
�(�)

 then  ��
�(�)

 is 

considered as the final tour ( i. e. ,  ��
(�)

=  ��
�(�)

)  and final 

 

Step 1: Initialization   

Step 2: For each particle ��  in the swarm  

a. Calculate tentative velocity ��
(�)

  

b. Update Solution ��
(�)

Partial Search manner   
c. Self-Tentative Operation and Update ��  if the new 

solution ��
(�)

 is superior to ��  

i.Apply Self-Tentative Operation on  ��
(�)

 

ii.Update ��  with new solution ��
(�)

  

d. Update � if the new solution ��
(�)

 is superior to  �   
 

Step 3: Loop to Step 2 until a termination criterion is met. 

Step 4: Take the global best solution � as an outcome. 

Figure 1. Velocity Tentative PSO (VTPSO) Algorithm for TSP. 
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velocity is  ��
(�)

= ��(1,4), ��(2,5)  that contains first two 
SOs of the calculated velocity SS.  

Partial search might not increase computational cost. It 
seems that evaluating the intermediate tours might increase 
computational cost of PS technique because it evaluates all the 
tentative tours while traditional methods only evaluate last 
one. But the technique of tour cost calculation minimizes the 
gap. A tour cost is the sum of individual link costs. To 
evaluate a tour, if all the links’ cost are accumulated PS 
technique will take much time, in general (n-1) times of a 
traditional method if velocity SS contains n SOs. But it does 
not require considering all the links to get cost of a new tour 
from a tour which cost is known because a SO only changes 
four links because it index two cities in the tour which may 
interchange positions. So implementation of a SO need to 
discard costs of fours links and add costs four new links that 
associate with the indexed cities before and after interchange, 

respectively. As an example, to apply SO(1,4) on  ��
(���)

=

 1 − 2 − 3 − 4 − 5 − 6 − 7 − 8 − 9 − 10  to get  ��
�(�)

 =

  ��
(���)

+   ��(1,4) =  4 − 2 − 3 − 1 − 5 − 6 − 7 − 8 − 9 −
10 it needs to discard cost of 1-2, 10-1, 3-4 and 4-5; and need 
to add cost of 4-2, 10-4, 3-1 and 1-5.  

In VTPSO the fitness of every new position of a particle is 
checked with Pi. If Xi is found better than Pi it applies Self-
Tentative operation on (Xi) owing to improve it furthermore 
and then updates Pi (Step 2.c). The Self-Tentative (ST) 
operation of VTPSO (Step 2.c(i)) consists with Single Node 
Adjustment of STPSO/ESTPSO [5] and a simplified version 
of ESTPSO Block Node Adjustment. The block size k is 
determined as a random number between 2 and Kmax and the 
value of Kmax is defined as N/2, i.e., half of total cities of the 
problem. Moreover, ST operation is applied on a particle (i.e., 

a solution ��
(�)

) when it is found superior to Pi instead of all 
the particles as of ESTPSO. The ST operation on the selected 
particles might be helpful to improve overall performance of 
VTPSO with a minimal time complexity. After ST operation 
Pi is updated (Step 2.c(ii) of Fig. 1) with new solution Xi. The 
fitness of every new position (Xi) of a particle is checked with 
G and updates G if Xi is shown better than G (Step 2.d). 

 VTPSO checks termination criterion at the end of each 
iteration (in Step 3 of the Fig. 1) and terminates if criterion is 
met. Usually a sufficiently good fitness of G or a maximum 
number of iterations is considered as the termination criteria. 
If a termination criterion does not meet, VTPSO continues 
updating positions of the particles again as indicates the loop 
to Step 2 from Step 4 in Fig. 1.  

III. EXPERIMENTAL STUDIES 

This chapter experimentally investigates the proficiency of 
proposed Velocity Tentative PSO (VTPSO) algorithm to solve 
TSP. A set of benchmark problems were chosen as a test bed 
and the performance of VTPSO compared with two popular 
PSO based methods that are Swap Sequence based PSO 
(SSPSO) and Enhanced Self-Tentative PSO (ESTPSO). For 
fair comparison the experimental methodology were chosen 
carefully. Finally, an experimental analysis has been given for 

better understanding of the way of performance improvement 
in proposed method for solving TSP. 

A. General Experimental Methodology 

In this study a suite of 20 benchmark problems are 
considered from TSPLIB [11] where number of cities varied 
from 14 to 150 and give diverse test bed. A numeric value in 
the problem name presents the number of cities in that tour. For 
example, burma14 and ch150 have 14 and 150 cities, 
respectively. A city is represented as a coordinate in a problem. 
Therefore the cost is found after calculating distance using the 
coordinates. 

To investigate the proficiency of the proposed VTPSO, the 
study also implemented SSPSO and ESTPSO, and compared 
the experimental results among the three methods. The 
algorithms are implemented on Visual C++ of Visual Studio 
2010. The experiments have been done on a Computer (Dell 
RM710, Intel (R) Xeon (R) CPU E5620 2.40 GHz, 16 GB 
RAM) with Windows Server 2008 Datacenter OS. For the fair 
comparison, the population size was 100; the number of 
generation was set at 500 as termination criteria for the 
algorithms. The selected parameters are not optimal values, but 
selected for simplicity as well as for fairness in observation.  

B. Experimental Results and Performance Comparison 

This section presents experimental results of SSPSO, 
ESTPSO and proposed VTPSO; and makes a comparison 
among the results. SSPSO is the pioneer PSO based method to 
solve TSP and ESTPSO is the improved version of SSPSO and 
so far achieved good result. Table 1 compares tour cost 
achieved and required time to solve by the methods from 20 
individual runs. The bottom of the table shows the summary of 
the presented results. Since experiments are conducted in a 
single machine with same experimental settings for all the 
methods, comparison of required time is a good choice to 
identify proficiency of a method.  

The results presented in the Table 1 clearly indicate the 
effectiveness of the proposed VTPSO to solve TSP. The 
proposed method is shown the best method on the basis 
average tour cost of 20 problems. The average tour cost 
achieved by VTPSO is 4640.52; on the other hand SSPSO and 
ESTPSO achieved average tour costs of 25335.75 and 4737.96, 
respectively. Pairwise Win/Draw/Lose summary in the bottom 
of the table identified that VTPSO is better than SSPSO for all 
20 problem individually. VTPSO is found better than ESTPSO 
for 11 cases out of 20 problems and preformed worse or equal 
for rest nine problems which are small sized problems such as 
burma14 (problem with 14 cities) and ulysses16 (problem with 
16 cities).  

Between two conventional methods, ESTPSO 
outperformed SSPSO for all the cases as it is observed from 
Table 1. As an example, SSPSO achieved tour cost of 1989.80 
for eil76 problem, but ESTPSO achieved much better than 
SSPSO for the problem that is 583.93. Self-Tentative (ST) 
operation in ESTPSO is the element to get good result since 
such ST employment in ESTPSO is the main difference from 
SSPSO. But ESTPSO took on average 63.69 seconds to solve 
the same eil76 problem which is much larger than SSPSO of 
350.66 seconds. On average, ESTPSO took near about double 
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time than SSPSO for most of the problems although SSPSO 
took larger time for few small sized problems such as burma14. 
That indicates ST operation is costly solution to improve 
performance.  

The interesting observation from results of Table 1 is that 
VTPSO is much more time efficient with respect to SSPSO 
and ESTPSO but provide suitable solution with minimal tour 
costs. It is already mentioned that population size was 100 and 
the number of generation was set at 500 as termination criteria 
for each of SSPSO, ESTPSO and VTPSO for results presented 
in the Table 1. Since the algorithms were tested on the same 
machine with defined fair setting (unbiased to any one of 
those), the time to get solution is also a good measure to 
identify proficiency of a method that differs due to algorithmic 
matter. Moreover, finding better result with lesser time is more 
interesting that provides VTPSO. Partial search and moderate 
Self-Tentative operation are the additional operation in VTPSO 
with respect SSPSO. Both operations help to find better 
solution early and size of velocity SS reduces with generation 
that might be reason to take less time by VTPSO than SSPSO 
for same number of generations with fixed population size. On 
the other hand, Self-Tentative operation on each particle at 
each iteration make ESTPSO computationally much expensive 

than SSPSO in general. Self-Tentative operation on selected 
particles and velocity partial search makes VTPSO faster 
convergence and therefore return good result with less time. As 
example, VTPSO took 318.30 seconds for rd100 problem. For 
the same problem, SSPSO took 423.63 seconds and ESTPSO 
took more than double time of VTPSO i.e., 673.56 seconds. 
But VTPSO achieved best result for the problem with tour cost 
of 8470.50. In general, VTPSO took 80% time of SSPSO and 
less than half of ESTPSO. Finally, on the basis of tour cost and 
required time VTPSO is the best method. 

C. Experimental Analysis 

This section first investigates why VTPSO require less time 
than SSPSO and ESTPSO to get the solution on the basis of 
size of velocity Swap Sequence over generation. After that it 
investigates the effect of different parameters on the 
performance of SSPSO, ESTPSO and VTPSO. The size of 
swarm (i.e., number particles in the population) and the number 
of iterations were varied to observe their effect on the methods. 
The experiments are performed on a selected problem that is 
eil101. 

1) Velocity Swap Sequence and Time over Generation 

Table 1: Comparison among SSPSO, ESTPSO and VTPSO on basis of average tour cost achieved and required time to solve 
benchmark TSPs. The results are the average of 20 independent runs. 

Sl. Problem 
Average Tour Cost (Standard Deviation) 

Average Required Time in 
second 

SSPSO ESTPSO VTPSO SSPSO ESTPSO VTPSO 

1 burma14 34.61 (1.16) 30.87 (0.00) 30.87 (0.00) 47.68 30.41 24.39 
2 ulysses16 83.94 (3.69) 73.99 (0.00) 74.00 (0.01) 56.78 44.41 28.12 
3 gr17 3215.50 (260.48) 2332.60 (0.00) 2342.80 (20.90) 60.82 39.23 29.56 

4 ulysses22 110.19 (4.59) 75.36 (0.09) 75.35 (0.08) 82.01 57.93 38.47 

5 gr24 2295.50 (105.69) 1249.80 (0.00) 1249.80 (0.00) 89.77 51.87 42.77 

6 fri26 1229.10 (73.02) 635.58 (0.00) 637.41 (4.94) 98.74 67.38 45.85 

7 bays29 17777.00 (655.35) 9074.20 (0.00) 9092.90 (52.32) 109.57 82.99 56.29 

8 eil51 1218.60 (61.57) 408.26 (4.86) 419.30 (5.76) 214.69 273.49 117.35 
9 berlin52 22046.00 (769.74) 7750.70 (173.37) 7864.40 (192.15) 220.07 295.32 125.21 

10 st70 2831.80 (77.18) 709.15 (17.70) 721.29 (19.43) 314.78 467.49 188.13 

11 eil76 1989.80 (54.33) 583.93 (11.87) 574.67 (6.90) 350.66 563.69 230.90 

12 gr96 2693.10 (60.72) 561.68 (22.45) 547.87 (16.43) 473.45 777.36 316.78 

13 rat99 6615.80 (186.85) 1402.30 (35.13) 1337.80 (31.52) 493.56 740.07 325.03 

14 rd100 44747.00 (933.99) 8825.50 (265.82) 8470.50 (162.87) 423.63 673.56 318.30 
15 eil101 2800.80 (51.55) 694.07 (13.45) 678.21 (11.08) 503.45 895.13 372.05 

16 lin105 96405.00 (2576.40) 16249.00 (811.70) 15805.00 (431.74) 540.92 919.78 367.17 

17 ch130 38976.00 (570.14) 6640.60 (135.48) 6455.90 (132.63) 716.89 1361.80 561.55 

18 gr137 4948.20 (128.08) 807.59 (21.75) 775.87 (23.03) 765.93 1437.20 557.98 

19 ch150 45170.00 (1101.10) 7321.00 (191.25) 7045.50 (183.45) 874.67 1610.00 728.94 

20 kroA150 211527.00 (5224.30) 29333.00 (752.22) 28611.00 (453.60) 872.64 1485.20 726.30 

 
Average 25335.75 4737.96 4640.52 365.54 593.72 260.06 

 
Best/Worst 0/20 9/0 11/0 0/7 0/13 20/0 

Pairwise Win/Draw/Lose Summary 

Method 
on Tour Cost on Required Time 

SSPSO ESTPSO VTPSO SSPSO STPSO VTPSO 

SSPSO - 20/0/0 20/0/0 - 0/0/20 20/0/0 

ESTPSO 
 

- 11/2/7 
 

- 20/0/0 
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Figure 2 presents size of average velocity Swap Sequence 
(SS), i.e., average number of Swap Operators (SOs) in it, and 
time elapsed from the beginning for sample runs of three 
different problems. Total 100 particles are trained for 500 
generations for each of SSPSO, ESTPSO and VTPSO; SS in 
the figure is the average value of the particles at different 
generations. A velocity SS holds several SOs; operation of a 
SS is the collective operations of individual SOs of it. 
Therefore, a large velocity SS (having many SOs) requires 
more time to calculate as well as to implement for getting a 
new tour than a small one. A particle’s position or solution 
(Xi) closer to particle best (Pi) and/or Global best (G) 
generates smaller velocity SS.  

The velocity SS in the SSPSO is the accumulation of 
previous velocity (vt-1) and a portion of calculated SS 
considering present solution (Xi), particle best (Pi) and Global 
best (G) [4]. Therefore, size of SS increases for any problem 
and reaches saturation level as it is seen in the Figure 2. 
ESTPSO tries to improve every individual particle through 
Self-Tentative operation and considers a portion of previous 
velocity in the present velocity calculation [5]. Both the things 
might be the reason to give smaller SS than SSPSO as it is 
seen the Fig. 2. But due to Self-Tentative operation on all the 
particles at each generation ESTPSO demands much time than 
SSPSO as it is seen in figure although size of velocity SS of 

ESTPSO is smaller than SSPSO.  

VTPSO induce partial search in velocity SS implementation 
and apply Self-Tentative operation on a particle when it is 
found better than particle best (Pi). Therefore, VTPSO seems 
slower than ESTPSO at early stage of generation when Self-
Tentative operation is perform on most of the particles and 
later on (after 100 generations) it took less time than ESTPSO.  
On the other hand, the size of velocity SS for VTPSO 
decreases over generation, at the initial stage it is equal to 
SSPSO and after 100-200 generations it is less than ESPSO, in 
general. Finally, Partial Search and selected Self-Tentative 
operations make VTPSO faster convergence as well as time 
efficient. 

2) Effect of Population Size and Total Generation on Tour 
Cost and Required Time 

This section investigates performance of SSPSO, ESTPSO 
and VTPSO varying population size (i.e., number of particles 
in the swarm) and number of generation. The result presented 
in Tables 1 are for the fixed number of population size (=100) 
and generation (=500) for all the problems. It is interesting to 
observe how the algorithms perform on the variation of both 
the parameters. The experiments performed on the same 
machine explained before. 

 

 

 

Figure 2. Velocity Swap Sequence size and time over 
generation for eil101 problem. 

 

 

 
Figure 3. Variation effect of population size on tour cost and 

require time for eil101 problem. 
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Figure 3 shows the achieved tour cost and required time for 
different population sizes from five to 500. The presented 
results are the average for ten independent runs. Since SSPSO 
perform is much worse result (having larger tour costs) than 
ESTPSO and VTPSO, its values are presented after scaling 
down for better visibility. It is seen from Fig. 3 that for very 
small population (e.g., 5) all three methods found to show 
worst tour cost and improve up to a certain population size. 
With tour cost improvement with population, VTPSO is 
shown better than ESTPSO for any population size. Moreover, 
on the basis of required time, VTPSO is the best and ESTPSO 
is the worst on the basis of required time.  

Figure 4 shows the achieved tour cost and required time for 
different fixed number of generations from 10 to 1000. The 
presented results are the average for ten independent runs. As 
like Fig. 3, the tour costs of SSPSO are presented in Fig. 4 
after scaling down for better visibility. It is seen from the 
figure that all three methods are shown the worst tour costs for 
generation 10 and improve rapidly up to a certain value (e.g., 
250) and after that improvement is not significant. However, 
on the basis of achieved tour cost, SSPSO is the worst and 
VTPSO is the best for any value of generation. VTPSO is also 
the best on the basis of time requirement taking lowest time. 
Finally, the Figs. 3 and 4 ascertain VTPSO is a good method 
for solving TSP.   

IV. CONCLUSIONS 

Traveling Salesman Problem (TSP) is the most popular 
combinatorial optimization problem and interest grows in 
recent years to solve it new ways. This study investigates a 
new Swap Operator (SO) based Particle Swarm Optimization 
(PSO) method for solving TSP. In the existing method, a new 
tour is considered after applying a complete SS with all its 
SOs of the velocity calculated. Since every SO 
implementation on a solution gives a new solution, this study 
introduced a Partial Search and checked all the solutions for 
the calculated velocity SS to get best solution with velocity 
SS. The proposed Velocity Tentative PSO (VTPSO) is shown 
to produce optimal solution within a minimal time than 
conventional methods in solving benchmark TSPs. The reason 
behind the less time requirement is revealed from the 
experimental analysis is that VTPSO converge faster due to 
intermediate tour evaluation. 
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Abstract—This paper presents about the effective localization of 
the FACTS (Flexible AC Transmission Systems) devices in power 
system by a global search GA (Genetic Algorithm) technique. 
Ultimate goal is to improve the stability of power system as well 
as to reduce the generation cost, transmission losses by increasing 
loadability and improving voltage profile with introduce FACTS 
device at the most effective region. This method is employed by 
considering the cost of FACTS and their optimal utilization in 
the system. Optimal location of FACTS , their types and rated 
values are optimized simultaneously. Three FACTS devices such 
as TCSC, TCPAR and SVC are simulated in this study. 
Simulation is carried out on IEEE30 bus and IEEE 118 bus 
power system with different increased load-ability. We search the 
efficiency of this method on the basis of power generation cost, 
FACTS investment cost and transmission loss reduction. The 
employed algorithm is emerged as an effective and practical 
method for the choice and allocation of FACTS in large power 
systems. 

Keywords—FACTS devices, Genetic Algorithm (GA), Optimal 
Power Flow (OPF),  Improved loadability, Load Flow.   

I.  INTRODUCTION  
In recent years, deregulation of electricity has emerged for 

its huge demand. Due to the deregulation of the electricity 
market, study regarding this matter has become imperative. 
Various initiatives are taken to overcome that, but utilization of 
FACTS device attracts everyone’s attention. FACTS devices 
are being played vital role for better utilization of the existing 
power system with the increased demaned [1], [2]. 

On the other hand, transmision and  distribution orientation 
has become more severe due to the lack of proper arrangement. 
The major power loss occurs for system loss which is 
increasing day by day around the world and has emerged as a 
challange for the developing countries to run with limited 
resources. To minimise this transmission power losses and 
ensure optimal power flow, FACTS is introduced in power 
system. Different parameters and variables of the transmission 
line such as line impedance, terminal voltages and voltage 
angle can be controlled by FACTS devices in a fast and 
effective way [3]. 

Various types of FACTS devices such as Thyristor 
Controlled Series Compensations (TCSC), Thyristor controlled 
phase angle Regulators (TCPR), Unified Power Flow 
Controllers (UPFC) and Static Var Compensator (SVC) etc, are 
used to control the power flow in the network. These increase 
the flow in heavily loaded lines, there by resulting in increase 

load ability, lowering system losses, improved stability of 
network and reduced cost of production [4]. Although FACTS 
device has an great impact on power system for optimal power 
flow, but it requires optimal alocation for proper stabiliztion 
and localization. For that reason, many researches were made 
on the optimal location of FACTS devices with many different 
ways. We use GA technique to search the optimal localization 
of FACTS devices.  

Genetic algorithms (GA) is a parallel and global search 
technique [5], [6], which generate solutions to optimization 
problems using natural evolution, such as inheritance, 
mutation, selection, and crossover. It is more likely to use for 
converging toward the global solution because it evaluates 
many points in the parameter space simultaneously. GA differs 
from other optimization and search procedures in four ways 
[7], such as (i) it can easily handle the integer or discrete 
variables because of coding of the parameter set, not the 
parameters themselves, (ii) it searches within a population of 
points, not a single point which may provide a globally optimal 
solution, (iii) it can deal with the non-smooth, non-continuous 
and no differentiable functions which are actually exist in a 
practical optimization problem, because it utilizes only 
objective function information, not derivatives or other 
auxiliary knowledge, (4) it uses probabilistic transition rules, 
not deterministic rules. Although GA seems to be a good 
method to solve optimization problem, but sometimes the 
solution obtained from GAs is only a near global optimum 
solution. 

In this paper general GA is applied to improve stability, 
voltage profile of power system as well as to reduce 
transmission and generation losses using three types of FACTS 
devices. In [1], locatioin of FACTS devices are found on the 
basis of two parameters - overload and over voltage while in 
[11], only instalation and generation costs are considered. Our 
optimization includes all of above parameters. Moreover, 
reduction of generation cost, transmission losses, improved 
loadability and system stability were considered in the 
objective function of the GA for better improvement of the 
power system which are not considered altogether by previous 
work.  IEEE 30 and IEEE 118 bus of power system are used 
for simulations.  

The rest of the papers are organized as follows. Section II 
describes about optimal power flow where subsections A and B 
analyzes about optimization and analysis respectively. FACTS 
devices are described in section III where generalities & choice 
and modeling are explored in subsections A & B accordingly. 
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We described about GA in section IV. Results are optimized in 
section V. Finally we conclude the work in section VI.  

II. OP T IM A L  PO W E R  FL O W  

A.  Power Flow Optimization 
Optimal power flow (OPF) is a nonlinear programming 

problem which is also called load flow analysis, is very  

 

Figure 1.  Configuration of 4-bus power system. 

important for analysis of an electrical system. By analysis 
this the characteristics of the power flow direction in different 
line and the voltage at different buses can be easily obtain [8]. 
Fig. 1 shows an example of configuration of 4-bus power 
system where two bus has alternator to generate power and all 
bus share this power with different demand.Where red and blue 
indicate peak and off peak demand respectively. Due to 
increase in sudden load some buses are overloaded and some 
are with lag of load which causes difference in bus voltages 
and power flow in transmission line. So we need to calculate 
overall generation of power, cost, transmission loss, voltage 
stability in that time in an economic way. For that reasson 
power flow analysis is necessary. 

B. Optimal  Power Flow Analysis 
The line resistance is small compared to the reactance and 

transverse capacitance is close to zero for intereconected power 
system network that obyes the Kirchoffs law. we consider only 
line reactances for interconection between i and j bus which is 
shown in Fig. 2. Pij is the real power flow and Qij is the reactive 
power flow between two buses by a line is related by the 
following equations:  

                      ij
ij

ji
ij X

VV
P θsin= ,                                      (1) 

                 ( )ijjii
ij

ij VVV
X

Q θcos1 2 −= ,                           (2) 

Where, Vi and Vj voltages at buses i and j respectively, Xij 
reactance of the line, θij angle between Vi and Vj. Here Xij & θij 
controls real and reactive power. We analyze these by Matlab 
power simulation package Matpower 4.1 [9].  

 

 

Figure 2.  Bus i and bus j is conected by line with reactance Xij.                                                                 

III. FACTS DEVICES 

A. Introduce with  FACTS Devices 
The FACTS is power electronics based device which is 

used for AC power transmission and distribution. Due to rapid 
response, ability for frequent variations and smooth 
adjustability with output the applications of FACTS devices are 
increased day by day [10].  

Different types of FACTS devices are used for power 
transmission and distribution such as SVC (Static Var 
Compensators), Fixed Series Capacitors (SC), Thyristor-
Controlled Series Compensator (TCSC), Thyristor Controlled 
Phase Angle Regulator (TCPAR), Unified Power Flow 
Controller (UPFC), STATCOM etc. Power quality, 
availability, system stability, transmission capability can be 
improved using FACTS as well as it minimizes transmission 
and distribution losses. Here just TCSC,TCPAR and SVC are 
used for the optimal power flow analysis.  

B. Choice and Modeling 
Three different types of FACTS devices have been chosen 

for the controlling of power flow. These are TCSC, TCPAR, 
and SVC. TCSC is used to modify the reactance of the 
transmission line Xij. For controlling the phase angle θij the 
TCPAR is used. The SVC is used to absorb or inject reactive 
power which is connected in shunt with the line. Both the 
TCSC and TCPAR are connected in series with the line. 

Each FACTS device is represented with fixed discrete 
values for mathematical analysis, where it has two possible 
characteristics, capacitive or inductive accordingly in order to 
decrease or increase the line reactance, phase angle, reactive 
power in line using TCSC, TCPAR and SVC respectively. 
Maximum and minimum value of each FACTS device is fixed 
and type of each device is also specified. TABLE I represents 
the specification of FACTS devices.  Fig. 3 shows the 
connection model of FACTS devices.  

TABLE I.  SPECIFICATION OF FACTS DEVICES 

Name/Specification TCSC TCPAR SVC 
Device type 1 2 3 

Minimum value -0.8 XL 
(Capacitive) 

- 5 deg. -100 MVar 

Maximum value 0.2 XL 
(Inductive) 

+5 deg. +100 
MVar 

 

      
 

Figure 3.  Connection models of FACTS devices. (a) TCSC (b) TCPAR (c) 
SVC 

 The real value of the  FACTS device [1] VrealF is calculated 
with there loccation according to the model of the FACTS by 

     FFFFrealF VVVVV )( minmaxmin −+=                  (3) 

Xij 
i j 

(a) (b) (c) 
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Where, the normalized value is VF, the maximum and 
minimum setting value are VmaxF and VminF respectively. 

IV. GENETIC ALGORITHM 

A. GA overview  
GA was proposed on the basis of the evolutionary ideas of 

natural selection and genetics [5], [6]. It represents an 
intelligent exploitation of a random search used to solve 
optimization problems which is a rapidly growing area of 
artificial intelligence (AI). Because of independent of the 
choice of the initial configurations GA finds high quality 
solutions. Moreover, they are computationally simple and easy 
to implement. Genetic diversity or variation is configured using 
different operators such as reproduction (selection), crossover 
(recombination) and mutation.  

B. Model of GA 
The main objective of the optimization is to find the best 

location for a given number of FACTS devices in the power 
system based on defined criterion. Three parameters are 
utilized for encoding individual these are the location, type of 
device and rated value [1], [12]. Each individual is represented 
by nF number of three strings, where nF is the number of 
FACTS devices installed in the power system. TABLE II 
shows the individual format. Individual is made in three stages, 
first a set of branches are randomly selected and is put in the 
first string. In the second string type is also randomly selected. 
In the third string device setting value is randomly selected. 
This approach is repeated for obtaining desired population. 
Then the entire population is computed with respect to 
objective function which is the measure of obtaining best 
location for the FACTS device. 

TABLE II.  INDIVIDUAL FORMAT FOR GA  

Location FACTS Type Normalized value  
2 1 0.3 
5 3 0.6 

11 1 0.2 
22 2 0.9 
26 1 0.5 
18 3 0.1 

 

New individual is generated based on the results obtained 
from the old generation. For this 1st GA operator selection is 
used. In this case Proportional Roulette Wheel Selection 
technique is used. In proportional roulette wheel, individuals 
are selected with a probability that is directly proportional to 
their fitness values i.e. an individual selection corresponds to a 
portion of a roulette wheel. Let Fi be the fitness value and Pi be 
the selection probability, then 

∑ =

= N

i i

i
i

F
FP

1

                                                   (4) 

Based on the selection probability Pi, individual is randomly 
selected by roulette wheel. After that 2nd GA uniform crossover 
is applied [5]. Uniform crossover with some probability knows 
as the mixing ratio. The crossover operator allows the parent 

chromosomes to be mixed at the gene level. Consider the two 
parents selected for crossover. If the mixing ratio is about 0.5, 
then half of the genes in the offspring will come from parent 1 
and rest from parent 2. Then boundary mutation is applied. 
Fig.4. shows the uniform crossover and boundary mutation 
technique clearly. Crossover and mutation is done after 
selection of parents. Blue and black colors represent parent 1 
and parent 2 respectively. Then we obtain offspring according 
to crossover of parents and mutation. The red color shows the 
mutation results where other for crossover.  

 

Figure 4.  Crossover and Mutation approach. 

The entire methodology of GA is explained in Fig. 5. 
Firstly individuals are selected randomly. Then fitness value is 
calculated for each individual based on the fitness function.  
Best individual is found according to selection, crossover and 
mutation when final criterion is reached.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.  Flow chart of the optimization strategy. 

V. OPTIMIZATION AND RESULT 

A. Objective function  
The aim of the optimization is to find the best locations for 

the given number of FACTS devices within the defined 

No 
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Start 

 N individual 
generations 

Fitness to each 
Individual 

Stopping 
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Selection, 
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constrains for the best utilization of the existing system. We 
want to minimize the power generation costs and reduce the 
transmission and distribution losses. So the objective function 
is based on the minimization of cost which can be expressed as  

)()()( 321 PLCPGCfCCTotal ++= ,                             (5) 

Where, CTotal, C1 (f), C2 (PG), C3 (PL) are the total cost of 
objective function, average installation costs of FACTS devices 
at each observation per hour, total generation costs and cost of 
power transmission losses respectively. 

The cost functions for SVC, TCSC and TCPAR are 
developed on the basis of the Siemens AG Database [8], [15]  

The cost function for SVC and TCSC are: 

var)/$(38.1273051.00003.0 2 KUSSSCsvc +−=   (6)
 

var)/$(75.153713.0001.0 2
csc KUSSSCt +−=  (7) 

Where S is the operating range of the FACTS controllers in 
kVar. Depending on the installment cost, the cost function of 
TCPAR can be expresed as 

var)/$(5.140 KUSCtcpar =                                                         (8) 

The cost function for SVC, TCSC and UPFC from Siemens 
AG Database is shown in Fig. 6. 

 

Figure 6.  Installation cost curve 

Now if C(f) is the summetion of the used FACTS device 
instalation  cost. The generation cost is calculated in per unit 
that is US$/Hour and the installation costs of FACTS devices 
are in US$. For that reason life time of the FACTS is 
considered. In this paper, three years is applied to evaluate the 
cost function [10], [11]. We calculate the average values of the 
installation costs using the following equation, where 8760 is 
the total hour in a year.  

)/$(
38760

)()(1 HourUSfCfC
×

=                             (9) 

The generation cost function is represented by a quadratic 
polynomial as follows: 

2
2102 )()( PGPGPGC ααα ++=                       (10) 

Where PG is the output of the generator (MW), and α0, α1 
and α2 are cost coefficients. 

The cost function for power loss is represented as  

∑ =
= N

i
dtElossPLPLC

13 **)(                              (11) 

Where, N, PL, Eloss and  dt are denotes the number of used 
FACTS devices, transmissin losses, cost of the losses in per 
hour and FACTS devices utilization time respectively.  

Now the fitness function for the genetic algorithm is found 
as  

Fitness=1/CTotal                                              (12) 

B. Results 
According to variation of fitness function individuals are 

generated using GA to optimize the power flow. The 
simulation is carried out by free Matlab power simulation 
package Matpower 4.1 [9]. Based on the GA, best fittest 
individual is found for the optimal power flow in IEEE 30 and 
IEEE 118 bus power system with increased amount of demand. 
Reduction of the power loss and improvement of the voltage 
profile during transmission are introduced here those are shown 
in Figs. 9 and 10 accordingly. 

Figs.7 and 8 show the fitness value of the fitness function 
with respect to generation for IEEE 30 and IEEE 118 bus 
power system respectively.   
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Figure 7.  Fitness function curve with generation for IEEE 30 bus system  
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Figure 8.  Fitness function curve with generation for IEEE 118 bus system. 

Fig. 9 shows both for the IEEE 30 bus and IEEE 118 bus 
that before using FACTS device power loss through line is 
more which is showed with red mark. After using FACTS 
device power loss through line reduced and it is showed by 
blue mark. Although in some case little increasement of power 
loss after using FACTS device but it is negligible. So overall 
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performance is much better after using FACTS device. It has 
found that obtained location is showing satisfactory output. 
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Figure 9.  Comparison of power loss before and after using FACTS device in 
(a) IEEE 30 bus (b) IEE118 bus. 

Fig. 10 shows both for IEEE 30 and IEEE 118 bus it is 
found that voltage magnitude (VM) profile is better while 
using FACTS device than without FACTS device. As voltage 
magnitue sholud stay in the limit 1.05  and 0.95  per unit which 
is marked by color green and black, without  FACTS device 
VM is marked by red color which is very poor. On the other 
hand after FACTS device utilization voltage profile is marked 
by blue and it is more stable. 

Optimal locations in the power system are detected by 
using genetic algorithm for the FACTS device. At the same 
time specifed FACTS device with specifed value which is 
highly effective for optimal power flow is too determined. 
After applying these obtainted outcome in the power system, 
final optimal power flow is observed in the IEEE 30 and 
IEEE118 bus system. In the IEEE 30 and IEEE118 bus system 
it was observed that transmission loss reduced in the system 
after iinstalling FACTS device during certain increase in the 
load in the system. It was also too observed that voltage profile 
at each bus of the system improved after installing FACTS 
device. 
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                                              (b) 

Figure 10.  Voltage Magnitude profile comparision before and after using 
FACTS device in (a) IEEE 30 bus (b) IEEE118 bus 

VI. CONCLUSION 
A genetic algorithm has been presented with larger 

parameters than previous methods to optimally locate FACTS 
devices in the power system. Here only three types of FACTS 
devices are used and simulation is carried out on IEEE 30 bus 
and IEEE 118 bus. After simulation FACTS devices are used 
in the obtained location and the power flow of the system is 
observed. It is found that power transmission loss has reduced 
for using FACTS devices in case of IEEE 30 bus for 90% cases 
and in case of IEEE 118 it is about 75%. So transmission losses 
are reduced. In case of bus voltage profile, about 95% bus 
voltage remain within the limit due to use of FACTS device in 
IEEE 30 bus and in case of IEEE 118 bus it is about 80%. So it 
can be said that overall FACTS device has a great impact in 
power system for optimal power flow and in that case Genetic 
algorithm exhibits a great impact for selecting the perfect 
location.  
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Abstract— Speckle noise is an inherent phenomenon in 

medical ultrasound (US) images. Since it degrades an ultrasound 
image quality and reduces its diagnostic value, reduction of 
speckle noise is a very important pre-processing step in 
ultrasound image processing. For this purpose, the knowledge of 
the statistics of speckle noise is necessary; especially in the multi-
resolution transform domain due to their sparse and efficient 
representation of images. In this paper a  Bessel K-Form (BKF) 
probability density function (pdf) is proposed as a highly suitable 
prior for modeling the log-transformed speckle noise in the well-
known contourlet transform domain. A maximum likelihood 
based method is presented for estimating the parameters of the 
BKF pdf. The appropriateness of the BKF pdf in modeling the 
speckle is studied for different noise levels in the contourlet 
transform domain, in addition the suitability of BKF model is 
investigated for the case of real US images. It is shown that, in 
general the BKF can model the statistics of the contourlet 
transform coefficients corresponding to log-transformed speckle 
better than the traditional Gaussian and normal inverse 
Gaussian pdfs. 
 

 Keywords—Bessel K-form pdf, Speckle Noise, Maximum 
Likelihood (ML), Contourlet transform.  
 

I. INTRODUCTION 
Medical ultrasound (US) has become an ubiquitous imaging 
modality for diagnostic purposes due to its non-invasiveness, 
use of safe non-ionizing sound waves, low cost and 
portability. It is specially used for visualizing subcutaneous 
body structures that include tendons, muscles, joints, blood 
vessels, testes, breast, liver, kidneys, thyroid, parathyroid 
glands and the neonatal brain, among others [1]. However, the 
US images have a granular appearance due to the inherently 
generated speckle noise. It obscures diagnostically important 
details, reduces object detectibility and makes image 
processing tasks such as compression and segmentation quite 
difficult. Hence, speckle removal is an important pre-
processing step in the analysis, processing and interpretation 
of US images. Among the various numerous approaches, the 
homomorphic ones are most popular [2]-[10]. Basically, the 
multiplicative speckle noise is converted to an additve one by 
applying log-transformation. Thus, one can employ additive 
noise-suppression techniques to reduce the noise. The 
corresponding output is subjected to an exponential 
transformation to obtain the despeckled image. As for the 
additive part, the most promising results are obtained in the 
multi-resolution time-frequency transform domains and using 
the appropriate statistics of the log-transformed signal and 
noise. The most widely used model is the Gaussian probability 

density function (pdf) due to its mathematically tractability 
and ability to capture the noise statistics when the noise level 
is low [2]-[6]. However, unlike Gaussian, the statistics of 
these coefficients is actually heavy-tailed and can be described 
more accurately by a double-exponential pdf, commonly 
known as Fisher-Tippet pdf [7], [8]. The disadvantage of 
using this pdf is its mathematical intractability and associated 
difficulty in parameter estimation that complicates the 
development of an effective denoising processor. In fact, in 
[7], the authors estimate the noise outliers responsible for the 
heavy-tailedness and subtracts it from the ultrasound image to 
make the noise Gaussian. In [9], [10] the wavelet coefficients 
corresponding to log-transformed speckle are modeled with a 
bimodal Rayleigh and Maxwell pdfs respectively. However, it 
is unrealistic since the noise is unimodal. A normal inverse 
Gaussian (NIG) pdf is used in [11]. A generalized Nakagami 
pdf adopted in [12] to model the speckle wavelet coefficients.  
The BKF pdf introduced by Srivastava [13] has attracted the 
attention of researchers for its ability to effectively model the 
heavy-tailed statistics of image data [14]. In this paper, the 
BKF pdf is proposed as a highly suitable prior for modeling 
the statistics of the log-transformed speckle in the multi-
resolution contourlet transform domain. The traditionally used 
discrete wavelet transform (DWT) can give a good time-
frequency representation of the non-stationary signal, but it 
has limited directional informations, only along horizontal, 
vertical, and diagonal directions. On the other hand the 
contourlet transform has the ability to describe the 
directionalities of image signals significantly better than the 
wavelet transform. In comparison to other efficient directional 
transforms such as the 2-D dual-tree complex wavelet 
transform (DT-CWT) [15], it gives more directional 
information, which is not fixed and rather increases along with 
the increase of the pyramidal decomposition levels. Also it 
provides a better description of arbitrary shapes and contours. 
In other words, it is a better descriptor of directionality and 
anisotropy. A maximum likelihood (ML)-based estimation 
technique is presented here for obtaining the parameters of the 
BKF pdf. The suitability of the pdf in modeling the contourlet 
coefficients is studied for different noise levels and compared 
with those of Gaussian and NIG pdfs using simulated noise 
and speckle extracted from US images.  

II. THE BKF PDF 
The BKF pdf is expressed as [13]         ݂(ݔ; ,݌ ܿ) ൌ ଵ√గ Г(௣) ቀ௖ଶቁି ೛మ ି భర   ቚ௫ଶቚ௣ିభమ ௣ିభమܭ  ቆටଶ௖  ቇ    (1)|ݔ|
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where ܭ௣ିభమ  denotes the modified Bessel function of the 

second kind of order ݌ െ ଵଶ , given by [17]         ܭ௣ିభమ(ݖ) ൌ గభ/మቀభమ௭ቁ೛షభమ
Гቄቀ௣ିభమቁାభమቅ ׬   ݁ି௭௧∞ଵ ଶݐ) െ 1)ቀ௣ିభమቁିభమ ݀ݐ  

                                             ;  ቀ ࣬ ቀ݌ െ ଵଶቁ > െ ଵଶ , |arg |ݖ  ൏ గଶቁ        (2) 
p and c being scale and shape parameters, respectively, and Γ 
represents the gamma function. The BKF pdf is unimodal, 
symmetric around the mode, the mode necessarily not being 
zero. Its peakedness increase when p increases. When p = 1, it 
tends towards the double exponential pdf, while for p > 1, it 
turns into nearly Gaussian and p < 1 causes a sharper peak and 
heavier tails. Clearly, the BKF pdf can be considered as the p-
th convolution power of the double exponential [14]. Fig. 1 
shows plots of a BKF pdf for various values of p and c.  

 
Figure 1. Plots of a BKF pdf for different values of p and c. 

 
The cumulants of a BKF pdf are given by           
ଶ௜ܭ                                 ൌ ݌ ቀ௖ଶቁ௜ (ଶ௜)!௜ ,   ݅ ൒ 1                           (3) 
the odd cumulants are zero and the even ones nonzero. 
Particularly, the first four cumulants are given by  
ଵܭ                                     ൌ ଷܭ , 0 ൌ 0                                   (4) 
ଶܭ                            ൌ ݉ଶ ,  ܭସ ൌ ݉ସ െ 3݉ଶଶ                         (5) 
here, ݉ଶ and ݉ସ are the 2nd and 4th order moments of the pdf. 
From (4) and (5), the variance and kurtosis of a BKF random 
variable X are determined as                 ܸܽݎ(ܺ) ൌ ଶܭ ൌ (ܺ)ݐݎݑܭ   ,ܿ݌ ൌ ௄ర௄మమ ൅ 3 ൌ ଷ௣ ൅ 3           (6) 
using (5) and (6), the parameters p and c are estimated as                                                                            ̂݌ ൌ ଷ௄௨௥௧(௫)ିଷ , ܿ̂ ൌ ௏௔௥(௫)௣ො                          (7)                                                              
From (7) it is seen that for a Gaussian pdf, since the value of 
kurtosis is 3, p→∞ approaches infinity whereas c→0. The 
moment-based estimators of the parameters p and c, given by (7) are biased especially for a small-sized data set. This is 
important considering the small size of the wavelet sub bands. 
In this paper, a Maximum Likelihood Estimation (MLE)-based 
method is presented for estimating the parameters of a BKF 
pdf. Let the observations corresponding to a BKF random 
variable X represented by xi where i=1,2,3,……n. The Log 
Likelihood function for X is given by 
(ܮ)௘݃݋݈  ൌ ௘݃݋݈ ݊ ൭ ቀ2ܿቁି ௣ଶ – ଵସ൱ (݌)Г ߨ√1 ൅ ൬݌ െ 12൰ ෍ ௘௡݃݋݈

௜ୀଵ ቚݔ௜2 ቚ 
                            ൅ ∑ ௘݃݋݈ ቊܭ௣ିభమ ቆටଶ௖ ௜|ቇቋ௡௜ୀଵݔ|                                 (8) 

Applying derivatives on (8) with respect to c provides 

డడ௖ ሼ݈݃݋௘(ܮ)ሽ ൌ ௡௖ ቀെ ௣ଶ  – ଵସቁ ൅ ∑ ቌ ଵ௄೛షభమቆටమ೎|௫೔|ቇ  ·௡௜ୀଵ
                                  ିቀ௣ିభమቁ௄೛షభమቆටమ೎|௫೔|ቇିቆටమ೎|௫೔|ቇ௄೛షయమቆටమ೎|௫೔|ቇ

ቆටమ೎|௫೔|ቇ ·
                                    ቄെ |௫೔|√ଶ ௖య/మቅቍ                                                  (9) 

Taking derivatives on both sides of (8) with respect to p yields 
 డడ௣ ሼ݈݃݋௘(ܮ)ሽ ൌ െ݊߰(݌) െ ଷ௡ସ ௘݃݋݈ ቀ௖ଶቁ ൅ ଵଶ ∑ ௘௡௜ୀଵ݃݋݈ ቚ௫೔ଶ ቚ  
                        ൅ ∑ ۔ۖەۖ

ۓ ଵ௄೛షభమቆටమ೎|௫೔|ቇ  ·௡௜ୀଵ
                         ൮௡!ቊభమቆටమ೎|௫೔|ቇቋష೙

ଶ  ∑ ቊభమቆටమ೎|௫೔|ቇቋೖ௄ೖቆටమ೎|௫೔|ቇ(௡ି௞)௞!௡ିଵ௞ୀ଴ ൲
௣ିభమୀ௡

·
                            ቀଵଶቁۙۘ

ۗ                                                             (10) 

where ߰ denotes the digamma function, given by  
(ݖ)߰                           ൌ డడ௭ ൛݈݃݋௘൫Г(ݖ)൯ൟ                                (11) 
The solutions to (9) and (10) are found numerically using the 
Aitken's ∆ଶ process of acceleration method [18] which 
accelerates the convergence of the first-order iterative method. 
For this purpose, define:                                               ܨଵ(ݔ; ,̂݌ ܿ̂) ൌ ;ݔ)ଶܨ                                               (12)                                   0 ,̂݌ ܿ̂) ൌ 0                                   (13) 
where, ܨଵ and ܨଶ are the left hand side of (9), (10). The value 
of  ̂݌ and ܿ̂ at a given iteration are obtained as [18]                            ቀܿ௞̂ାଶ ൌ ܿ̂௞ାଵ െ (௖ೖ̂శభି௖ೖ̂)మ௖ೖ̂శభିଶ௖ೖ̂ା௖ೖ̂షభቁ                     (14)                         ቀ̂݌௞ାଶ ൌ ௞ାଵ̂݌ െ (௣ොೖశభି௣ොೖ)మ௣ොೖశభିଶ௣ොೖା௣ොೖషభቁ                    (15)  

The values  ̂݌ and ܿ̂ are estimated at the k-th iteration of (14) 
and (15). The initial values,  ̂݌௞ିଵ and ܿ̂௞ିଵ are estimated from 
the moment-based estimator of (7). In solving (14) by 
subsequent iterations, ܿ̂௞ ൌ ;ݔ)1ܨ ,௞ିଵ̂݌ ܿ̂௞ିଵ) and ܿ̂௞ାଵ ൌݔ)1ܨ; ,௞ିଵ̂݌ ܿ̂௞). After, In solving (15) by subsequent iterations ̂݌௞ ൌ ;ݔ)1ܨ ,௞ିଵ̂݌ ܿ̂) and ̂݌௞ାଵ ൌ ;ݔ)1ܨ ,௞̂݌ ܿ̂), where ܿ̂ is found 
from solving (14). This iterative process is continued until the 
following condition is satisfied:                      |(̂݌௞ାଶ െ (௞ାଵ̂݌ ൅ (ܿ̂௞ାଶ െ ܿ̂௞ାଵ)| ൑1x10-8                  (16) 
A summary of the parameter estimation method is given 
below: 
1) Find the initial values ܿ̂௞ିଵ , ܿ̂௞ and ̂݌௞ିଵ ,  . ௞̂݌
2) Estimate ܿ̂௞ାଶ using (14). 
3) Estimate ̂݌௞ାଶ employing (15). 
4) Check whether (16) is satisfied. If so, stop the iteration. 

Otherwise, again start the parameter estimation method 
from Step 1 where use the values ܿ̂௞ିଵ ൌ ܿ̂௞ାଶ found in 
Step 2 and ̂݌௞ିଵ ൌ  ௞ାଶ found in step 3 as the initial̂݌
values. 
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III. SPECKLE NOISE MODELING IN CONTOURLET DOMAIN 
The contourlet transform is implemented by using a filter 
bank that decouples the multiscale and the directional 
decompositions proposed in [16]. A conceptual set up of a 
contourlet transform is shown in Fig. 2. The decoupling 
operation includes a multiscale decomposition by a Laplacian 
pyramid and a subsequent directional decomposition 
employing a directional filter bank. Basically, the contourlet 
transform is constructed by grouping of nearby wavelet 
coefficients, since they are locally correlated due to the 
smoothness of the contours. Therefore, a sparse expansion is 
obtained for natural images by first applying a multiscale 
transform, followed by a local directional transform to gather 
the nearby basis functions at the same scale into linear 
structures. Thus it constitutes  a wavelet-like transform for 
edge detection and then a local directional transform for 
contour segment detection. The overall result is an image 
expansion using basic elements that are like contour segments, 
and hence the name contourlets.  

Figure 2. The contourlet filter bank: first, a multiscale decomposition into 
octave bands by the Laplacian pyramid is computed, and then a directional 
filter bank is applied to each bandpass channel [16]. 
 
Generally, the speckle noise is described as a multiplicative 
phenomenon. The reflectivity image ࣠ is assumed to be 
corrupted by the speckle noise ߟ and an additive noise (such 
as thermal noise) ߟ௔ as [5] 
                                                       ௡࣠ ൌ ߟ ࣠ ൅  ௔                             (17)ߟ
Since the effect of additive noise is insignificant as compared 
to the multiplicative speckle, (17) can be written as [5] 
                                      ࣠௡ ൌ  (18)                                                      ߟ ࣠
After applying log-transformation on (18), we obtain 

                                       ݂ ൌ ݃ ൅ Υ                                                            (19)       
where f=log( ௡࣠), ݃=log(࣬) and Υ=log(ߟ). As the log-
transformed image is subjected to wavelet transform, one gets 
ݕ                                     ൌ ߝ ൅  (20)                                       ݔ
where y, ߝ and x, respectively, represent the coefficients 
corresponding to d, S and Υ. For the purpose of modeling, the 
BKF parameters, p and c, are estimated using the proposed 
MLE-based method from the contourlet transform coefficients 
of the log-transformed noise. The speckle noise can be 
simulated by low-pass filtering a complex Gaussian random 
field, and then taking the magnitude of the filtered output. The 
filtering is carried out using a 3x3 window, since such a short-
term correlation is sufficient to account for real speckle noise 
[3]. The log-transformed noise is decomposed in the 
contourlet transform domain using the contourlet toolbox [19] 
with many different orientations. The modeling performance 
of the BKF pdf is compared with that of the Gaussian and 
normal inverse Gaussian (NIG) pdfs using the well-known 
Kolmogorov-Smirnov (KS) statistics and variance stabilized 

pp-plot. The pdf of a zero-mean Gaussian distributed random 
variable, x, is given by                   ௫ܲ(ݔ) ൌ ଵఙೣ√ଶగ ݌ݔ݁  ቀെ ௫మଶఙమೣቁ  ;   െ∞ ൏ ݔ ൏ ∞      (21) 
 
where ߪ௫  is the standard deviation of signal ݔ, which 
determines the spread of the density function. The value of ߪ௫ 
is estimated as 

௫ߪ                            ൌ ටଵே ∑ ଶே௜ୀଵ(௜ݔ)                                     (22) 

 
TABLE I 

Values of the Kolmogorov-Smirnov (KS) statistics (dKS) calculated in the 
contourlet transform domain. The subscripts represent the corresponding 

decomposition level 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Contourlet 
Sub bands  

P=Pyramidal 
D=Directional  

Values of the Kolmogorov-
Smirnov (KS) Statistics (dKS) for 

Noise Standard Deviation 0.3 
BKF Gaussian NIG 

P 3
 

D1 0.0413 0.0417 0.0441 
D2 0.0528 0.0593 0.0659 
D3 0.0551 0.0517 0.0474 
D4 0.0401 0.0559 0.0404 

 P
4 

D1 0.0735 0.0866 0.0753 
D2 0.0408 0.0467 0.0425 
D3 0.0281 0.0369 0.0320 
D4 0.0185 0.0196 0.0199 
D5 0.0314 0.0334 0.0321 
D6 0.0243 0.0270 0.0309 
D7 0.0420 0.0454 0.0461 
D8 0.0221 0.0311 0.0271 

 P
5 

D1 0.0148 0.0231 0.0186 
D2 0.0344 0.0353 0.0348 
D3 0.0332 0.0340 0.0337 
D4 0.0151 0.0177 0.0175 
D5 0.0142 0.0158 0.0159 
D6 0.0190 0.0241 0.0200 
D7 0.0275 0.0289 0.0344 
D8 0.0234 0.0267 0.0402 
D9 0.0152 0.0153 0.0190 
D10 0.0182 0.0187 0.0190 
D11 0.0157 0.0166 0.0220 
D12 0.0186 0.0264 0.0197 
D13 0.0277 0.0312 0.0297 
D14 0.0201 0.0209 0.0227 
D15 0.0217 0.0281 0.0214 
D16 0.0310 0.0314 0.0326 

 P
6 

D1 0.0129 0.0148 0.0474 
D2 0.0144 0.0175 0.0411 
D3 0.0117 0.0133 0.0518 
D4 0.0179 0.0197 0.0451 
D5 0.0214 0.0223 0.0413 
D6 0.0130 0.0137 0.0350 
D7 0.0257 0.0320 0.0473 
D8 0.0101 0.0113 0.0152 
D9 0.0246 0.0249 0.0470 
D10 0.0175 0.0182 0.0382 
D11 0.0116 0.0118 0.0435 
D12 0.0229 0.0246 0.0454 
D13 0.0267 0.0290 0.0403 
D14 0.0122 0.0138 0.0375 
D15 0.0178 0.0195 0.0443 
D16 0.0126 0.0172 0.0344 
D17 0.0120 0.0122 0.0331 
D18 0.0286 0.0309 0.0476 
D19 0.0275 0.0283 0.0348 
D20 0.0131 0.0139 0.0267 
D21 0.0107 0.0116 0.0353 
D22 0.0125 0.0127 0.0433 
D23 0.0119 0.0136 0.0351 
D24 0.0110 0.0121 0.0463 
D25 0.0115 0.0117 0.0168 
D26 0.0132 0.0136 0.0262 
D27 0.0121 0.0134 0.0254 
D28 0.0102 0.0108 0.0367 
D29 0.0108 0.0126 0.0445 
D30 0.0159 0.0184 0.0434 
D31 0.0188 0.0200 0.0379 
D32 0.0145 0.0154 0.0272 
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The NIG pdf is expressed as [20] 
                          ௫݂(ݔ; (ߠ ൌ ఈఋగ ௘௫௣ሼ௣(௫)ሽ௤(௫)  ሿ                  (23)(ݔ)ݍߙଵሾܭ

where (ݔ)݌ ൌ ଶߙ)ඥߜ െ (ଶߚ ൅ ݔ)ߚ െ (ݔ)ݍ and (ߤ ൌඥ(ݔ െ ଶ(ߤ ൅   .ଶߜ
 

             The parameters of the NIG pdf are obtained as [17] 
መߜ                    ൌ ඥкො(ଶ)1)ߦ െ ;      (ଶߩ ߜ)   > 0)                     (24) 
ොߙ                      ൌ  2൯                                                               (25)ߩఋ෡൫1െߦ

መߚ                   ൌ ;     ߩොߙ  (0 ൑ |ߚ| ൏  (26)                                    (ߙ
ߤ̂                   ൌ кො(ଵ) െ ;     ߦඥкො(ଶ)ߩ  (െ∞ ൏ ߤ ൏ ∞)          (27) 
 
where кො(ଵ), кො(ଶ), кො(ଷ), кො(ସ) are the first four cumulants from 
sample data, the skewness γොଷ ൌ кො(ଷ)/ൣкො(ଶ)൧ଷ/ଶ

, normalized 
kurtosis  γොସ ൌ кො(ସ)/ൣкො(ଶ)൧ଶ

 and auxiliary variables ߦ ൌ3 ቀγොସ െ ସଷ γොଷଶቁିଵ
ߩ ,  ൌ ஓෝయଷ ඥߦ . 

IV. RESULTS 
In this section, the results of our experiments to determine the 
efficacy of various pdfs in modeling the speckle noise in 
contourlet transform domain are described. The well-known 
Kolmogorov-Smirnov (KS) statistics and p-p plots are used as 
the matrices for comparing the performance of different pdfs 
in modeling the speckle noise. The KS statistics is defined as  
 
                       ݀௄ௌ ൌ max௫אோ (ݔ)௘ܨ|  െ  (28)                   |(ݔ)௔ܨ
 
Here, dks, Fa(x) and Fe(x) denote the KS statistics, cumulative 
density function (cdf) of the modeling pdf and the empirical 
cdf, respectively [20], [21].  
 

  

  

  
Figure 3. PP-plots for the contourlet transform sub bands of some different 
orientations. The figures in the first, second and third rows show the 
contourlet transform at pyramidal sub bands-4,5,6 where as the first and 
second columns show the directional sub bands-4,8 at noise standard 
deviation of 0.3 and 0.5 respectively. 

The pp-plot is obtained by plotting Fa(x)t against Fe(x)t where 
a linear plot means excellent fitting [5]:                  
௧(ݔ)௔ܨ                         ൌ ଶగ ൯                     (29) (ݔ)௔ܨ൫ඥ ݊݅ݏܿݎܽ                  

௧(ݔ)௘ܨ                         ൌ ଶగ    ൯                      (30) (ݔ)௘ܨ൫ඥ ݊݅ݏܿݎܽ 
where t denotes the transpose operation.  
 

TABLE II 
Values of the Kolmogorov-Smirnov (KS) statistics (dKS) calculated in the 
contourlet transform domain. The subscripts represent the corresponding 

decomposition level 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The values of the KS statistics for various orientations and 
noise levels are provided in Tables I and II. It is seen that the 
BKF pdf, in general, gives lower values as compared to those 
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Empirical
NIG
Gaussian
BKF

Contourlet 
Sub bands  

P=Pyramidal 
D=Directional  

Values of the Kolmogorov-
Smirnov (KS) Statistics (dKS) for 
Noise  Standard Deviation 0.5 
BKF Gaussian NIG 

P 3
 

D1 0.0413 0.0421 0.0443 
D2 0.0422 0.0426 0.0425 
D3 0.0317 0.0411 0.0330 
D4 0.0310 0.0339 0.0322 

 P
4 

D1 0.0887 0.0896 0.0892 
D2 0.0493 0.0500 0.0496 
D3 0.0406 0.0417 0.0420 
D4 0.0328 0.0330 0.0324 
D5 0.0313 0.0315 0.0319 
D6 0.0227 0.0278 0.0236 
D7 0.0296 0.0311 0.0319 
D8 0.0337 0.0344 0.0345 

 P
5 

D1 0.0225 0.0240 0.0232 
D2 0.0340 0.0360 0.0371 
D3 0.0129 0.0132 0.0170 
D4 0.0236 0.0247 0.0252 
D5 0.0407 0.0417 0.0418 
D6 0.0132 0.0141 0.0144 
D7 0.0141 0.0244 0.0154 
D8 0.0212 0.0290 0.0224 
D9 0.0090 0.0094 0.0107 
D10 0.0173 0.0208 0.0188 
D11 0.0122 0.0156 0.0128 
D12 0.0170 0.0233 0.0200 
D13 0.0145 0.0177 0.0147 
D14 0.0318 0.0325 0.0338 
D15 0.0308 0.0318 0.0311 
D16 0.0305 0.0305 0.0307 

 P
6 

D1 0.0300 0.0305 0.0345 
D2 0.0322 0.0362 0.0382 
D3 0.0124 0.0131 0.0161 
D4 0.0190 0.0216 0.0228 
D5 0.0188 0.0207 0.0288 
D6 0.0201 0.0208 0.0218 
D7 0.0187 0.0213 0.0119 
D8 0.0179 0.0198 0.0222 
D9 0.0181 0.0196 0.0319 
D10 0.0168 0.0270 0.0177 
D11 0.0119 0.0168 0.0125 
D12 0.0166 0.0214 0.0180 
D13 0.0264 0.0347 0.0289 
D14 0.0137 0.0285 0.0143 
D15 0.0140 0.0227 0.0154 
D16 0.0193 0.0262 0.0210 
D17 0.0249 0.0314 0.0266 
D18 0.0214 0.0251 0.0221 
D19 0.0116 0.0151 0.0120 
D20 0.0244 0.0294 0.0267 
D21 0.0201 0.0210 0.0206 
D22 0.0184 0.0232 0.0205 
D23 0.0178 0.0217 0.0207 
D24 0.0220 0.0337 0.0222 
D25 0.0249 0.0382 0.0277 
D26 0.0159 0.0253 0.0197 
D27 0.0185 0.0293 0.0208 
D28 0.0155 0.0199 0.0171 
D29 0.0183 0.0228 0.0215 
D30 0.0199 0.0224 0.0218 
D31 0.0161 0.0312 0.0198 
D32 0.0183 0.0275 0.0208 
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of the other pdfs, indicating a closer match with the empirical 
pdf. From the p-p plots shown in Fig. 3, it is seen that the BKF 
pdf provides a better match with the underlying empirical one.  
 

TABLE III 
Values of the Kolmogorov-Smirnov (KS) statistics (dKS) calculated in the 
contourlet transform domain. The subscripts represent the corresponding 

decomposition level 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Real US images are  also used in our investigation. For this 
purpose, a number of ultrasound images obtained from the 
authors of [3] is used in our study. Fig. 4 shows a real US 
image and it's filtered version obtained by the Homomorphic 
Weiner method [2]. Since the true reflectivity is unknown, the 

filtered image is considered approximately noise-free; the 
corresponding speckle is extracted by dividing the noisy US 
image with this filtered image. The log of this speckle noise is 
modeled using the various pdfs in contourlet transform 
domain. Table III shows the values of the KS statistics where 
lower values of KS statistics indicates a better match with the 
underlying statistics of noise in contourlet transform domain. 
The efficacy of BKF pdf in modeling the noise is further 
illustrated in Fig. 5 which shows the pp-plots for various pdfs 
of different orientations. It is seen that the plot for the BKF 
pdf is in general, close to linear one, thus indicating a better 
match with the empirical pdf. 
 

 
Figure 4. US Image (a) healthy Neonatal Brain (Coronal View) & 
corresponding (b) denoised image obtained by Homomorphic Wiener filter 
using a 5x5 window. 

 

 
Figure 5. PP-plots for the contourlet transform sub bands of some different 
orientations. The figures in the first and second rows show the contourlet 
transform at pyramidal sub bands-5,6 whereas the first and second columns 
show the directional sub bands-12, 24 respectively. 

V. CONCLUSION 
In this paper, the appropriateness of the Bessel K-Form (BKF) 
pdf as a highly suitable model for describing the statistics of 
log-transformed speckle noise in contourlet transform domain 
has been demonstrated. A Maximum Likelihood (ML)-based 
Estimator (MLE) has been developed for this purpose. The 
MLE equations have been solved using the Aitken's ∆ଶ 
process of acceleration method. For the case of simulated 
noise, it has been shown that the BKF pdf is highly suitable 
for modeling the log-transformed speckle in contourlet 
transform domain, better than the NIG and  the Gaussian pdfs. 
The suitability of the BKF pdf has also been illustrated for the 
case of real US images. The findings of this study may help 
researchers in developing effective statistical methods for 
reducing speckle noise from medical US images. There are 
some limitations regarding the parameter estimation process
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Empirical
NIG
Gaussian
BKF

Contourlet 
Sub bands  

P=Pyramidal 
D=Directional  

Values of the Kolmogorov-
Smirnov (KS) Statistics 

(dKS) 
BKF Gaussian NIG 

P 3
 

D1 0.0831 0.0821 0.0810 
D2 0.0582 0.0687 0.0584 
D3 0.0917 0.0919 0.0940 
D4 0.0910 0.1032 0.0989 

 P
4 

D1 0.0707 0.0863 0.0770 
D2 0.0393 0.0569 0.0393 
D3 0.0506 0.0855 0.0550 
D4 0.0621 0.0731 0.0440 
D5 0.0403 0.0659 0.0524 
D6 0.0406 0.0723 0.0465 
D7 0.0256 0.0477 0.0313 
D8 0.0587 0.0844 0.0666 

 P
5 

D1 0.0505 0.1016 0.0550 
D2 0.0210 0.0996 0.0237 
D3 0.0379 0.1287 0.0500 
D4 0.0296 0.1060 0.0516 
D5 0.0167 0.1029 0.0180 
D6 0.0200 0.1086 0.0300 
D7 0.0141 0.0862 0.0154 
D8 0.0162 0.0983 0.0164 
D9 0.0250 0.1409 0.0259 
D10 0.0243 0.0688 0.0238 
D11 0.0422 0.0853 0.0573 
D12 0.0470 0.1216 0.0761 
D13 0.0345 0.1094 0.0632 
D14 0.0438 0.0778 0.0502 
D15 0.0618 0.0981 0.0730 
D16 0.0325 0.0489 0.0328 

 P
6 

D1 0.0390 0.1010 0.1704 
D2 0.0522 0.1172 0.1311 
D3 0.0384 0.1122 0.1249 
D4 0.0490 0.1231 0.0825 
D5 0.0348 0.1101 0.1147 
D6 0.0251 0.0897 0.1280 
D7 0.0832 0.1264 0.0851 
D8 0.0278 0.1337 0.0180 
D9 0.0511 0.1196 0.1319 
D10 0.0388 0.1270 0.0777 
D11 0.0329 0.1068 0.1125 
D12 0.0386 0.1114 0.1020 
D13 0.0264 0.1047 0.1589 
D14 0.0477 0.1285 0.1143 
D15 0.0610 0.1227 0.1454 
D16 0.0550 0.1262 0.1910 
D17 0.0559 0.1414 0.0566 
D18 0.4714 0.1251 0.0721 
D19 0.0176 0.0951 0.0320 
D20 0.0244 0.0694 0.0267 
D21 0.0401 0.0810 0.0406 
D22 0.0374 0.0932 0.0505 
D23 0.0378 0.1117 0.0607 
D24 0.0320 0.1337 0.0722 
D25 0.0499 0.1382 0.0877 
D26 0.0359 0.1053 0.0597 
D27 0.0375 0.0793 0.0408 
D28 0.0455 0.0699 0.0471 
D29 0.0283 0.0728 0.0295 
D30 0.0199 0.0624 0.0218 
D31 0.0241 0.0612 0.0198 
D32 0.0473 0.0975 0.0608 
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since it does not have a closed-form expression, necessary to 
have reduced complexity. 
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Abstract—Brain–Computer Interface (BCI) requires generating 
control signals for external device by analyzing and processing 
the internal brain signal. Cognitive or Mental State detection has 
its advantages in asynchronous BCI where the subjects are 
involved to the interface in response to some external stimulation. 
But the main problem is feature extraction and classification for 
different Cognitive State. In this research work, four Cognitive 
States Resting State (RS), Thought (TH), Memory (MR) and 
Emotion (EM) have been detected by collecting, processing and 
classifying Electroencephalogram (EEG) signals from six 
subjects. EEG signals were analyzed to find out the features such 
as spectral Power, frequency band combination ratios and linear 
combination of power of EEG frequency bands. A three layer BP 
neural network was structured to use as classifier for pattern 
recognition. Results indicate that different Cognitive States were 
perfectly identified with higher classification performance and 
classification performance remains approximately invariant to 
the number of NN hidden layer units.       

Keywords— Cognitive State, Brain-Computer Interface (BCI), 
EEG, Neural Network classifier. 

 

I.  INTRODUCTION 
 

BRAIN-computer interface (BCI) systems are the recent 
field of the modern technology that creates an interface or 
communication path between human brain and external 
devices. It is the process where internal brain signals are 
processed to generate control signal for the external devices. 
BCI systems have its potential applications for the patients 
suffering spinal cord injury, paralysis and brainstem stroke 
etc. Because this is a “hands off” control procedure people 
who have no or less control over their muscle can use BCI 
system to convert their thoughts in to action [1] & [2]. BCI 
system also has similar application for creating virtual 
environment, keyboard etc. [3]. So the advantages of BCI 
systems for injured or paralyzed patients encourage more 
development of BCI systems.  
 

Cognitive states or mental states are the inside human 
mental state during the interaction with the system through 
men machine interface [4]. Real time BCI application requires 
non-invasive asynchronous detection of cognitive states where 
a subject has to undergo a specific sequence of mental state in 
response to some external stimulation [5] & [6]. One and most 

popular method of asynchronous BCI system is collecting and 
processing EEG signals non-invasively. But the key problems 
are, it’s very difficult to create cognitive state environment, 
collected signals can be affected by the motion artifact and 
process to find out the features from EEG and classification to 
detect different cognitive states. 
 

EEG signals are divided in to five frequency  bands named  
Delta 0-3.5Hz, Theta 4-7Hz, Alpha 8-13Hz, Beta  14-34Hz 
and Gamma > 35Hz [7]. Spectral power of different frequency 
band of EEG was used by different researchers [8] & [9]. 
Spectral power and linear combination of this frequency bands 
to reduce the feature number were used for BCI system [10]. 
Using gamma band to increase the accuracy rate of mental 
task detection were also introduced in [11]. Using 
Approximate Entropy (ApEn) to classify different mental task 
was also introduced in [12].  
 

In this study, four cognitive states Resting State (RS), 
Thought (TH), Memory (MR) and Emotion (EM) have been 
detected by collecting, processing and classifying 
Electroencephalogram (EEG) signals. EEG signals were 
collected by using BIOPAC system, processed to find out 
features by spectral power, frequency band combination ratios 
and linear combination of five frequency bands alpha, beta, 
theta, delta and gamma. Using gamma band to increase the 
classification performances of mental task are described in [11] 
as gamma band also shows significant variations with different 
mental state. So we used gamma band with other frequency 
bands of EEG to extract features for classification.  A three 
layer back propagation neural network was used for training 
and testing the collected features for the detection of different 
cognitive states. 

 

II. METHODOLOGY 

 

A. Subjects 
EEG signals of 6 healthy subjects for different cognitive 

states were collected by using BIOPAC software at 
Biomedical Signal Processing Laboratory, Department of 
BME of EEE Faculty in Khulna University of engineering and 
technology (KUET), Bangladesh. All the subjects are 
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undergraduate student and are of good mental and physical 
condition. 

B. Data Acquisition 
EEG signals were collected from different subjects where 

each subject has to undergo a specific sequence of data 
collection procedure. As it is said earlier, EEG signals were 
collected for four different cognitive states as Resting State 
(RS) which includes eye close (RSEC) and eye open (RSEO) 
state, Thought (TH), Memory (MR) and Emotion (EM) state. 
All the subjects were asked to sit in an armchair and stared at a 
computer monitor placed approximately 60 centimeters away 
from the subject at eye level. They were asked to keep their 
arms relaxed and comfortable and to avoid eye movements 
during the recordings.  For RS state, EEG signals were 
collected for sitting resting state but for two conditions: (a) 
eyes close and (b) eyes open. Then for TH, EEG signals were 
collected when the subjects were challenged by different 
mental mathematical problem i.e., x2 + 5x +6, here what is the 
value of x. EEG signals for MR state were collected when the 
subjects asked to memorize some positive random number 
sequence displaying on the CRT screen. Twenty seconds after 
the positive set disappears from the screen, one character will 
be displayed on and subject was asked to judge whether it was 
in the positive set or not. This process of memory data 
collection was described in [4]. EM is defined as the state 
when the emotional aspect is dominating in the mental 
activities. Happiness, laughing, confusion and embarrassment 
are supposed to be major factors evoking the state of EM. 
EEG signals for EM state were collected by providing subject 
with different audio tracks and video slide. 
 

All the physiological variables are collected by using 
BIOPAC MP36 unit. Required equipment’s are BIOPAC 
electrode lead set (SS2L), BIOPAC disposable vinyl electrodes 
(EL503), BIOPAC data acquisition unit (MP36) with cable and 
power. Three electrodes were placed on the subject’s scalp 
according to the [13]. Red electrode was placed on the occipital 
lobe, the white electrode was placed behind ear and the ground 
black lead was placed on ear lobe. Practical view of EEG 
collection of a subject is shown in figure 1. 

 

 
Figure 1: Pictorial view of EEG measurement in BME Lab KUET 

 

C. Feature extraction 
Feature from collected EEG signal were generated by two 

methods: 
 
A. Calculating the linear combination of frequency band 

power for Alpha, theta and delta band to reduce the 
feature numbers described in [10]. 

B. Using gamma band with alpha, theta and delta to 
generate features to increase the classification 
performance and also to increase the timing 
performance (proposed method).  
 

 Beta band was taken for both method but has less       
variation than other frequency band.  

For effective analysis of collected EEG signals, in method 
B feature extracted from the EEG signal in four steps: 
 

i) Filtering to an unfiltered EEG lead signal to generate 
the following five standard EEG bands: Alpha, Beta, 
Theta, Delta, and Gamma. Filtering is performed 
using IIR low pass + high pass combination filters; 

ii) Calculation of band  power  in  predefined frequency 
bands in 1 second intervals; 

iii) Calculation of frequency band power combination 
ratio for seven different combinations. 

iv) Calculation of linear combination of frequency band 
powers. 
 

So, all the collected EEG signals at first filtered to generate 
five EEG frequency bands Alpha, Beta, Theta, Delta, and 
Gamma. Spectral power of this frequency bands were 
calculated by using Power spectral density. 
 

Power spectral density (PSD), which describes how the 
power of a signal or time series is distributed over the different 
frequencies. Here, power can be the actual physical power, or 
more often, for convenience with abstract signals, can be 
defined as the squared value of the signal. The total power P 
of a signal ݔሺݐሻ is the following time average: 
                                                         
                         ܲ ൌ  lim்՜ஶ ଵଶ் ׬ ்ି்ݔ ሺݐሻଶ݀(1)                        ݐ 
 
If ුݔሺݓሻ  is the Fourier transform of signal ݔሺݐሻ then  
்√ሻ  =  ଵݓሺ ݔු                              ׬ ଴்ݐሻ݁ି௜ఠ௧݀ݐሺݔ                           (2) 

 
Now PSD can be defined as, 
 
                          ܵሺݓሻ ൌ lim்՜ஶ  ሻ|ଶሿ                        (3)ݓሺݔු|ሾܧ
 
Where ܧ is the expected value of   ුݔሺݓሻ 
 

So, five set of spectral power value for each cognitive 
state were generated by using this process. 
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In the next step, frequency band power combination was 
calculated by the method described in [10]. According to the 
[10] alpha, theta and delta band generates large variations with 
different cognitive states in comparison with the beta and 
gamma band. Now frequency band power combination can be 
calculated by using ሺܥ െ ܥሻ/ሺܦ ൅  ሻ  ratio, where C & D areܦ
two different frequency bands. So by putting alpha, beta and 
delta band in C group and beta, gamma in D group six 
different combination were calculated. 

 
TABLE I. FREQUENCY BAND POWER COMBINATION 

Frequency band 
combination 

Combination ratio 

Alpha & Beta ሺߙ െ ߙሻ/ሺߚ ൅  ሻߚ
Alpha & Gamma  ሺߙ െ ߙሻ/ሺߛ ൅  ሻߛ
Delta & Beta ሺߜ െ ߜሻ/ሺߚ ൅  ሻߚ
Delta & Gamma (ߜ െ ߜሻ/ሺߛ ൅  ሻߛ
Theta & Beta ሺߠ െ ߠሻ/ሺߚ ൅  ሻߚ
Theta & Gamma ሺߠ െ ߠሻ/ሺߛ ൅  ሻߛ

 
Again according to the [11] gamma band can also be used for 
increasing the classification ratio. So another power 
combination ratio ሺߛ െ ߛሻ/ሺߚ ൅  ሻ was used with above sixߚ
combinations. 
 

So, five set of power combination data were generated for 
each cognitive state by using this process. 
 
In the next step linear combination of frequency bands were 
calculated by using following formula,  
 
Linear Power combination = ሺሺߙ ൅ ߜ ൅ ሻߠ െ ሺߚ ൅ ߙሻሻ/ሺߛ ൅ ߜ ൅ ߠ ൅ ߚ ൅  ሻ                  (4)ߛ
 
Now if we include gamma band then equation 4 will be like,  
 
 Linear Power combination = ሺሺߙ ൅ ߜ ൅ ߠ ൅ ሻߛ െ ሺߚሻሻ/ሺߙ ൅ ߜ ൅ ߠ ൅ ߚ ൅  ሻ                  (5)ߛ

 
So by using this process another five set of data were 

generated for different cognitive state EEG signals. At last 
PCA was used for better comparison of collected data sets. At 
the end total five set of data where input parameters were 
frequency band power, Frequency band combination ratio and 
Linear Power combination of five frequency band were 
generated for each cognitive state for a single subject and for 
each subject total data was collected twice. So for six subjects 
total 30ൈ 2 = 60 data sets for five cognitive states were 
generated for classification and each cognitive state contains 
12 set of data. 
 

D. Classification precedure 
A three layer Back Propagation Neural Network (NN) was 

structured for the classification of EEG signals using the 
features collected by analyzing different cognitive state EEG 
signals. Input layer consist spectral power, frequency band 

combination ratio and linear combination of five frequency 
band of EEG signal. Output layer consist five outputs for five 
cognitive states RSEC, RSEO, TH, MR and EM. A sigmoid 
transfer function is applied between each layer. 70% of total 
data were used as training data and others were used as testing 
data to find out the classification performance of the system. 

 

 
 
Figure 2: A basic three layer Back Propagation Neural Network structure [14]  
 
 

III. RESULTS 
 

A. Training the NN 
As it is said earlier 70% of total data used as training data. 

Each data set contains 1ൈ 52 input values. Iteration number to 
Mean Square Error (MSE) graph for training the data set is 
given in fig 3.  
 

For 1000 iteration MSE is less than 4.7402e-04. 
 

 
 

Figure 3: Iteration vs. error curve for training data set. 
 
 

B. Testing the NN 
After training the NN with different cognitive state data 

sets, it is required to test the NN to find out the classification 
performance. For this purpose each state data were marked by 
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a specific sequence. Testing data for different cognitive state 
with mental state marking are given in TABLE II. 

TABLE II.  TESTING DATA WITH COGNITIVE STATE MARKING 

No. Data RSEC RSEO TH MR EM 

1 Data’s of RSEC 1 0 0 0 0 
2 Data’s of RSEO 0 1 0 0 0 
3 Data’s of TH 0 0 1 0 0 
4 Data’s of MR 0 0 0 1 0 
5 Data’s of EM 0 0 0 0 1 

 
RSEC: Resting state Eye close; RSEO: Resting state Eye open; 
TH: Thought; MR: Memory; EM: Emotion 
 
For example, output given by the TH state by NN is, 
 
      0.0084    0.1224    0.8673    0.0048    0.0264 
 

NN classification results for method A are given in 
TABLE III. This method described in [10], where features 
collected for different mental task by using spectral power and 
linear combination of power for EEG frequency band alpha, 
theta and delta. 1ൈ44 values used as NN input. 
 
TABLE III.  NN CLASSIFICATION RESULT USING METHOD A FOR 6 SUBJECTS 

 
NN classification results of method B for 6 subjects are 

given in TABLE IV, where single target state was used for 
testing the NN. Features were collected from EEG signal by 
using spectral power, frequency band combination ratio and 
linear combination of EEG frequency band alpha, theta, delta 
and gamma. Here additional gamma band was used as well as 
with other frequency band. Though in this method feature 
number increased but classification performance for different 
cognitive state also increased.  

 
TABLE IV.  NN CLASSIFICATION RESULT OF SINGLE TARGET STATE FOR 6 

SUBJECTS USING METHOD B 
Cognitive 

state 
 

Subject 
1 

Subject 
2 

Subject 
3 

Subject 
4 

Subject 
5  

Subject 
6 

RSEC 90% 95% 96% 95% 95% 94% 
RSEO 72% 65% 67% 68% 82% 71% 

TH 89% 82% 85% 82% 85% 85% 
MR 96% 97% 97% 97% 96% 97% 
EM 79% 81% 77% 79% 75% 78% 

 
TABLE V represents NN classification results for subject 

1 when two target states were used for testing the NN. This 
table also represents the variations in classification results 
with different hidden layer unit number. From the average 
value it is evident that classification performance remains 

approximately invariant to the number of NN hidden layer 
units. For subject 1 classification performance is maximum for 
RSEC MR State.  
 

TABLE V: NN CLASSIFICATION RESULT FOR DOUBLE TARGET STATE OF 
SUBJECT 1 

Hidden layer 
unit 

20 40 60 80 100 Avera
ge 

Cognitive state 
 

RSEC RSEO 70% 67% 80% 76% 78% 74% 
RSEC TH 84% 90% 86% 77% 82% 84% 
RSEC MR 95% 96% 97% 96% 97% 96% 
RSEC EM 73% 85% 68% 71% 67% 73% 

TH RSEO 70% 60% 69% 68% 70% 67% 
TH MR 92% 95% 98% 97% 96% 97% 
TH EM 75% 67% 71% 73% 69% 72% 
MR RSEO 63% 65% 62% 71% 75% 67% 
MR EM 62% 70% 76% 74% 70% 70% 
EM RSEO 56% 68% 72% 67% 71% 67% 

 
 
 

Comparisons of classification performance are given in 
figure 4. From the figure it is evident that classification 
performance is better in method B for different mental state 
than method A. Only in case of subject 6, EM and MR 
classification results are less in method A. But for other 
subjects overall performances are good. For subject 1, 2 and 3 
MR state is dominant, gives maximum detection performance 
where in case of subject 4, 5 and 6 RSEC state gives 
maximum detection performance. All this processing were 
done in MATLAB R2012a running in a computer with 2-GB 
RAM, Intel core to duo processor. Where Elapsed time is 
1.137012 seconds for method B and method A it is 2.16 
seconds because method A requires more iterations than 
method B to reach the required MSE value. So In terms of 
processing time method B gives better performance than 
method A. 
 

IV. CONCLUSION 
 

In this paper a cognitive state detection system is 
structured for BCI applications. Cognitive states are efficiently 
detected where EEG signals from 6 different subjects were 
collected for Resting State with eye close and eye open 
condition, Thought, Memory and Emotion states. Collected 
EEG signals were filtered to generate five EEG frequency 
band alpha, beta, theta, delta and gamma. Spectral power, 
power combination ratio and linear power combination of 4 
frequency band alpha, delta, theta and gamma were used to 
generate the EEG features for cognitive state detection. 
Classification performance of this method was compared with 
existing method which uses spectral power and linear 
combination of 3 frequency band alpha, theta and delta for 
mental task detection. This study shows that using gamma as 
additional band though increase the feature numbers but also 
increase the classification and timing performance. 

Subject states RSEC RSEO TH MR EM 

Subject 1 80% 65% 70% 82% 67% 
Subject 2 83% 63% 65% 85% 53% 
Subject 3  85% 60% 78% 76% 61% 
Subject 4 77% 62% 55% 80% 65% 
Subject 5 80% 70% 64% 73% 67% 
Subject 6 84% 63% 80% 82% 70% 
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Abstract—In this paper, a comprehensive statistical analysis of
electroencephalogram (EEG) signals is carried out in the dual
tree complex wavelet transform domain using a publicly available
EEG database. It is shown that variance and kurtosis can be
effective in distinguishing EEG signals at sub-band levels. It is
further shown that the parameters of a normal inverse Gaussian
probability density function can equally discriminate the EEG
signals at sub-band levels. Thus, these statistical quantities may
be used to characterize EEG signals and help the researchers
in developing improved classifiers for the detection of epilepsy
and seizure and building a better understanding of the diverse
process of EEG signals.

Index Terms—Electroencephalogram(EEG), Seizure, Dual Tree
Complex Wavelet Transform(DT-CWT), Normal Inverse Gaus-
sian(NIG).

I. INTRODUCTION

Epilepsy is a disorder of the brain characterized by a predis-
position to generate epileptic seizures; a transient occurrence
of signs and/or symptoms, that arises due to abnormal and
excessive or synchronous neuronal activity in the brain [1].It
has considerable economic implications in terms of healthcare
needs, premature mortality, and losses in productivity and
sometimes, may result in death of matured persons. Around
1% of the world’s population is affected by epilepsy, and
nearly 25% of them cannot be treated effectively by available
therapies due to resistance to drugs [2].Interestingly, most
of the drug-resistant patients respond quite well to focal
surgery where the epileptogenic zone is resected. However, the
resection process is rather difficult due to the overlay of the
epileptogenic zone with other eloquent areas responsible for
language, primary motor and vision, and in some other cases,
because of the presence of multifocal epilepsy. Closed-loop
neuro-stimulators, for example, the cranially implanted respon-
sive neurostimulator (RNS) [3], can be a possible effective
solution in such cases. Here, the seizure detection is carried
out by analyzing the EEG signals that reveal the seizures
as rhythmic discharges. As soon as the seizure is detected,
a closed-loop device implanted in the body [3], triggers
appropriate stimulation to the epileptogenic zone to suppress
the neuronal discharge and thus, abort the seizure. Obviously,
this requires an effective and fast detection of seizure onset.
In addition, diagnosing epilepsy requires the observation of

a voluminous EEG data by an expert neurologist which may
last for days to weeks. This is time consuming and may lead
to error. So, automatic detection of seizure can be helpful by
generating alarms, thus relieving the neurologists of the burden
of time consuming observations. Also, it helps to reduce the
effect of misinterpretation, since manual detection of seizure
is highly subjective [4]. Thus, automatic detection of seizure
is a very important problem in health-care area.

Various algorithms have been proposed in the literature for
automatic detection of seizures [5]- [11]. The indispensable
part of a detection algorithm is the extraction of the appro-
priate features to discriminate the EEG signals. The detection
process is carried out by extracting the features from an EEG
signal and classify into the appropriate categories such as
seizure (ictal) and non-seizure (non-ictal). Time-frequency-
based features have been shown to be highly promising in the
detection of seizures [4], [8]. One of the main reasons for this
is that the diverse process of brain dynamics and associated
neuronal activities are more precisely represented in frequency
sub-bands as compared to the original EEG. Certain changes
which may include the seizure are found more evident while
analyzing the bands separately than the original EEG.

The objective of this paper is to analyze the EEG signals in
the dual tree complex wavelet transform (DT-CWT) domain
and develop features for discriminating EEG signals into var-
ious classes, for example, ictal and non-ictal. This transform
offers a better and sharper time-frequency representation of
a signal as compared to that of discrete wavelet transform
(DWT). DT-CWT has widely been used in the analysis of
processing of image and video signals [12]- [16]. However, to
the best of our knowledge, limited research has been reported
in the literature by using DT-CWT for processing of biological
signals such as EEG, EMG or ECG [17]. Analysis of an EEG
in the related sub-bands signal of DT-CWT domain could
provide with effective features that may result in understanding
the various neural activities related to the diagnosis of epilepsy
and possible detection of seizure, and help researchers in
developing improved algorithms for seizure detection.

II. DESCRIPTION OF THE EEG DATABASE

In this paper, features in DT-CWT domain are picked out
and their statistical significance in discriminating EEG signals
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is investigated using a publicly available database [18], [19].
For the convenience of the readers a brief description of
the database is provided in this section. The reasons behind
using this database are: (i) availability in public domain, (ii)
a considerable volume [9], which is necessary to provide the
statistical significance of the discriminating features, and (iii)
widespread use in the literature of EEG (See references [4],
[6], [8] and the references therein). The EEG database consists
500 single-channel EEG segments of 23.6-seconds duration
each. There are five sets of grouped data, namely A, B, C,
D and E each containing 100 EEG segments. Sets A and B
consist of surface EEG segments collected from five healthy
volunteers in awake and relaxed state, with their eyes open and
closed, respectively. The standard 10-20 electrode placement
scheme is used to collect the data. An archive of EEG signals
collected during presurgical diagnosis is used to obtain the Sets
C, D and E. These sets correspond to five patients, who gained
complete control of seizures after resection. These resected
sites are thus diagnosed as epileptogenic zone. EEG data in
Sets C and D are obtained from the electrodes placed in the
epileptogenic zone and hippocampal formation of the opposite
hemisphere and correspond to seizure-free epochs. Data in
Set E are collected from these electrodes as well as those
implanted in temporal and basal regions of the neocortex,
and correspond to seizure attacks. However the intra-cranial
electrodes containing pathological activity are not considered
in sets C,D and E. All of the signals are recorded in digital
format at a sampling rate of 173.61Hz.Thus, the sample
length of each segment is 173.61 × 23.6 ≈ 4097, and the
corresponding bandwidth is 86.8 Hz.

III. DUAL TREE COMPLEX WAVELET TRANSFORM (DT-
CWT)

In this section, a brief description of the dual tree complex
wavelet transformation (DT-CWT) is provided. The DT-CWT
is a relatively recent enhancement to the DWT with impor-
tant additional properties. It introduces limited redundancy
and provides approximate shift invariance and directionally
selective filters (properties lacking in the traditional wavelet
transform) while preserving the usual properties of perfect
reconstruction and computational efficiency.

The 1-D DT-CWT employs two DWTs (Fig. 1); the first
DWT gives the real part of the transformed coefficients, while
the second DWT gives the imaginary part. Fig. 2 shows
the plots of sample EEG segments for six seconds from the
datasets C (top left) and E (top right) in the first row and
the plots of the corresponding first level DT-CWT real and
imaginary coefficients, respectively in the second and the third
row.

IV. ANALYSIS OF EEG IN DT-CWT DOMAIN

The frequency range of an EEG signal spans over 0 to 60
Hz. The frequencies greater than 60 Hz may be considered
as noise [9], [20]. On the other hand, the highest frequency
component of an EEG segment of the database is 86.8 Hz.
The frequencies beyond 60 Hz are removed by using a 6th

Fig. 1. 1-D Dual Tree Complex Wavelet Transformation [13]

Fig. 2. Sample EEG Signals and the corresponding DTCWT coefficients

order Butterworth filter. Fig. 3 shows the power spectrum
density of two EEG segments and their corresponding filtered
versions. The first row shows the power spectrum density
of the actual EEG segment from sets C and E respectively,
and the second row shows the power spectrum density (PSD)
of the corresponding filtered signals. Note that the difference
between the two spectrums is negligibly small for each of the
datasets.

For the purpose of analysis, the band-limited signals are
subjected to a 4 level DT-CWT decomposition. After the
first level of decomposition, the EEG signal, X (0-60 Hz),
will be decomposed into its higher resolution components y1
(30-60 Hz) and lower resolution components, z1 (0-30 Hz).
In the second level of decomposition, the z1 component is
then decomposed into higher resolution components, y2 (15-
30 Hz) and lower resolution components, z2 (0-15 Hz). So,
the components obtained after four levels of decomposition,
are z4 (0-4 Hz), y4 (4-8 Hz), y3 (8-15 Hz), y2 (15-30 Hz),
and y1 (30-60 Hz). Reconstructions of these five components
using the inverse DTCWT approximately correspond to the
five physiological EEG sub-bands delta, theta, alpha, beta,
and gamma respectively [9]. Although, the sub-bands might
overlap, it is insignificant considering their physiologically
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Fig. 3. Power spectrum density of two sample EEG Signals and their filtered
versions

approximate nature of the sub-bands. Since, each DT-CWT
coefficient has two parts, real and imaginary, the 4-level
decomposition yields ten sub-bands in total (five for real and
five for imaginary). The DT-CWT coefficients for any sub-
band are characterized with higher order statistical moments
such as variance, skewness and kurtosis. These moments have
been shown to be effective features for describing EEG signals
[4], [8]. The dispersion, asymmetry and peakedness of a
dataset are well described by these moments. In order to
understand the underlying diverse process of an EEG signal, it
might be more useful to analyze it in the frequency domain (as
in the DT-CWT sub-bands) as compared to the band-limited
ones in terms of these higher order moments. In this paper the
EEG signals are analyzed in the DTCWT domain using the
higher order moments. The expected outcome of this analysis
is the characterization of the sub-bands of EEG signals in form
of the moments and thus shows their ability to describe the
diverse processes underlying the EEG signals and discriminate
those signals.

For a given dataset X with length N and mean µ, the
corresponding variance(σ2), skewness(β1) and kurtosis(β2) are
expressed as:

σ2 =
1

N

N∑
i=1

(xi − µ)2 (1)

β1 =
1

N

N∑
i=1

(
xi − µ
σ

)3

(2)

β2 =
1

N

N∑
i=1

(
xi − µ
σ

)4

(3)

The analysis is carried out with the values of the higher- or-
der moments calculated using the equations (1), (2) and (3), for
each sub-band and their respective averages. Significance of
the statistical analysis may be established from the following.
First, there are 10 sub-bands for a 4 level decomposition, thus
giving 10×100=1000 sub-bands for a given data-segment. As

we are using five sets, there are total 1000×5 =5000 sub-bands
in total. Secondly, the minimum and maximum length of a sub-
band is 256 and 2048 respectively. Thus, the statistical analysis
of the EEG data in DT-CWT domain is comprehensive enough
for the corresponding results being statistically significant.

TABLE I
VALUES OF THE VARIANCE FOR REAL AND IMAGINARY TREES FOR

DIFFERENT SUB-BANDS AND BAND-LIMITED SIGNALS

Signals Set A Set B Set C Set D Set E
Band-limited 1721.9 4057.6 2946.1 7610.2 115580

(y1,1) 10.901 21.848 5.749 6.865 345.62
(y1,2) 10.902 22.062 5.709 7.088 344.30
(y2,1) 218.06 368.239 90.345 127.87 10665
(y2,2) 222.10 360.037 88.637 128.53 10629
(y3,1) 1490.2 6091.6 728.15 1554.1 121740
(y3,2) 1465.3 6303.3 767.595 1468.6 121890
(y4,1) 2753.6 11078 3443.1 7668.9 294030
(y4,2) 2788.4 10649 3368.7 8986.3 297460
(z4,1) 7119.1 7561.1 18353 49769 344420
(z4,2) 7115.6 7539.3 18358 48609 340930

TABLE II
VALUES OF THE SKEWNESS FOR REAL AND IMAGINARY TREES FOR

DIFFERENT SUB-BANDS AND BAND-LIMITED SIGNALS

Signals Set A Set B Set C Set D Set E
Band-limited -0.021 0.056 -0.1517 0.078 -0.06

(y1,1) -0.083 -0.0064 -0.4912 -0.086 -0.323
(y1,2) -0.017 -0.0294 -0.2625 0.224 -0.366
(y2,1) 0.008 -0.0653 -0.0651 -0.034 0.0331
(y2,2) -0.005 0.0146 -0.0265 -0.016 0.022
(y3,1) 0.005 -0.0444 -0.0185 0.114 0.029
(y3,2) 0.003 0.0084 -0.0276 -0.02 -0.025
(y4,1) 0.024 0.0380 0.0574 0.012 -0.02
(y4,2) -0.002 -0.0066 0.0088 -0.157 0.0008
(z4,1) -0.017 0.0146 -0.1199 0.118 -0.025
(z4,2) -0.015 0.0143 -0.1468 0.051 0.034

TABLE III
VALUES OF THE KURTOSIS FOR REAL AND IMAGINARY TREES FOR

DIFFERENT SUB-BANDS AND BAND-LIMITED SIGNALS

Signals Set A Set B Set C Set D Set E
Band-limited 3.2278 3.2175 3.6478 4.3287 3.4372

(y1,1) 6.6088 11.8665 29.9735 42.023 40.635
(y1,2) 8.6096 11.7073 33.8681 54.524 37.607
(y2,1) 3.1780 3.3495 6.1513 11.231 6.784
(y2,2) 3.1664 3.3728 4.6434 9.8857 6.701
(y3,1) 3.3662 3.1536 3.9890 7.9607 4.411
(y3,2) 3.3029 3.1113 4.2934 7.7155 4.39
(y4,1) 3.3419 3.2872 3.6767 4.8281 3.185
(y4,2) 3.2537 3.3109 3.5491 4.9606 3.165
(z4,1) 3.2601 3.2634 3.6125 3.6594 2.569
(z4,2) 3.3009 3.1997 3.6846 3.6364 2.591

Tables I, II and III show the average values of the variance,
skewness and kurtosis obtained from different sub-bands and
for the band-limited signals from different sets. Note that the
sub-bands are indicated as mentioned earlier; and the real and
imaginary trees are indicated by tree 1 and 2, respectively. For
instance, (y3, 2) means the imaginary tree of the y3 sub-band
(8-15 Hz) or (z4, 1) means the real tree of the z4 sub-band
(0-4 Hz).
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The following observations are made from the tables:
• Differences among the values of the skewness are quite

small for all the sub-bands for both of the trees for
different Sets A, B, C, D and E.

• The values of the kurtosis are different from each other
for different sets of EEG data. However, for the sub-bands
y1 and y2, the differences are considerable, thus enabling
easy discrimination among the various sets of EEG data.

• Also observe that the value of kurtosis is the highest for
Set D among the different sets in the high frequency sub-
bands; and is the lowest for Set E in the low-frequency
sub-bands. The values of the kurtosis are smaller for the
lower-frequency sub-bands than for the high-frequency
sub-bands.

• Differences among the values of variance are large
enough, signifying a good level of discrimination among
the various types of EEG data.

• The value of variance is the highest for Set E and the
lowest for Set C among the different sets in the high-
frequency sub-bands. The values are larger in the low-
frequency sub-bands than for the high-frequency sub-
bands.

• Both the values of variance and kurtosis for Set E (ictal)
are significantly different from those of Sets C and D
(non-ictal).

The above observations are further confirmed from the p-
values of the ANOVA analysis for the various sub-bands and
band-limited signals. The p-values are given in table IV. The
p-values for variance and kurtosis are quite small for all the
sub-bands; indicating their ability to discriminate the different
sets of EEG data. However, in comparison, the p-values
obtained for skewness are relatively large, indicating a poor
discrimination that concurs with our previous observations.

TABLE IV
VALUES OF THE P-VALUES OBTAINED FROM ANOVA ANALYSIS

Signals Variance Skewness Kurtosis
Band-limited 4.8747e-70 0.0096 2.6432e-09

(y1,1) 3.2493e-31 0.5403 7.8511e-07
(y1,2) 2.0858e-31 0.4130 1.7699e-08
(y2,1) 4.9192e-30 0.1297 1.3875e-12
(y2,2) 3.5461e-28 0.6291 1.0839e-18
(y3,1) 8.3966e-38 0.0078 1.4361e-17
(y3,2) 6.2830e-38 0.9325 5.4842e-18
(y4,1) 2.4443e-61 0.5314 1.0696e-10
(y4,2) 1.3958e-59 0.0039 3.2135e-12
(z4,1) 4.7633e-54 0.0003 3.3696e-19
(z4,2) 3.3464e-55 0.0005 7.7344e-20

The higher-order moments of the data can be obtained
using the underlying probability density function (pdf) that can
model the statistics of the data accurately. Thus, it might be
interesting to see whether the parameters of a pdf can be used
to differentiate EEG data. In this paper, the normal inverse
Gaussian (NIG) pdf is considered due to its ability to model a
wide range of nonlinear data that include hydrophone data,
financial data and economics data among others [21]-[24].
Also from Table III, it is seen that the values of the kurtosis

Fig. 4. Changes in shape of the NIG pdf for various values of its parameters

Fig. 5. Plots of the empirical pdf with the NIG pdf for the sub-band (y1,1)
of two samples of EEG signals

become close to 3 (the kurtosis for a Gaussian) for lower-
frequency sub-bands (e.g. z4). The values of kurtosis of the
high-frequency sub-bands are comparatively higher especially
for sets D and E, indicating a steeper pdf as compared to
that of the low-frequency sub-bands. In this regard, the NIG
pdf is interesting since it results in a Gaussian density of
finite variance ( δα )(where α and δ are the model parameters)as
α → ∞ and δ → ∞, whereas a Cauchy pdf (known to
be sharply peaked) is obtained for α → 0. The NIG pdf is
expressed as:

Pα,δ(x) =
A(δ, α)K1(α

√
δ2 + x2)√

(δ2 + x2)
(4)

where, K1(x)is the first ordered modified Bessel function of
the second kind, and A(δ, α)= δαπ exp(δα). The steepness of
the pdf is controlled by α in that, as it is increased, the pdf
becomes steeper. The other parameter δ is a scale factor that
controls its dispersion. Fig. 4 shows the plots of the pdf for
various values of the parameters α and δ.
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For analysis, the values of the parameters α and δ are esti-
mated [15] from the different EEG sub-bands. The parameters
are obtained from the following equations-

α =

√
3K2

x

K4
x

(5)

δ = αK2
x (6)

where, K2
x and K4

x are the 2nd and 4th order cumulants
respectively. Fig. 5 shows the plots of the empirical pdf and
the corresponding NIG pdfs for the DT-CWT sub-band (y1,
1) of a sample EEG signal from Set C and Set E. It is seen
that the NIG pdf fits the empirical one quite well.

The parameters α and δ are estimated from the DT-CWT
sub-bands of the EEG signals. Table V and VI provide the
averages of the estimated values of α and δ for different sub-
bands and band-limited signals of EEG data. Furthermore, we
also calculate the corresponding p-values that are shown in
Table VII.

TABLE V
VALUES OF α FOR VARIOUS SIGNALS

Signals Set A Set B Set C Set D Set E
Band-limited 0.1567 0.0806 0.0794 0.056 0.0108

(y1,1) 0.9407 0.5595 0.5858 0.423 0.0565
(y1,2) 0.6998 0.4840 0.3988 0.379 0.0529
(y2,1) 0.3957 0.2104 0.4776 0.378 0.0284
(y2,2) 0.4200 0.2205 0.5946 0.305 0.0220
(y3,1) 0.1215 0.0727 0.2125 0.097 0.0114
(y3,2) 0.1159 0.0655 0.1524 0.126 0.0093
(y4,1) 0.0698 0.0416 0.0758 0.056 0.0107
(y4,2) 0.0843 0.0360 0.0883 0.056 0.0100
(z4,1) 0.0418 0.0495 0.0254 0.031 0.0108
(z4,2) 0.0523 0.0594 0.0232 0.037 0.0129

TABLE VI
VALUES OF δ FOR VARIOUS SIGNALS

Signals Set A Set B Set C Set D Set E
Band-limited 233.74 243.20 152.71 141.86 930.22

(y1,1) 9.1912 12.5290 2.7612 1.686 8.700
(y1,2) 8.0661 9.4721 2.1445 1.489 8.661
(y2,1) 69.169 64.4696 24.721 18.47 114.8
(y2,2) 75.203 70.3595 27.207 12.63 104.9
(y3,1) 143.07 304.6741 74.49 52.39 577.6
(y3,2) 162.80 268.9135 69.90 58.87 509.6
(y4,1) 173.70 303.4481 161.75 175.92 1572.3
(y4,2) 223.89 265.9313 176.72 227.41 1491.5
(z4,1) 285.77 326.1281 340.45 455.31 1535.4
(z4,2) 354.80 370.8992 323.41 467.92 3050.4

Now, from these tables we observe the following-
• Values of α and δ are different for different sets of EEG

data, indicating their ability to discriminate EEG signals.
• The values of α are smaller for the ictal cases (Set E) than

for the non-ictal ones (Sets C and D) and the healthy ones
(Sets A and B).

• The values of δ for the ictal cases are larger than those
for the non-ictal and healthy ones except the y1 sub-band
only.

TABLE VII
P-VALUES FOR ANOVA ANALYSIS FOR THE NIG PDF

Signals p-values for α p-values for δ
Band-limited 2.5901e-05 1.9571e-05

(y1,1) 2.6342e-17 1.4899e-04
(y1,2) 5.8976e-14 3.4036e-07
(y2,1) 4.0702e-11 6.3342e-09
(y2,2) 3.1637e-12 1.1249e-11
(y3,1) 3.2703e-08 9.4881e-23
(y3,2) 4.4115e-11 4.6565e-22
(y4,1) 2.0494e-08 5.9246e-14
(y4,2) 3.2294e-04 9.2201e-13
(z4,1) 0.0064 1.8930e-06
(z4,2) 0.0099 2.1884e-07

• The p-values for α are smaller than those for δ in the
case of high-frequency sub-bands such as y1 and y2. On
the other hand, the p-values for δ are smaller than those
for α in the case of low-frequency sub-bands such as y3,
y4 and z4.

• Both the values of α and δ for Set E (ictal) are signifi-
cantly different from those of Sets C and D (non-ictal).

V. CONCLUSION

In this paper, statistical analysis (using higher-order mo-
ments) of EEG signals have been carried out in the dual tree
complex wavelet transform (DT-CWT) domain. It has been
shown that variance and kurtosis may be used to distinguish
the sub-bands of the EEG signals. Since the EEG signals can
be distinguished using these moments at sub-band levels, indi-
cating a better representation of the underlying brain dynamics
or processes, the discrimination could be better as compared to
using moments from band-limited EEG signals. Furthermore,
we have explored the suitability of using the parameters of
a normal inverse Gaussian (NIG) pdf in discriminating EEG
signals. It has been shown that the parameters of a NIG pdf
can distinguish the various types of EEG data at the sub-band
levels. Thus, these parameters may also be used to characterize
and discriminate EEG signals. It should be mentioned that the
parameters could equally characterize the band-limited signal
directly. However, the discrimination cannot be guaranteed
in this case because the underlying process can be better
characterized at the sub-band levels [9]. Overall, a number
of statistical quantities have been shown to be able to distin-
guish EEG signals at sub-band levels. Thus, these quantities
may help researchers to develop effective classifiers for the
diagnosis for the detection of epilepsy and seizure from EEG
signals.
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Abstract— Cognitive state estimation with the variation of 
physiological signal has drawn extensive attention from 
disciplines such as psychology, cognitive science and engineering. 
In this paper, we present a cognitive state classification system to 
assess the subject’s mental states based on EEG measurements. 
The cognitive state estimator is utilized in the context of an 
augmented cognition system that aims to enhance the cognitive 
performance of a human user through computer-mediated 
assistance based on EEG. This paper focuses on the channel 
selection of the BIOPAC automated EEG analysis and feature 
extraction based on spectral analysis. Different frequency 
components (i) real value; (ii) imaginary value; (iii) magnitude; 
(iv) phase angle and (v) power spectral density of the EEG data 
samples in different mental conditions are selected for the 
estimation of cognitive states. In this approach seven types of 
cognitive states such as – relax, mental task, memory related 
task, motor action, pleasant, fear, and enjoying music are 
selected for feature extraction in the three channels  - EEG, 
Alpha, and Alpha RMS of BIOPAC EEG data acquisition 
system. After feature extraction the channel efficacy are 
evaluated by support vector machine (SVM) which is based on 
the classification rate in different cognitive states. From 
experimental results and classification accuracy, it can be 
determined that alpha channel can be selected for cognitive state 
estimation. The overall accuracy for alpha channel shows much 
improved result for power spectral density and the classification 
rate is 69.17% whereas for EEG and alpha RMS channel it is 
found 47.22% and 32.21% respectively.   

Keywords— EEG, cognitive state, FFT, feature extraction, 
power spectral density, channel selection. 

I.  INTRODUCTION  
The objective measures for inferring the human cognitive 

activities are hard to obtain as they occur inside the human 
mind [1]. It is quite difficult, however, to evaluate the 
effectiveness of the man machine interface, because human 
being (operator) is included as the system component 
interacting with the machine. Many projects had been 
introduced for human mental state estimation using EEG 
signal. The main difficulty lies in the fact that, it is very hard to 
uniquely map physiological patterns onto specific emotion 
types and the physiological data’s are sensitive to artifacts and 
noises. Besides these limitations, it also has some substantial 
advantages. The information about the users’ can be 
continuously congregated emotional changes through 

biosensors even in millisecond time resolution and available at 
low cost [2]. Cognitive states can be defined as the functional 
activity of brain and a concept of involving human expressions 
and biological stimulation for specific person for the specific 
task in different environmental conditions. Brain is one of the 
most important organs of the body and its structure and 
functions have become a great source for the research of 
emotion recognition. The electric potential measured at the 
scalp through a set of electrodes (channels) are rich in 
information about the brain activity. The recording of the 
brain's activity obtained by using electrodes is called 
electroencephalogram or EEG [3]. The electroencephalogram 
(EEG) is a complex and aperiodic time series, which is a sum 
over a very large number of neuronal membrane potentials [4]. 
The objective of this work is to study changes in physiological 
variables with respect to changes in human cognitive state 
during the problem solving process. For this reason two 
important aspects are held, (i) to propose a minimum 
redundancy maximum relevance method for extracting some 
salient spectral analysis based features for cognitive state 
estimation and (ii) to evaluate and compare the efficiency of 
the extracted features to compare the efficacy of different 
channels in different cognitive states using support vector 
machine. This method has the following two features. One is 
the elaboration of laboratory experiments (BIOPAC System) 
for obtaining physiological variables. Two is the utilization of 
BIOPAC Acknowledge Software for the classification of the 
physiological data. BIOPAC are adopted for the following 
reasons. First, inbuilt band pass and 50 Hz noise filters are 
available. Therefore, the signals obtained are free from noise 
and no need for further filtering. Second, BIOPAC 
Acknowledge Software has inbuilt modules for signal analysis 
[1]. Some of the important issues to be carefully discussed in 
the aspect of increasing classification accuracy of cognitive 
states are: (a) proper positioning of electrodes and depth of 
placement of electrodes on the scalp (b) time duration of video 
clips and (c) proper design of acquisition protocol [5]. In Fig. 1 
the block diagram of our proposed method is shown. 

II. LITERATURE REVIEW  
There are many works has been done in physiological 

signal analysis for cognitive state estimation. Thereby they find 
the relation between the changes in physiological signals for 
changing the emotions. In previous work some researchers [6] 
have discussed the major aspects of using EEG /ERP based 
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experiments including the recording of signals, removing 
noise, estimating ERP signals & signal analysis for better 
understanding of neural correlates of processes involved in 
creativity. Authors as in [7] have discussed the mental behavior 
detection from the EEG signal and also the findings of 
effective data recording from physiological signals, feature 
extraction through wavelet transform, data reduction, feature 
classification using various classification methods, real time 
applications. Authors in [8, 9] addressed an mental behavior 
evaluation system with temporal and spectral analysis based on 
different statistical and frequency domain features of EEG 
signal. Authors in [10] introduced an emotion recognition 
system based on time and frequency domain features of EEG 
signal to evaluate classification performance using k-nearest 
neighbor (kNN) algorithm, multilayer perceptron and support 
vector machines. Authors in [11] classified three different 
emotional states (boredom, pain, and surprise) from 
physiological signals using several machine learning 
algorithms k-NN (k-nearest neighbor algorithm), LDA (linear 
discriminant analysis), and SVM (support vector machine). 
Authors in [12] employed SVM (support vector machine) 
based classifier to detect epileptic seizure activity from 
background electroencephalographs (EEGs). In our previous 
work, emotion recognition system was developed through 
feature extraction using some salient global features such as 
amplitude (maximum and minimum, peak to peak value), 
mean, median, standard deviation, skew, kurtosis, frequency 
components and wavelet coefficients using FFT and DWT 
transformation.  Authors in [13] classified two emotions: 
Pleasure and unpleasure using NN and SVM. Here Power at 
each frequency band and mean of raw signals are used as 
feature for emotion classification. Authors in [14] used 
Asymmetrical Alpha Power  for classification of Four emotions 
(angry, sadness, pleasure, and joy) using MLP network. There 
are several studies proposed for channel selection on EEG 
signals for feature reduction. While collecting measurements 
from all EEG channels and then projecting their combined 
feature vector to a lower dimensional linear or nonlinear 
manifold would be desirable, the hardware limitations and the 
prohibitive cost of collecting and processing each additional 
EEG channel signal beyond the capacity of the hardware 
imposes us to focus on identifying the salient EEG channels 
that contain the most useful information for accurate estimation 
of the cognitive state in the design phase. The conventional 
feature selection methods were based on Principal Component 
Analysis (PCA), Independent Component Analysis (ICA), Fast 
Independent Component Analysis (FICA), and Moments Based 
Feature Reduction (MBFR) [15]. To the authors’ knowledge, 
there is no work on  channel selection for primary emotion 
recognition using EEG. Some authors used the Asymmetric 
Variance Ratio (AVR) and Amplitude Asymmetric Ratio 
(AAR) for selecting salient EEG Channels [16]. Asymmetric 
Ratios are used for determining the alpha band asymmetry in 
brain hemisphere studies on human cognition [17]. In this 
work, the ratio of variances between hemisphere channels is 
considered as a physiological indicator for assessing the region 
of brain and the channels which was responsible for detecting 
the emotions. In addition, ratios of spectral power between two 
hemispheres were used to accurately estimate the changes of 
electrical activity.  Authors in [1] presented a classification 

system based on BIOPAC system, which robustly estimated 
the cognitive state using histograms of several physiological 
variables. Authors in [18] presented channel selection and 
feature projection for cognitive load estimation using 
ambulatory EEG signal. Authors in [16] proposed Asymmetric 
Ratio (AR) based channel selection for human emotion 
recognition using EEG where selection of channels reduced the 
feature size, computational load requirements and robustness of 
emotions classification. This crisis was addressed using 
Asymmetric Variance Ratio (AVR) and Amplitude 
Asymmetric Ratio (AAR) as new channel selection methods. 
When assessing human emotion using EEG classification, one 
of the critical problems was to deal with the very large number 
of features to be classified. Author in [19], addressed this 
problem using synchronization likelihood as a new channel 
selection method. Applying this method, the number of EEG 
channel to be used was significantly reduced in emotion 
assessment, with only slight (if any) loss of classification 
performance depending on the used feature. 

 

Figure 1.  Block Diagram of the proposed method 
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III. EEG RECORDING 

A. Categorization of cognitive states for each channel 
The definition & the assumption for the categorization of 

the human cognitive states are quite important in the present 
study. The categorization should be based on the model of 
human mental activities: (a) Relax (RLX); (b) Mental task 
(TH); (c) Memory related (MR) state; (d) Motor Action (MA); 
(e) Emotional state (Pleasant); (f) Emotional state (Fear) and 
(g) Enjoying Music (EM). Figure 2 illustrates the seven 
categories of human state in this proposed work. The subjects 
were properly trained to perform the specific mental tasks 
during data collection. 

 

Figure 2.  Categorization of different cognitive states. 

B. Subject Selection and preparation  
For the purpose of recognizing the emotional states special 

methodical steps had been performed such as subject 
selection, data collection using hardware and finally analysis 
of the data using software. Different affective states were 
created by giving several instructions and training among 
people of different age, weight and height. The subject 
preparation for EEG recording according to the categorized 
cognitive states is shown in Table I. Consequently, the 
variation in EEG signal is evaluated for various states. The 
whole experimental data were collected from several subjects 
of this university. From them we have collected several data 
sets in various mental states. The whole experimental data 
were collected from several subjects of this university. 

C. Data Acquisition  
For physiological variables of EEG measurement, the 

required equipments are BIOPAC electrode lead set (SS2L), 
BIOPAC disposable vinyl electrodes (EL503), BIOPAC data 
acquisition unit (MP36 and MP150) with cable and power. For 
EEG measurement, electrodes should be kept on one side (right 
or left) of the head. Electrode placement for EEG data 
extraction is shown in Fig. 3. The data acquisition method was 
also discussed in [8, 9]. In case of signal acquisition, the 
electrodes are placed in occipital lobe region which give 
mainly the variation in alpha amplitude of EEG with eyes 
closed and eyes opened. Alpha wave amplitudes vary with the 
subjects attention to mental tasks performed with eyes closed. 

 
Figure 3.  Pictorial view of EEG measurement. 

IV. CHANNEL SELECTION TECHNIQUE 
In this work, spectral analysis based selection of salient 

homogeneous pair of electrodes for emotion detection is 
proposed. In our proposed method frequency based salient 
feature extraction is devised for proper selection of channel 
according to the classification rate of cognitive states. For this 
purpose several frequency components (i) real value; (ii) 
imaginary value; (iii) peak to peak magnitude; (iv) phase angle 
and (v) power spectral density were evaluated in case of 
cognitive state estimation.  

TABLE I.  SUBJECT PREPARATION FOR EEG RECORDING ACCORDING TO THE CATEGORIZED COGNITIVE STATES 

Subject Description Subject Mental State Subject Condition Duration 
Gender Age Weight Height 

M 23 62 5’ 8’’ 

Relax Lying with Eye closed 30 sec 
Take 2 minutes break (time for setup of next recording) 

Thought Asking some mathematical problems and intellectual 
questions 

1 min 

Take 2 minutes break (time for setup of next recording) 
Memory Related task Showing pictures of some familiar things 3 min 

Involving into other task( as a break) 3 min 

Recalling the pictures As required 
Take 2 minutes break (time for setup of next recording) 

Motor Action Shaking hand 20 sec 
Take 2 minutes break (time for setup of next recording) 

Pleasant Making a funny environment 1 min 
Take 2 minutes break (time for setup of next recording) 

Fear Watching violent scenes 1.5 min 
Take 2 minutes break (time for setup of next recording) 

Enjoying Music Listening music 2 min 
  

 Thought 

Emotion

Memory 
Relax 

Pleasant 
Fear Music 

Motor action 
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The steps in channel selection algorithm for the proposed 
method are given below: 

i) The raw EEG signals from several subjects over seven 
discrete emotions are collected using three electrodes 
in BIOPAC system, which are placed on the scalp. 

ii) This preprocessed signal is divided into different EEG 
frequency bands in different channel EEG, Alpha and 
Alpha RMS. The relative equations of extracted 
features in these channels are given in Equation (1-6). 
The Fourier transform of the EEG signal x(n) is 
expressed as,   
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   In Eq. (1), k  represents the harmonic number of 
frequency components, ns represents starting point and ne 
represents ending point of the sample of data and ne – ns=N 
(total number of samples). It transforms the time domain data 
into frequency domain. Equation (1) can be expressed as, 
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Finally, the magnitude, |X(k)EEG| of frequency transformed 
data is given by Eq. (3).  

( ) )(22)( kIkRkX EEG +=                          (3) 

Here R(k) and I(k) gives the real and imaginary value of 
EEG signal in different cognitive states. 

Different features for FFT analysis of alpha component of 
EEG signal is given by,  

{ })1(),1(),0()( −= nXXXkX alpha       (4) 

In Eq. (4), n represents the total number of frequency 
amplitude components and k  represents the harmonic number 
of frequency components. Here, x(n) is the discrete time EEG 
signal in the time domain, and X(k)EEG is the discrete frequency 
domain EEG signal at different harmonic frequency. Alpha 
brain wave is one of five basic brain waves which makes up the 
EEG. These five brain waves are all oscillating electrical 
voltages in the brain. The Alpha brain waves oscillate about 10 
times per second, and the range is 8-13 cycles per second. In 
these equations the EEG channel consists of all the five 
components (α, β, γ, θ, δ) of EEG signal and their specified 
frequencies whereas alpha channel consists of only the alpha 
frequency band which is very effective in BIOPAC electrode 
placement positions because the electrode placed in the 
occipital lobe that mainly gives the variations of alpha 
frequency band of EEG signal. In deep sleep and if someone is 
very highly aroused as in fear or anger there are virtually no 

alpha brain waves.  Alpha brain waves are seen in wakefulness 
where there is a relaxed and effortless alertness whereas Alpha 
RMS channel consists of the RMS value of brain signal. 
Equation (5) represents the expression of phase angle, φ  in 
frequency domain. 
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 The power spectral density (PSD) divides up the total 
power of the EEG signal. To see this, it is integrated over its 
entire one-sided frequency domain (0, F): 
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Equation (6) represents the expression of power spectral 
density in frequency domain where the average power of the 
signal is in the time range (t1, t2).  

The real (value), imaginary (value), magnitude (peak to 
peak), phase angle and power spectral density  are calculated 
for the homogeneous pair of electrodes on each subject. The 
channel pairs of higher classification accuracy value among the 
cognitive states for these features are sorted as most significant 
channels for cognitive state estimation. 

V. FREQUENCY DOMAIN BASED FEATURE EXTRACTION 
Various spatial approaches have been applied to extract 

features from the EEG signal. The main purpose of feature 
extraction is to derive the salient features which can map the 
EEG data into consequent emotional states [10]. For this study 
the real value, imaginary value, magnitude and phase of brain 
signal, power spectrum  in the frequency domain are analyzed 
for feature extraction in case of cognitive state estimation and 
channel selection purpose. Frequency analysis shows the 
changes in spectral power and phase which can characterize the 
perturbations in the oscillatory dynamics of ongoing EEG. The 
frequency-domain features used in this paper are based on the 
spectrum analysis of each 128-point of EEG samples. Each 
epoch of the EEG data is processed with Hamming window by 
zero padding for 128-point fast Fourier transform. The detailed 
analysis was discussed in [8, 9]. Analysis of changes in spectral 
power and phase can characterize the perturbations in the 
oscillatory dynamics of ongoing EEG. The power spectrum of 
all the sub-epochs within each epoch is averaged to minimize 
the artifacts of the EEG in all sub-windows. Finally, EEG 
frequency spectrum features are extracted in different channels 
such as EEG, Alpha and Alpha RMS. After these operations, 
five kinds of frequency features are obtained. The dimension of 
each feature is 30, and the number of data sequence for each 
feature from each subject for each cognitive state is about 190. 

VI. RESULT AND DISCUSSION 
In this paper the features are extracted using spectral 

analysis to represent the EEG signal which is particularly 
important for cognitive state estimation and channel selection 
purpose. In this work, the SVM algorithm LIBSVM 2.8 has 
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been applied to perform the classification. This kind of 
algorithms presents some advantages with respect to other 
classifiers, being one of the most important its high 
generalization capacity for a reduced number of training trials. 
A SVM is based on the idea of a hyper plane classifier that 
works by a separating surface (linear or nonlinear) in the input 
space of the data set. The SVM algorithm requires a training 
phase in which the feature vectors generated for a series of 
trials a provided, together with the corresponding class 
identifiers, or labels, in order to obtain a model which can 
separate the different classes considered. The train data is 
labeled of each action manually by an integer number. For 
example, RLX=1, TH=2, MR=3, MA=4, Pleasant=5, Fear=6 
and EM=7. The MCSVM predicts the class label information 
for an arbitrary action. Table II represents the classification 
accuracy in each cognitive states for all the spectral features 
and it is found that the classification rate for the power spectral 
density much higher for Alpha channel and for relax (RLX) 
state it is 93.9% and for enjoying music (EM) state it is 
92.1%.The alpha activity largely depends on subject’s attention 
to mental task performed and there is an inverse relationship 
between alpha activity and mental task performed and the 
classification rate is also higher in the Alpha channel for 
individual cognitive states. 

 

In applying SVM, the human emotions are classified into the 
defined classes. The learning and classification component 
consists of a training module and a classification module for 
different cognitive states. The training data of the defined 
features of the cognitive states are separated into defined 
classes manually. All the features are used as the input of 
SVM. Table III represents the training and testing data 
sequence for SVM classifier where each sample contains 
128 data samples. 

Table IV represents the overall classification accuracy in 
different channels for different spectral features.  In case of 
overall accuracy of all cognitive states magnitude shows higher 
classification rate for Alpha channel and it is found 70% 
whereas for EEG channel it is 33.43% and Alpha RMS it is 
34.89%. For power spectral density it is 69.17% whereas EEG 
channel it is 47.22% and Alpha RMS it is 32.21%.  

Considering all the performances of all features power 
spectral density shows much improved result than other 
frequency based features. From the result it is shown that 
among all the features real value, imaginary value, magnitude 
(peak-peak), phase and power spectral density the classification 
rate is much higher for power spectral density for all cognitive 
states. So it is determined that in case of spectral analysis 
power spectrum density gives much improved result than other 
features.  

TABLE II.  ACCURACY OF COGNITIVE STATE (INDIVIDUAL) CLASSIFICATION USING SVM 

Mental 
states 

Real value Imaginary value Magnitude Phase Power Spectral density 

EEG Alpha Alpha-
RMS 

EEG Alpha Alpha-
RMS 

EEG Alpha Alpha-
RMS 

EEG Alpha Alpha-
RMS 

EEG Alpha Alpha-
RMS 

RLX 44.5% 45% 27.1% 39.23% 65.96% 94.2% 54.62% 68% 88.1% 61.3% 68% 71.2% 57.14% 93.9% 27.2% 
TH 33.35% 60.46% 12.1% 62.3% 44.12% 11.6% 22.1% 33.2% 12.2% 47.05% 49.6% 38.57% 65.0% 83.33% 23.5% 
MR 22.1% 48.15% 15.2% 50.1% 73.17% 12.43% 18.0% 22.1% 11.2% 47.82% 73.17% 37.8% 45.0% 91.83% 21.8% 
MA 24.5% 45.6% 22.0% 43.06% 47.1% 12.7% 25.0% 12.1% 13.2% 52.94% 47.06% 22.82% 36.2% 56.0% 18.1% 

Pleasant 47.1% 53.19% 37.5% 61.36% 71.05% 28.16% 32.1% 84.5% 18.0% 47.92% 59.18% 43.02% 38.42% 86.5% 27.64% 
Fear 14.3% 45.0% 38.2% 47.05% 46.34% 10.1% 27.3% 87.2% 12.0% 52.27% 50.0% 42.37% 47.3% 77.0% 33.03% 
EM 74.2% 54.19% 52.0% 94.1% 92.3% 43.8% 82.3% 96.2% 14.2% 51.11% 93.3% 61.12% 57.7% 92.14% 51.2% 

TABLE III.  TRAINING AND TESTING DATA SEQUENCE OF SVM CLASSIFIER 

Data 
sequence in 

SVM 

Real value Imaginary value Magnitude Phase Power 
EEG Alpha Alpha-

RMS 
EEG Alpha Alpha-

RMS 
EEG Alpha Alpha-

RMS 
EEG Alpha Alpha-

RMS 
EEG Alpha Alpha-

RMS 
Training data 

sequence 
180 172 178 142 142 142 154 153 146 142 144 142 150 153 150 

Testing data 
sequence 

175 165 162 140 140 141 135 135 135 141 144 141 140 136 137 

TABLE IV.  OVERALL ACCURACY OF ALL COGNITIVE STATES FOR IDENTICAL FEATURES USING SVM  

Frequency 
Components 

Channel 1 

EEG 

Channel 2 

Alpha 

Channel 3 

Alpha RMS 
Real value 47.12% 52.13% 42.87% 

Imaginary value 37.73% 43.40% 34.89% 
Magnitude 33.43% 70.00% 54.33% 

Phase 35.66% 38.18% 36.08% 
Power 47.22% 69.17% 32.21% 

 

From experimental results and classification accuracy, it 
can be concluded that alpha channel can be selected for 
cognitive state estimation since classification accuracy is  

 

higher in individual cognitive states for different features. 
Alpha component occurred in the occipital region of brain and 
the electrode positions on the scalp was also in the occipital 
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lobe which makes alpha band more frequency is effective for 
channel selection. It is very hard to characterize the feature 
extraction and classification rate computational complexity of 
SVM classifier correctly. There are two complexities involved: 
at training time and at testing time. For kernel SVMs, at 
training time the support vectors  must be selected and at 
testing time the complexity is linear on the number of the 
support vectors and linear on the number of features. In case of 
this study it is determined that the classification rate for all 
mental states are not satisfactory which varies with their 
training and testing data sets and different frequency band with 
their types of features. 

VII. CONCLUSION 
This work described a framework based on mutual 

information maximization to solve the EEG feature/channel 
selection and dimensionality reduction problems in order to 
perform cognitive state classification. In EEG classification, 
one of the major problems is the huge number of features to be 
classified. In the present paper, channel selection method was 
developed to alleviate “the curse of dimensionality” in EEG 
classification. To evaluate the performance of channel 
selection, different kinds of frequency based features (real 
value, imaginary value, magnitude, phase angle, power spectral 
density) and SVM classifier were used to demonstrate the 
efficacy of cognitive states. The result of this study could help 
for cognitive states estimation and proper channel selection by 
using physiological brain signals and their classification rate 
with SVM classifier. For individual cognitive state it is found 
that the classification accuracy is higher for alpha channel than 
EEG channel or alpha RMS channel with small exception. For 
power spectral density (PSD) it was found 93.9% for RLX 
state, 91.83% for MR state and 92.14% for EM state. From 
overall accuracy all cognitive states magnitude showed 70.0% 
and PSD shows 69.17% accuracy. Considering the individual 
and overall the classification rate at a time it is determined that 
power spectral density is the most efficient feature in case of 
frequency based analysis than most other features and the alpha 
channel is the most significant channel in case of cognitive 
state estimation. So, proper selection of channel contributes to 
a significant decrease in computation time for emotion 
assessment. It can be concluded that due to significance of 
alpha band of frequency rhythm on emotion studies, only this 
band of frequency is effective for channel selection. 
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Abstract—Feature selection (FS) of high dimensional 
electroencephalographic (EEG) data helps to identify and 
diagnose the brain conditions easily. Features can be selected 
with different ways where canonical correlation analysis (CCA) is 
one of them which are a statistical method. We employed neural 
network (NN) with CCA for salient features extraction of EEG 
data, called Neural Canonical Correlation Analysis (NCCA), 
which exhibits better result than individual CCA or NN. A NN 
classifier is used to test the classification of the selected features. 
The NN classifier shows remarkable result in terms of 
recognition rate.   

Keywords—Electroencephalogram (EEG), Neural Canonical 
Correlation Analysis (NCCA), Clustering, Feature selection (FS), 
Neural network (NN). 

I. INTRODUCTION  
The electroencephalogram (EEG) is one kind of electrical 

signal which is generated from human brain and related to 
body functions. These signals can be measured with electrodes 
placed on the scalp, noninvasively. The EEG data is collected 
from brains using electrodes (channels) for a sufficient time. 
These are composed for several times for a subject called trials. 
There are different kinds of potential whose are generated from 
brain; Steady State Visual Evoked Potential (SSVEP) is one of 
them. It is evoked over occipital scalp areas, when subject 
focuses on the repetitive flicker of a visual stimulus [1]. The 
SSVEPs can be processed for different visual stimulation. 
There have no significant variability among trials for a subject 
at same stimulation [2]. When these data are added together for 
analysis, the data size is so high and every data is not important 
equally. The processing of such massive data is a great 
challenge for computational scientists. And for that reason, we 
want to find salient features of such high dimensional data with 
reduced size which will carry important information.  

In this paper for analyzing EEG data, we execute canonical 
correlation analysis (CCA) using neural network (NN), since 
NN is well known for their powerful capacity [3]. Using of 
neural canonical correlation (NCCA) have several advantages 
such as i) high capacity machine is not required for NCCA, ii) 
exhibits superior correlation than standard statistical methods 
[3], iii) EEG data is entered sequentially in the network instead 
of complete data at a time.  

It is difficult to analyze high dimensional datasets for any 
purpose. It contains very large feature sets, which cause 
learning to be more difficult and also degrade the 

generalization performance of the learned models. To simplify 
and improve the quality of dataset, it is needed to select the 
salient features of high-dimensional datasets. Generally for this 
purpose Feature Selection (FS) is used in machine learning. 
Ordinarily, spurious features are deleted from the original 
dataset using FS without sacrificing generalization 
performance. Normally the existence of the FS is essential in 
real-world problems for the following factors: (i) abundance of 
noise, (b) spurious information, and irrelevant and redundant 
features in the original feature set [4]. Accordingly, FS is an 
area of active research spreading into pattern recognition; data 
mining, text categorization, image mining and many others 
field [5]. 

Generally three types of FS approaches are used as 
wrapper, filter and hybrid [6]. Where predetermined learning 
model is assumed and features are selected that justify the 
learning performance of the particular learning model is called 
wrapper approach. In the filter approach, statistical analysis of 
the feature set is required, without utilizing any leaning model. 
The Complementary strengths of the wrapper and filter 
approaches are utilized in the hybrid approach. The hybrid 
model takes advantage of the two models by using their 
different evaluation criteria in different search stages. 

There are different search processes for generating subsets. 
The sequential forward search (SFS) starts the search process 
with an empty set and successfully adds features where 
sequential backward search (SBS) option start with a full set 
and features are successfully removed. Another one is 
bidirectional selection [7] which is to start on both ends and 
add and remove features simultaneously. A fourth approach is 
to have a search process start with a randomly selected subset 
using bidirectional or sequential strategy. Due to involving 
computational complexity and partial search in the solution 
space, solution of optimal and near optimal is quite difficult for 
those search algorithms. For that reasons, recently the global 
search algorithms (or meta-heuristics) is used to find the 
solution on the basis of the activity of multi agents, which 
ultimately enhance to find very high-quality solution within a 
reasonable time [8]. They utilize local search suitability to find 
solution in the full search space by their global search 
capability.  

In many pattern recognition applications, a large number of 
features are usually measured. However all of the features are 
not equally important for a specific task. The selection of 
feature subspaces can be found using a generalized CCA 
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framework and a minimum mean-square-error criterion [9]. In 
a variety of pattern recognition applications, Neural networks 
(NN) have proved themselves to be a powerful tool. Due to the 
ability to solve a task with a smaller number of features, NN is 
suitable for feature selection [10]. Constructive approach for 
FS based on the concept of the wrapper approach and 
sequential search strategy combines the FS with the 
architecture determination of the NN [11].  

In this paper, we use a model for feature selection using 
CCA with NN for EEG data analysis. This shows greater 
flexibility to find the salient feature with reduced size. This 
algorithm finds the salient features on the basis of correlation. 
This process is a wrapper approach which finds the salient 
features with a backward search strategy. The samples are 
deleted from expected features according to correlation 
minimization. The reduced EEG dataset are obtained from that 
features those shows maximum correlation.  

The rest of the papers organized as follows. Collection of 
EEG data and their characteristics are explored in section II. In 
section III, whole methodology is described in different 
subsections.  Clustering using wavelet, selection of subsets, 
NCCA, extraction of features and classification accuracy 
measurement are described in A, B, C, D and E subsections 
respectively. In section IV, results and discussions are 
analyzed. Finally conclude the process in section V.  

II. COLLECTION OF EEG DATA AND THEIR 
CHARACTERISTICS 

EEG data are collected from SSVEP database (EEG) [12]. 
Firstly we describe about the database for the clarity. 
Acquisition of brain signal was performed at a sampling rate of 
2048Hz by using 128 active electrodes or channels (Biosemi 
Inc., Amsterdam) [13]. Four healthy subjects were participated 
in this study and they were fully informed of all procedures and 
having no neurological disorders. For data collection, Subjects 
were seated 0.9m from a 21inch CRT computer display 
operated at a high vertical refresh rate. Before each experiment 
they were briefly tested for photo sensitive epilepsy, also they 
did not have any prior training except for a short practice run 
during the briefing. 

There were used small reversing black and white 
checkerboards with 6×6 checks for SSVEP stimulation. The 
dimensions of the checkerboards were 1.8o ×1.8o arc, so that 
the diameter (2.5o arc) would just cover the size of the fovea. 
Three frequencies were sequentially (8, 14 and 28Hz) used for 
stimulus a single small checkerboard and they covered each of 
the three SSVEP response regions (low, medium, and high 
frequency) [14]. To remove the interference, the EEG data was 
preprocessed using a demodulation procedure [15]. There were 
5 trials of each subject for each frequency. Each subject had 
total 15 trials at 3 different frequencies of 8, 14 and 28Hz 
accordingly. Therefore, a total of 60 trials of four subjects were 
found in the database. There were 128 channels (rows) with 
more than 6000 columns (sampling points) for a trial. 128 EEG 
signals are generated at 128 channels for every trial. There are 
6330 sampling points for every trial of subject 4 at 8Hz 
stimulation, but for convenient two EEG signals of last 100 
samples are shown in Fig. 1. It was shown that there was no 
big difference within trial and trial [2]. For that reason, we 

wanted to search feature for depending on subject. There were 
more than 31500 columns (sampling points) with 128 rows 
(channels) for a subject. 

 
Figure 1.  Samples of  EEG signals from subject 4 at 8Hz stimulation. 

III. METHODOLOGY  
We want to search salient features of EEG data with 

reduced size. SSVEP is one of most important EEG signal 
which detects the human brain condition at various modes such 
as sleep, reading, watching TV etc. But all of these data is not 
so important, also handing of such high dimensional is not an 
easy task. The correlated data is most important to find the 
brain conditions. For that motive, we search salient features of 
EEG data on the basis of NCCA. The correlation coefficient is 
computed from subset of EEG signals.  The entire scheme of 
our work is exposed in Fig. 2. Every part of the method is 
briefly described in the following sub-sections.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2.  General overview of entire methodology. 

A. Clustering using wavelet 
Clustering [16] is the process of organizing data or objects 

into groups whose members are similar in some way. It is the 
most important unsupervised learning problem that deals with 
finding a structure in a collection of unlabeled data. Though 
there have so many clustering algorithms, we use wavelet for 

-38.4
-38.3
-38.2
-38.1

-38
-37.9
-37.8
-37.7

1 7 13 19 25 31 37 43 49 55 61 67 73 79 85 91 97

A
m

pl
itu

de
 (μ

V
)

Sampling points

15th channel
36th channel

Weight update 

Update 
complete? 

Yes 

No 

 
NCCA  

Evaluate feature 

Subdivision creation 

Classes  

Clustering using wavelet 

Start 

EEG data 

                                                                                                   264



clustering EEG signals. When a small oscillatory wave 
concentrates its energy in time is called a wavelet. It is a 
suitable tool for transient, non-stationary or time-varying 
signals analysis, which is ability to allow simultaneous time 
and frequency analysis. Clustering signals using wavelet is 
proposed in [17], where a classical clustering strategy is 
applied to a suitably chosen set of wavelet coefficients that 
offers a useful tool to carry out both significant noise reduction 
and efficient compression. We use matlab environment for 
clustering of EEG data using wavelet. Multi-signal 1-D 
wavelet decomposition is used for EEG signal analysis. We 
exploit 7 levels near symmetric wavelet according to rows (128 
channels). Universal threshold is utilized for signals de-noising, 
where level dependent estimation of level noise is used for 
rescaling. Signals are compressed using energy ratio with 
threshold ‘99’. Then three clusters are made using cell array 
that contains the list of EEG data to classify, also signals with 
coefficients of approximation at level ‘7’ is used.  

B. Data preparation  
There were used four subjects for SSVEP acquisition. EEG 

data were collected for every subject with three (8Hz, 14Hz 
and 28Hz) stimulus frequencies. For that reason, there are total 
three datasets for one subject and total of 12 datasets for four 
subjects. For every subject, there have more that 31500 
sampling points with 128 channels. Class information was 
fixed for every rows found by wavelet. The class information 
of subject i are concatenated with EEG data of subject i, where 
i=1, 2, 3 and 4 respectively. Then for one set of EEG data, 
three subsections are created manually. For first subsection 1 to 
10,500 columns, 10,501 to 21,000 columns for second and 
21,001 columns to rest are used for third subsection.   

C. NCCA 
There has a process for finding correlation between two 

datasets that is CCA [18]. It is a multivariable statistical 
method that is optimal with respect to correlations, but avoids 
nonlinear relationship between datasets.  Implementation of 
NN with standard CCA can overcome this problem [5] and also 
search correlations among two or more datasets. For the sake 
of simplicity a brief description of neural CCA is presented 
here. Consider three different subsets of an EEG signal x1, x2 
and x3. Then we attempt to find the maximum correlation 
between the linear combinations of the signals as described in 
Fig. 3. Let  

y1= w1x1= ∑ ଵ௝௝ݔଵ௝ݓ    …………. (1) 
y2= w2x2= ∑ ଶ௝௝ݔଶ௝ݓ   ………….. (2) 
y3= w3x3= ∑ ଷ௝௝ݔଷ௝ݓ   ………….. (3) 

 

Where j is the number of column in every row, there were 
total 128 rows for 128 electrodes. Then we wish to find those 
values of w1, w2 and w3 that maximize the correlation between 
y1 and y2, y2 and y3 & y3 and y1 respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.  The NCCA network. 

For three subsets, input data comprises three vectors x1, x2 
and x3. A complete column for a row of a particular subject is 
entered in the CCA network at a time as input (x1, x2 and x3). In 
this way, every row is presented in the network sequentially. 
Activation is fed forward from each input to the corresponding 
output through the respective weights, w1, w2 and w3. We use 
the following joint learning rules for linear correlation. ∆wଵ୨ ൌ ηxଵ୨ሺyଶ െ λଵyଵሻ   ………. (4) ∆λଵ ൌ  η଴ሺ1 െ yଵଶሻ      ..…….…… (5) ∆wଶ୨ ൌ ηxଶ୨ሺyଷ െ λଶyଶሻ ……….. (6) ∆λଶ ൌ  η଴ሺ1 െ yଶଶሻ    ……………  (7) ∆wଷ୨ ൌ ηxଷ୨ሺyଵ െ λଷyଷሻ ….…….. (8) ∆λଷ ൌ  η଴ሺ1 െ yଷଶሻ    ……………  (9) 

 

Where λ1, λ2 and λ3 are Lagrange multipliers, w1j is the jth 
element of weight vector, w1, etc. We choose η0 =0.5 &  η = 
0.001 and start at  λ1 = 0.015, λ2 = 0.20 &  λ3 = 0.025 for 
representative result. 

D. Feature extraction  
For SSVEP recognition, CCA works quite well and 

correlation is very important in order to assess the relationship 
between two time series. The joint weight update rules of Eq.1 
to Eq.9 are applied to find the canonical correlations with 
different subjects. The correlations and weight maximization 
are made among most important features of a signal. Columns 
(samples) are deleted those weight are minimum. We want to 
keep only 15, 30 and 60 columns from more than 31,500 
columns. For that reason, 5, 10 and 20 columns exist 
accordingly for every subset of a subject. It is done using 
backward search process i.e: whose correlation is lowest it is 
deleted firstly. In this way every samples are deleted without 
our expected features. Then outputs of every subset are added 
sequentially for select final feature of a subject. In Fig. 4 the 
whole process is described and the NCCA algorithm is outlined 
in A1 below. 
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A1: NCCA algorithm for feature selection 
 
Input: x1, x2 and x3 are three subsections of EEG data of one 
subject corresponding to S sampling points.  
Output: Correlation Cn 
for n=1 to S do 
 Random initialization for w1, w2 and w3 
        repeat 
 Find w1, w2 and w3which maximize correlation 
between y1 and y2, y2 and y3 & y3 and y1 by the CCA 
       until the maximum number of iteration is reached 
 Compute the optimized signals y1, y2 and y3  
end 
Compute update weight w1, w2 and w3 for correlation Cn 
Select the features for weight maximization  

E. Classification accuracy measurement  
Neural network are used for accuracy measurement of 

classified selected features of EEG data. The Back-propagation 
(BP) algorithm is most effective learning method that use 
gradient descent to tune network parameters to best fit a 
training set of input-output pairs. The BP with feed forward 
NN model is shown in Fig. 4. NN generally refers to the 
interconnected groups of nodes in the different layers of each 
system, akin to the vast network of neurons in a brain. Three 
layers are used in this system. EEG signals are fed into the 
input neurons of input layer. There are 128 attributes for every 
(15, 30 and 60) EEG feature set. So these are fed into 128 input 
neurons of one input layer. Firstly 128 attributes of first feature 
is fed and accordingly all feature are fed to input layer one by 
one.  These input neurons send data via synapses to the hidden 
layer of neurons. There are 7, 15 and 30 hidden neurons in one 
hidden layer for 15, 30 and 60 samples respectively and they 
send data via synapses to the output layer of output neurons. 
There are three output neurons in one output layer for three 
classes of EEG data. The synapses store weights to manipulate 
the data in the calculations. The sigmoid activation function is 
used here to convert a neuron's weighted input to its output 
activation. Each circular node in Fig. 4 represents an artificial 
neuron and an arrow represents a connection from the output of 
one neuron to the input of another. 

 

 

 

 

 

 

 

 
 

Figure 4.  NN model for accuracy measurement of selected features. 

 

IV.  RESULTS AND DISCUSSION  
Here, wavelet is used for class determination of EEG data. 

For a subject, there have total of 128 attributes (rows) and more 
than 31500 sampling points (columns). We find three class 
cluster using wavelet. Seven levels, near symmetric wavelet are 
used for clustering and row is the direction of decomposition. 
There were four subjects and EEG data is collected for every 
subject at three different stimulus frequencies. So, there are 
total of twelve EEG dataset and wavelet is used for clustering 
every dataset differently. For understanding conveniently, 
clustering result of second subject whose is stimulated at 8Hz 
are given below in Fig. 5. For further analysis we use binary 
001, 010, and 100 for 1, 2, and 3 respectively. Here Sub 
denotes subject.  

 
Figure 5.  Classification of EEG data using wavelet.   

Then we concatenate the class after EEG data of a subject. 
Three subsections are created conveniently from concatenated 
data for NCCA network. Data is entered into the network 
sequentially. Weight is updated for correlation maximization 
according to NCCA weight update rules shown in equations 1 
to 9. Then features are selected according to SBS process. The 
columns are deleted one by one those shows minimum 
correlation. We accept three subsets for a subject at one 
stimulus frequency. We choose 15, 30 and 60 attributes 
(features) for three subsets of each subject. So there are nine 
subsets for a subject and total of 36 subsets. These subsets are 
analyzed using BP of NN. In this way, the accuracy is 
measured for the selected features. In BP network 7, 15 and 30 
hidden nodes are used for 15, 30 and 60 features accordingly. 
TABLE I shows the accuracy for every subject at different 
stimulus frequency for various sizes of subsets. We choose 
75% (96 rows) for training set and 25% (32 rows) for testing 
set. We take average accuracy of five runs for every feature set. 
It is shown from TABLE I that for subject 4 at 8Hz, classifier 
cannot classify nine attributes. Also classifier cannot detect one 
attributes for subject 1 and 2 at 14Hz. It is for noise 
contamination of EEG signals at that time when data is 
collected from brain. But for every other sector classifier shows 
100 percent accuracy. For that reason, we can say that NCCA 
is a great tool for feature selection. This method is suitable for 
converting very high dimensional data into very low feature set 
which may contain almost same information as original set.       
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TABLE I.  ACCURACY (%) FOR DIFFERENT SUBSETS OF EEG DATA. ST. 
FREQ., SUB, NO. OF ATTR. AND ACC INDICATE STIMULUS FREQUENCY, 

SUBJECTS, NUMBER OF FEATURES AND ACCURACY, RESPECTIVELY. 

St. 
Freq. 

Sub. No. of 
attr. 

Acc 
(%) 

No. of 
attr 

Acc 
(%) 

No. of 
attr 

Acc 
(%) 

8Hz 1 15 100 30 100 60 100 

2 100 100 100 

3 100 100 100 

4 72 72 72 

14Hz 1 15 97 30 97 60 97 

2 97 97 97 

3 100 100 100 

4 100 100 100 

28Hz 1 15 100 30 100 60 100 

2 100 100 100 

3 100 100 100 

4 100 100 100 
 

NN are also used for finding sum squares errors (SSE), as 
shown in eq. 10, where ‘P’ is numbers of patterns, ‘O’ is the 
numbers of output, ‘t’ for target output and ‘a’ for actual 
output. We make 1000 iterations for a selected feature. The 
error curve with 100 iterations is shown in Fig. 6. We explore 
8Hz_Sub2_30 for 30 features of second subject at 8Hz 
stimulation. In this way, other features are kept in the figure. 
For 1000th iteration, errors 0.001869, 0.002549 and 0.001869 
are found for 8Hz_Sub2_30, 14Hz_Sub1_30 and 
28Hz_Sub4_30 accordingly. Thus errors are less than 0.3% 
which shows performance of NCCA network is better.   
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Figure 6.  Iterations vs. error curve for three EEG features. 

This EEG data contains brain conditions of human being. It 
may vary with subject’s variations as well as with different 
stimulations. But though these are the time varying signals, 
they show coherency with one another on the basis of subjects 
and stimulations. Also, since NCCA finds out the features 
among the subdivision of entire EEG data via correlation 
maximization, there must have some kind of dependency 
among selected attributes. We observe this dependency with 
NN by varying the testing set with different subjects and 
stimulations. TABLE II shows dependency with different 

stimulus frequency as a confusion matrix for 15 attributes of 
subject 4. We have total 128 patterns (rows), 75% (96 
patterns) of them are used as training set and rest (32 patterns) 
are used as a testing set. It is shown from TABLE II that there 
has no coincidence when test by 14 Hz stimulation but trained 
using 8 Hz stimulation; because all test data are misclassified 
with training set. But 56.25% test dataset of 28 Hz are 
coinciding with trained set of 8Hz.  

We find recognition rate by considering different subjects 
as testing set. TABLE III shows these rates for 15 attributes of 
28 Hz stimulation. In TABLE III, we denote subject1 as S1 
and in this way for others. Firstly, we train the network using 
96 patterns of S1, and then we test using 32 patterns of S1, S2, 
S3 and S4 accordingly, which shows that 32 patterns are 
classified for S1, 21 for S2, 13 for S3, but all are misclassified 
for S4. That’s why we can say that 100% of S1, 65.63% of S2, 
40.63% of S3 data are coincide with S1, but no coincidence 
data between S4 and S1. So, we can say that though brain 
signals are time varying quantity, it is possible to test the 
concidence between signals from selected features of NCCA 
network. It is compatible and reliable, because highest 
classified are found for own dataset. Also it shows low 
computational time. 

TABLE II.  CONFUSION MATRIX FOR 15 ATTRIBUTE OF SUBJECT 4 

 Training dataset   
 8 Hz 14 Hz 28 Hz 

Test 
data
set 

8 Hz 23 4 8 
14 Hz 0 32 15 
28 Hz 18 13 32 

TABLE III.  CONFUSION MATRIX FOR 15 ATTRIBUTE OF 28 HZ 
STIMULATION 

 Training dataset 
 S1 S2 S3 S4 

Test 
data
set 

S1 32 16 21 09 
S2 21 32 23 01 
S3 13 10 32 17 
S4 0 09 14 32 

In our EEG datasets, there have almost above 31,500 
sampling points for a subject. When such a high dimensional 
data are feed into statistical CCA or NN seperately, it takes 
very long time to find features. On the other hand, we divide 
the whole dataset into three subdivisions and they are feed into 
NCCA network sequencially. From these subdivisions of data 
one can find out feature subsets of any desired length. It also 
shows computation only within a few seconds for find a 
feature subset. So, we may claim that NCCA shows better 
performance than that of individual CCA or NN.  We 
performed the program by an Intel(R) Core(TM) i5-2450M 
CPU with 2.5GHz,4.00 GB of RAM, Operating system 64-bit 
computer. 

V. CONCLUSION 
In this study, the NCCA approach is employed for FS of 

high dimensional EEG dataset. Firstly, every attribute of a 
subject is classified using wavelet clustering method. Then 
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class information is added to the original dataset. Expected 
subsections are created from whole database of a subject. 
NCCA is applied for finding correlation by weight 
maximization. Then features are deleted from original dataset 
according to weight minimization process. Thus only 
maximum weights features are remained. These features are 
tested according to BP rule, where training is done by 75% 
attributes and rests are used for testing. Finally, we get 100% 
accuracy mostly for every dataset except subject 4 for 8Hz 
stimulation due to higher level of noise. So, NCCA is a suitable 
choice for FS with a low computational cost. It is possible to 
recognize frequency of SSVEP to know the brain condition 
from selected EEG features with higher accuracy and lower 
computation cost, which will be our further study.   

REFERENCES 
[1] D. H. Zhu, J. Bieger, G. G. Molina, R. M. Aarts, “A survey of 

stimulation methods used in SSVEP-based BCIs,” Comput. Intell. And 
Neurosci,vol. 2010,  doi: 10.1155/2010/702357, 2010 

[2] M. Z. Hossain, M. J. A. Rabin, A. F. M. N. Uddin, M. Shahjahan, 
“Canonical correlation analysis with neural network for inter subject 
variability realization of EEG data,” in proc. IEEE of the 2nd Int. Conf. 
ICIEV, Dhaka, 17-18 May, 2013, pp. 1-5. 

[3] P. L. Lai and C. Fyfe, “A neural implementation of canonical 
correlation analysis,” Elsevier on Neural Networks, vol. 12, pp. 1391-
1397, 1999.   

[4] M. M. Kabir., M. Shajahan., & M. Kazuyuki (2012). “A new hydrid ant 
colony optimization algorithm for feature selection,” Elsevier on Expert 
Systems with Applications, vol. 39, pp. 3747-3763, 15 Feb. 2012. 

[5] M. H. Aghdam, N. G. Aghaee & M. E. Basiri, “Text feature selection 
using ant colony optimization,” Elsevier on Expert Systems with 
Applications, vol. 36, pp. 6843-6853, April 2009. 

[6] H. Liu and L. Tu, “Toward integrating feature selection algorithms for 
classification and clustering,” IEEE Transactions on Knowledge and 
Data Engineering, vol. 17, no. 4, pp. 491-502, 2005.  

[7] R. Caruana, and D. Freitag, “Greedy atribute selection,” in Proc. of the 
11th Int. Conf. of machine learning, 1994, pp. 28-36  

[8] P. Pudil, J. Novovico & J. Kittler, “Floating search methods in feature 
selection,” Pattern Recognition Letters, vol. 15, pp. 1119-1125, 1994. 

[9] B. Paskaleva, M. M. Hayat, Z. Wang, J. ScottTyo, and S. Krishna, 
“Canonical Correlation Feature Selection for Sensors with Overlapping 
Bands: Theory and Application,” IEEE transactions on geo science and 
remote sensing, vol. 46, no. 10, 2010.  

[10] R. Lotlikar, R. Kothari, ‘‘Bayes-optimality motivated-linear and multi 
layered perceptron-based dimansionality reduction,’’ IEEE Trans. On 
Neural Networks vol. 11, pp. 452---463, 2000. 

[11] M. M. Kabir, M. M. Islam and K. Murase, ‘‘A new wrapper feature 
selection approach using neural network,’’ Elsevier on Neurocomputing, 
vol. 73, pp. 3273---3283, 2010. 

[12] H. Bakardjian. (2010) Hovagim  Bakardjian homepage. [Online] 
Available: 
http://www.bakardjian.com/work/ssvep_data_Bakardjian.html 

[13] H. Bakardjiana, T. Tanakaa, A. Cichocki, ‘‘Optimization of SSVEP 
brain responses with application to eight-command Brain---Computer 
Interface,’’ Neuroscience Letters, vol. 469, pp. 34---38, 2010. 

[14] D. Regan, Steady-state evoked potentials, J. Opt. Soc. Am. Vol. 67, pp. 
1475---1489, 1977. 

[15] M. M. Müller, S. Hillyard, ‘‘Concurrent recording of steady-state and 
transient event related potentials as indices of visual-spatial selective 
attention,’’ Clin. Neurophysiol. Vol. 111, pp. 1544---1552, 2000. 

[16] R. B. Cattell, ‘‘The description of personality: Basic traits resolved into 
clusters,’’ Journal of Abnormal and Social Psychology, vol. 38, pp. 
476-506, 1943. 

[17] M. Misiti, Y. Misiti, G. Oppenheim, J. M. Poggi, ‘‘Clustering Signals 
Using Wavelets,’’ Computational and Ambient Intelligence, Lecture 
Notes in Computer Science, vol.  4507, 2007, pp 514-521  

[18] H. Hotelling, ‘‘Relations between two sets of variates,’’ Biometrika, vol. 
28, pp. 321-377, 1936 
 

 
 

 
 
 
 
 
 

 

 

                                                                                                   268



Numerical Investigation of Singularity at a Vertex in 
3D Transversely Isotropic Piezoelectric Bonded 

Joints by FEM 

Md. Shahidul Islam*, Mohiuddin Ahmed, and M. M. Kamal Uddin 
Department of Mechanical Engineering, Khulna University of Engineering & Technology, Bangladesh 

*E-mail: shahidulbitk@gmail.com 
 
 

Abstract—Stress singularity at the vertex of bonded joints is one 
of the main factors responsible for debonding under mechanical 
or electrical loading. The distribution of stress singularity field 
near the vertex of bonded joints is very important to maintain the 
reliability of intelligent materials. Piezoelectric materials are 
being widely used in the electronics industry, due to their high 
piezoelectric performance. In this paper, stress singularity at 
vertex in 3D transversely isotropic piezoelectric bonded joints is 
analyzed. Eigen analysis based on FEM is used for stress 
singularity field analysis of piezoelectric bonded joints. The Eigen 
equation is used for calculating the order of stress singularity, 
and the angular function of elastic displacement, electric 
potential, electric field, stress and electric displacement. The 
numerical result shows that the angular functions have large 
value near the interface edge than the inner portion of the joint. 
It was observed from the result, that the possibility of debonding 
and delamination at the interface edge of the piezoelectric 
bonded joints, due to the higher stress and electric displacement 
concentration at the free edge.  

Keywords—Piezoelectric material, stress singularity, 
transversely isotropic material, smart structures, finite element 
method. 

I.  INTRODUCTION 
Stress singularity field occurs at a vertex on an interface 

due to a discontinuity of materials. The stress singularity field 
near the vertex of two-phase materials is one of the main 
factors being responsible for debonding under mechanical or 
electrical loadings. It is very important for maintaining the 
reliability of intelligent materials to make clear the distribution 
of stress near the vertex. In recent years, intelligent or smart 
structures and systems have become an emerging new research 
area. Piezoelectric material, due to its characteristic direct-
converse piezoelectric effect, has naturally received 
considerable attentions [1]. Piezoelectric materials are being 
widely used in the electronics industry due to their high 
functionality. Mechanical stress occurs in piezoelectric material 
for any electric input. The stress concentrations caused by 
mechanical or electric loads may lead to crack initiation and 
extension, and sometimes the stress concentrations may be high 
enough to fracture the material parts. Reliable service lifetime 
predictions of piezoelectric components demand a complete 
understanding of the debonding processes of these materials.  

Sosa has suggested a general method of solving plane 
problems of piezoelectric media with defects [2]. Zak and 

Williams used eigen functions for analyzing stress singularity 
field at a crack tip perpendicular to a bimaterial interface. They 
found that a real part of eigen value is within the range of 0 to 
1, and expressed a relationship between stress distribution and 
the order of stress singularity at the crack tip [3]. Aksentian 
determined eigen values and eigen vectors at the singular point 
in plane intersecting a free edge of the interface in three 
dimensional dissimilar joints [4]. Yamada and Okumura 
developed a finite element analysis for solving eigen value 
equation to determine directly the order of stress singularity 
and the angular variation of the stress and displacement     
fields [5]. Pageau and Biggers determined the order of stress 
singularity and the angular variation of the displacement and 
the stress fields around the singular points in plane intersecting 
a wedge front in the three-dimensional anisotropic material 
structures using the two dimensional displacement formulation 
under a plane strain assumption [6]. 

     At present, no clear picture exists of the problem of 
singularity at a vertex for 3D transversely isotropic 
piezoelectric bonded joints. Therefore, the purpose of the 
present investigation is to obtain a better understanding of the 
problem of singularity at a vertex in a two-phase transversely 
isotropic piezoelectric material joint. In this study an eigen 
equation based on three-dimensional FEM was formulated for 
analyzing the singularity in piezoelectric bonded joints.  

II. THE BASIC FORMULA 
In the absence of body forces and free charges, the 

equilibrium equations of piezoelectric materials are expressed 
as follows [7]:                                             

σ ij, j = 0  
di,i = 0  

where σij represents the stress and di the electric displacement. 
The constitutive relations are shown as follows [7]:      

σ ij = cijklεkl − ekij Ek  
di = eiklεkl + χ ik Ek  

where cijkl is the elastic constant, eikl and χik are the 
piezoelectric constant and electric permittivity (dielectric 
constant), respectively. 

(1)

(2)

(3)

(4)
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The elastic strain-displacement and electric field-potential 
relations are presented as follows [7]: 

εij = 1

2
u j ,i + ui , j( )

              
Ei = −ψ,i  

where εij is the strain, and Ei is the eclectic field. ui is the elastic 
displacement and ψ is the electric potential. 

Fig. 1 represents the geometry of a typical case where a 
singular stress state occurs at the point o. The region 
surrounding the singular point is divided into a number of 
quadratic pyramidal elements with a summit o, with each 
element being located in spherical co-ordinates r, θ, and φ by 
its nodes 1 to 8.  

 

 

 

 

 

 

 
Figure1. Element geometry and natural co-ordinates at a free edge singular 

point 

A point P in the element can be located using the singular 
transformation by the relations [7].    
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θ and φ are the nodal values of the angular co-ordinates and α, 
η, and ξ are natural co-ordinates of the element whose ranges 
are shown in Fig. 1. H interpolation function, p Eigen value,     
ρ = r/ro, r the distance from the singular point. The elastic 
displacement and electric potential relations are: 
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where ou and u  is the elastic displacement at o and P, 
respectively, and oψ and ψ is the electric potential at o and P, 
respectively.  

u = u − uo( ),           ui = ui − uo( ) 

ψ = ψ − ψo( ),           ψi = ψi − ψ o( ) 
From the above equation, the elastic displacement and 

electric potential relations are expressed as follows [7]: 
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The Jacobian matrix relating the spherical coordinates to 
the natural coordinates is given below: 
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In (14) there is no dependence between the radial 
coordinate and the angular coordinate. A sub-matrix is 
extracted from the above equation as follows: 
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The strain and electric potential equation is obtained form 
(7) and (12), (13) and (15) by using the chain rule of 
differentiation. The strain and electric potential in a spherical 
coordinate system as follows [8]: 

                { } [ ]{ } [ ]{ }∗

=

∗∗ == ∑ uBuBε
8

1i
ii   

Where  
    

ε*{ }T
= εrr      εθθ      εφφ      εrθ      εrφ      εθφ      Er      Eθ      Eφ{ }

       
ui

*{ }T
= uri      uθi      uφi      −ψi{ }

 

(5)

(6)

ξ = −1

φ  
r 

x 

y 

z 

θ 

P o 

Singular 
point 

 

ξ

η

2 1 

ξ =1

η = 1

η = −1

3 

4 

5 
6 

7 

8 

(7)

(8)

(9)

(10)

(11)

(12)

(13)

(14)

(15)

(16)

                                                                                                   270



III. THE EIGEN EQUATION 
The eigen equation was formulated for determining the 

order of stress singularity as follows [9]: 

p 2 A[ ] + p B[ ] + C[ ]( ) U{ } = 0{ }  

where 
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In (17) p represents the characteristic root, which is related to 
the order of singularity, λ, as λ = 1-p. [A], [B] and [C] are 
matrices composed of material properties, and {U} represents 
the elastic displacement and electric potential vector.  

[ ] [ ] [ ][ ] ηξθ ddJa
T

aa 1

1

1

1

1

sinBDBk ∫ ∫
− −

=  

[ ] [ ] [ ]( [ ] [ ] [ ][ ]) ηξθ ddJa
T

ba
T

ab 1

1

1

1

1

sinBDBBDBk += ∫ ∫
− −

 

[ ] [ ] [ ][ ] ηξθ ddJb
T

bc 1

1

1

1

1

sinBDBk ∫ ∫
− −

=  

[ ] [ ] [ ][ ] ηξθ ddJa
T

sa 1

1

1

1

1

sin2 BSDHk ∫ ∫
− −

=  

[ ] [ ] [ ]( [ ] [ ] [ ][ ]) ηξθ ddJa
T

b
T

sb 1

1

1

1

1

sin2 BSDHBSDHk += ∫ ∫
− −

 

[ ] [ ] [ ][ ] ηξθ ddJb
T

sc 1

1

1

1

1

sinBSDHk ∫ ∫
− −

=                                    

Equation (17) now expressed as follows: 
−p B[ ]− C[ ]( ) U{ }= p2 A[ ] U{ }  

Finally, letting { } { }UV p= , the characteristic equation can 
be transformed into the standard Eigen problem. 
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IV. RESULT AND DISCUSSION 
The elastic displacement and electric potential equation is 

expressed by the following equitation. 

uj r, θ, φ( )= bj θ, φ( )r1−λ

                                                                 

ψ r, θ, φ( )= q θ, φ( )r1−λ

                                             
By differentiating the above two equations, get the angular 

function of strain and electric field equation respectively. The 
stress and electric displacement distribution equations in the 
stress singularity region can be expressed as follows. 

σ ij r, θ, φ( )= Kijr
−λ fij θ, φ( )  

( ) ( )φθφθ λ ,,, iii lrFrd −=  
Where r represents the distance from the stress singular 

point,  bj(θ, φ) the angular function of elastic displacement,   
q(θ, φ) the angular function of electric potential, fij(θ, φ) the 
angular function of stress distribution, li(θ, φ) the angular 
function of electric displacement, Kij the intensity of 
singularity, Fi the intensity of electric field, and λ the order of 
stress singularity. Angular functions of stress and electric 
displacement components obtained from Eigen analysis in (17) 
are examined. 

 

 

 

 

 

 

 
 

Figure 2. Singular point of 3D piezoelectric joint in x, y, z plane 

 TABLE I.            MATERIAL PROPERTY OF RESIN AND PZT-4 

Material Elastic Constant, 1010 N/m2 
c11 c12 c13 c33 c44 

Resin 5.56 3.41 3.41 5.56 1.08 
PZT-4 13.9 7.78 7.43 11.3 2.56 

        
Solving eigen equation yields many roots p and eigen 

vectors corresponding to each eigen value are obtained. 
However, if the root   is within the range of 0 < p < 1, this fact 
indicates that the stress field has singularity. The value of order 
of singularity at the singularity corner and line are shown in the 
following tables. 

TABLE II.            ORDER OF SINGULARITY FOR RESIN AND PZT-4 
Material Order of singularity

Resin and 
PZT-4 

 1 2 3 4 
λline 0.3494 0.0895 0.0264 ---- 

λvertex 0.4304 0.0291 0.0081 0.0023 
      
      The distributions of elastic displacement and electric 
potential are shown in fig. 3. It is found that, the angular 
function of elastic displacement and electric potential is 

Material 
Piezoelectric Constant, 

C/m2 
Dielectric Constant,   

10-10 C/Vm 
e31 e33 e15 χ11 χ33 

Resin 0.0 0.0 0.0 37.9 37.9 
PZT-4 -6.98 13.8 13.4 60.0 54.7 

(17)

(18)

(19)

(20)

(21)

(22)

(23)

(24)

Resin 

PZT-4 

z 

x

y 

φ2

 φ1θ

Singular Point 

Singularity Line 

 φ1 = 360o 
 φ2 = 90o 
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continuous at the interface of the joints and has larger value at 
the free edge than the inner portion. So there is a possibility to 
debond near the free edge of the joint. It is also found that the 
angular function of elastic displacement and electric potential 
at φ = 0° is agreed with that at φ = 90°. The figure of bθ , br 
and q is symmetry with respect to φ and the figure of bφ is 
anti-symmetry with respect toφ.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Figure 3. Distribution of bi & q against angle, φ and θ 
 

The distributions of angular function of stress inφ-θ plane 
for the piezoelectric bonded structure are shown in fig. 4. The 
angular function of stress frθ and fθθ  are symmetry and fφθ  is 
anti-symmetry at φ = 45º on interface (θ = 90º). The value of 
angular function of stress fθθ  is larger than that of the frθ and 
fφθ. It is shown from the figure that the stresses have larger 
value near the free edge of the bonded joints. So there is 
another possibility to debond and delamination occurs near the 
free edge of the bonded joints. 

 
 

 

 
Figure 4. Distribution of stress fij against angle φ and θ 

 

The distributions of angular function of electric 
displacement in φ-θ plane for the piezoelectric bonded structure 
are shown in fig. 5. The angular function of electric 
displacement lr and lθ  are symmetry and lφ  is anti-symmetry at 
φ = 45º on interface (θ = 90º). The value of angular function of 
electric displacement lθ  is larger than that of the lr and lφ. It is 
shown from the figure that the electric displacements have 
larger value near the free edge of the bonded joints. So there is 
a possibility to debond and delamination occurs near the free 
edge of the bonded joints. 
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Figure 5. Distribution of electric displacement li against angle φ and θ 

V. CONCLUSION 
An eigen equation formulation near the vertex of 

transversely isotropic piezoelectric bonded joint was presented. 
Angular functions for singularity corner were derived from 
eigen analysis using a finite element method. From the 
numerical results, the following conclusions can be drawn for 
the piezoelectric dissimilar joints. 

(a) The value of the order of singularity at the singularity 
corner is larger than that at the line. 

(b) Larger value of the angular function occurs at the 
interface edge in the material joint than the inner portion of the 
joint. 

(c) It is suggested that delamination of the interface may 
occur at the interface edge of the piezoelectric material joints. 
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Abstract—Graphene is an excellent material for flexible 
electronics due to its high carrier transport properties. We report 
a flexible graphene field effect transistor on polyimide substrate 
using graphene oxide as top-gate dielectric. Good current 
saturation and peak hole and electron mobilities of 496 cm2/(V.s) 
and 164 cm2/(V.s) are observed, respectively, for the proposed 
intrinsic RF device. A maximum transconductance of 0.42 mS 
and the intrinsic cutoff frequency of 117 GHz are achieved when 
the gate length is reduced up to 0.25 µm. 

Keywords—Flexable GFET; Graphene Oxide; Polyimide 
substrate; Intrinsic cutoff frequency.. 

I.  INTRODUCTION   
Graphene is a monolayer of tightly bonded carbon atoms, 

having thickness of 0.34 nm, arranged in a two dimensional 
(2D) honeycomb lattice structure [1]. This, perfect two 
dimensional crystal has some unique properties. It is 
transparent, flexible, and stronger than structural steel, thinnest 
and lightest material ever known. However, electronic 
properties are much important for using this interesting 
material in electronic devices.  Band structure of graphene was 
first realized by P. R. Wallace in 1947 [2]. Monolayer 
graphene shows a linear E-k relation around the K point of the 
first Brillouin zone. Intrinsic graphene is gapless and acts as a 
semimetal [3]. Electron mobility has exceeded 200000 
cm2/(V.s) in suspended graphene which is higher than any 
conventional semiconductors [4]. 

For digital logic applications, a bandgap larger than 0.4 eV 
and Ion/Ioff ratio 104-106 are required [5]. But, because of zero 
bandgap, graphene transistor never turns off and shows Ion/Ioff 
ratio only 2-20 [3]. As a result, zero bandgap graphene is not 
suitable for digital logic devices. While gapless nature hinders 
graphene’s application in logic devices, it may find its places in 
radio-frequency (RF) electronics in which the transistor does 
not need to switch off.  

The conventional semiconductors are rigid materials and 
not useful for flexible electronics as they are brittle in nature. 
Previously, this field was dominated by amorphous silicon and 
organic polymers, but they have very low field mobility [6]. On 
the other hand, graphene has higher mobility relative to organic 
semiconductors. So, graphene opens a new door to high 
frequency low voltage flexible and printable electronic 
applications [7]. 

A dielectric must make a good interface with the channel 
layer so that carrier transport does not get affected close to their 
interface. A high-k dielectric reduces Columbic scattering by 
screening charged impurities near graphene layer leading 
higher mobility. Ultrathin film is difficult to deposit over 
graphene surface due to absence of dangling bond. High-k 
dielectrics, such as Al2O3, HfO2 and ZrO2 cannot be grown in 
flexible plastic substrate as they require high growth 
temperature [8]. Although Al2O3 and HfO2 films were 
deposited over graphene using atomic layer deposition 
technique, they make poor interface and are fragile in nature 
[9], [10]. Graphene oxide (GO), on the other hand, holding a 
good mechanical and optical properties and can be used for 
high performance flexible and transparent electronics. GO 
dielectric shows a dielectric constant of 5 at room temperature 
and very good environmental stability. Seoung-Ki Lee and co-
workers were exhibited a good way to fabricate GO on 
graphene channel [11]. The performance of graphene field 
effect transistor (GFET) depends not only on the interface 
quality, but also on underlying substrate. GFET on poly-
ethylene naphthalate (PEN) substrate melts down for drain-
source voltage above 0.5 V [12]. Polyimide, a promising 
substrate for graphene based devices can be used as flexible 
substrate. Surface roughness of their interface can be reduced 
by using liquid polyimide PI-5878G and adhesion promoter 
VM651 [13].  

In our work, we for the first time demonstrate an intrinsic 
monolayer GFET on flexible polyimide substrate with GO gate 
dielectric. We consider the effect of quantum capacitance (Cq) 
to calculate sheet carrier density (ρsh) and the effect of ionized 
impurity scattering, phonon scattering, and surface roughness 
scattering to calculate effective mobility and drain current. The 
proposed GFET shows a peak hole and electron mobilities 496 
cm2/(V.s)  and 164 cm2/(V.s), respectively, at Vds= −0.1 V. 
Furthermore, an intrinsic cutoff frequency of 117 GHz is 
obtained for the channel length of 0.25 µm.    

II. DEVICE STRUCTURE 
The proposed device structure is shown in Fig.1. The 

device consists of a large area monolayer graphene channel, 
graphene oxide (GO) gate dielectric, and flexible polyimide 
substrate. The device dimensions are taken in diffusive limit. 
30 nm Ti/20 nm Au stacks are used as source and drain 
contacts. 10 nm thin GO is used as dielectric. Graphene 
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channel has a length of 2 µm and width of 1 µm. So far, we 
have neglected effect of source and drain contacts and analyzed 
the performance of an intrinsic GFET. 

III. DC CHARACTERISTICS 

A. Device Model 
To understand the performance of the proposed GFET, it is 

important to investigate its dc characteristics. The model to 
simulate GFET we have used, was proposed in [14]. Quantum 
capacitance Cq, implies the change of charge carrier with 
respect to channel voltage.Quantum capacitance is  given by 
[14] following expressions, 

 

 
 2

22

F

ch
q v

VqqC


  ,             (1) 

where, q is the elementary charge, Vch is the channel voltage, ħ 
the reduced Planck constant and vF is the Fermi velocity (108 
cm/s). The channel voltage Vch can be represented by 
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where Cox is the top gate oxide capacitance, VDP is the dirac 
point voltage and V(x) is the voltage drop in the graphene 
channel and is zero at position, x = 0 and equal to VDS at x = L. 
Equation (1) and (2) are solved self-consistently to obtain Cq 
and Vch.. The sheet carrier density (ρsh) can be calculated by 

 shochqsh VC
q

 
2
1

,           (3) 

where ρsho is the residual carrier density. There exists residual 
charge in graphene at dirac point due to charge impurities 
close to the sheet on a substrate. Both GO dielectric and 
polyimide substrate cause p-type doping in graphene layer. 
Here ρsho = 2 ×1011 cm-2 and VDP = 0.5V are taken, 
respectively, for the simulation.  

      Mobility of an electronic device is limited by different 
scattering mechanisms. In this study, columbic, phonon, and 
surface scattering mechanisms are taken into consideration as 
prominent mechanisms. Thus, the total effective mobility can 
be calculated using the well known Matthiessen’s rule, µtot

-1= 
µcol

-1 + µph
-1 + µsurf 

-1.  The  columbic, phonon, and  surface 
roughness scattering dependent mobilities are given [15] by 
µcol = A.(ρsh)α , µph = P.(ρsh)β(T/300)δ, and µsurf = γ/(ρsh)Δ 
respectively, where A, P and γ are the fitting parameters, α is 
the degree of screening, T is the temperature with δ = 2  and β 
= −1, and Δ is the degree of roughness 

The saturation velocity (vsat) can be expressed [14] by  

 
)(5.0 2

)( xAV
sh

satv






,            (4) 

 
Figure 1.    Schematic of top-gate graphene field effect transistor. 

 
where, A is an empirical factor of the order 10-3 and Ω is 

the optical phonon frequency. Graphene on polyimide 
substrate shows optical phonon energy (ħΩ) equal to 53 meV 
[15]. Finally, with channel length L, width W, low field 
mobility µ, drain-source voltage VDS, and gate voltage VGS, the 
drain current can be represented by [14], 
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B. Device Performance 
Fig. 2 shows the transfer characteristics for different VDS 

where ambipolar conduction is clearly distinguished by a dirac 
point. The dirac point is shifted towards negative gate bias 
with increasing VDS. The position of the Dirac point depends 
on several factors: the difference between the work functions 
of the gate material and the graphene, the type and density of 
the charges at the top and bottom interfaces of the channel, 
and doping of the graphene. The transfer characteristics 
indicate that the GFET never turns off. The value of residual 
charge at the dirac point increases with VDS as the channel 
potential depends not only on the VGS but also on the VDS. Fig. 
3 shows the output characteristics plotted for different 
negative gate bias VGS.  The output characteristics show a 
linear region, a weak saturation region and a second linear 
region for higher VGS. Second linear region is disapeared for 
higher VGS. Good current saturation is observed on output 
characteristics for higher VGS. This saturation behavior is 
better than GFET of [11] and  much similar to[13].  

Hole mobility of 496 cm2/V.s and electron mobility of 164 
cm2/V.s are obtained at VDS = −0.1V.  Hole mobility is higher and 
electron mobility is slightly lower than observed in [11]. Figure 4 
(a) and (b) show the effective electron and hole mobilities 
along with individual component of mobility. The mobility 
due to ionized impurity scattering is so high due to oxygen 
absorption species and other residues; as a result, it does not 
have any contribution to effective mobility. It is well known 
that the polyimide plastic substrate cannot undergo high 
temperature treatment, so high impurity exists. As seen in 
Figs. 4(a) and (b) the µtot is firstly dominated by phonon 
scattering and as the carrier concentration increases surface 

Graphene 
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 Graphene 
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Source/ Drain 
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roughness scattering starts dominating for both hole and 
electron. But, hole trends higher surface roughness scattering 
compared to electron. 

Fig. 5, clearly depicts the ambipolar conduction in GFET. 
As we go along the channel, the charge density decreases from 
source towards drain. When the potential of the channel is 
equal to potential corresponds to dirac point, the charge 
changes from p-type to n-type at x =1.5 µm. At this point, 
charge density is equal to residual charges (ρsho). This residual 
charge in responsible for GFET not to be switched off. After 
dirac point, the carrier density again increases with opposite 
type. This behavior is observed specifically in GFET, not any 
conventional FET. This is because of zero bandgap of 
graphene. Conventional FET shows unipolar characteristics 
and a pinch-off region near the drain terminal. 

           
Figure 2. Transfer characteristics for different VDS. 

 

            
Figure 3. Output characteristics for different negative gate bias VGS. The    

current conduction is taken place due to p-type carrier. 

 

Figure 4. Carrier concentration dependent effective (a) hole, and (b) electron 
mobility for the proposed GFET. 

 
Figure 5. Charge density with respect to channel position. The dirac point 

indicates carrier switchover position in the channel. 

IV. RF PERFORMANCE 
The transconductance (gm) is an important parameter for 

understanding the RF performance of the GFET. Generally, 
high gm is desirable for high intrinsic gain and cutoff 
frequency. gm can be extracted from Id-VGS characteristics of 
GFET. gm can be defined by, 
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Fig. 6 shows gm as a function of gate voltage where the 
maximum gm of 0.42 mS is obtained for VDS kept constant at  
−1.5 V. gm takes a turn from negative to positive around dirac 
point due to change in charge carriers polarity. Cutoff 
frequency is another important parameter to characterize the 
GFET RF performance. It implies the frequency at which 
current gain becomes one. The intrinsic cutoff frequency 
(fT.int) of a transistor is determined by charge carrier transit 
time (τt) across the channel length (Lgate). The intrinsic cutoff 
frequency can be given [16] by 
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Figure 6. Transconductance as a function of gate voltage of GFET. 

 
Figure 7. Variation of intrinsic cutoff frequency as a function of gate length. 

The transit time can be given by 

 ,
drift
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t v

L
              (8) 

The drift velocity vdrift is accurately modeled by Thornber’s 
equation [17] 
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with β = 2, electric field Ex = VDS/ Lgate.  

Fig. 7 shows fT.int with respect to gate length. From Eqn. (8) 
it is cleared that the transit time decreases with gate length. As 
a result, cutoff frequency increases from 1 GHz to 117 GHz 
due to continuous channel length scaling from 2 µm to 0.25 
µm. 

V. CONCLUSION 
Performance of GFET on flexible polyimide substrate with 
graphene oxide gate dielectric is simulated. Soft saturation 
region is observed in the output characteristics. Good carrier 
mobility for both electron and hole are obtained by 
considering three prominent scattering mechanisms like 
columbic, phonon and surface roughness. Ambipolar nature of 
carrier conduction in graphene sheet is found with respect to 
position. It has been shown that significant increase in 
intrinsic cutoff frequency is possible by reducing the gate 
length up to 0.25 µm. 
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Abstract—The phonon properties of hydrogen passivated 
graphene with vacancy defects are studied using the forced 
vibrational method. The phonon density of states (PDOS) and 
typical mode patterns are calculated over a broad range of 
vacancies. We find that phonon properties of graphene strongly 
depend on the system size. We observe a broadening and 
softening of the PDOS peaks with the increase of vacancy 
concentrations. We find an increasing C-H stretching mode with 
the increase of defect density. Our numerical experiments reveal 
that the typical mode pattern for K point in-plane TO modes 
phonon show the spatial localized vibrations persuaded by 
vacancy defects, which are in conceptually good agreement with 
the experimental results of the large D band peak of the Raman 
spectra comes from the imperfections of crystal. The typical 
displacement pattern for C-H stretching mode shows a random 
displacement of H atoms in contrast to C atoms. Our simulation 
results show the significant impact of vacancy defects on the 
vibrational properties of graphene.  

Keywords—Lattice vibration, graphene, vacancy defects, 
phonon density of states, hydrogen passivation. 

I.  INTRODUCTION  
During the past few years, graphene and its related-

materials have been in the scientific limelight due to their 
fascinating properties [1]-[3] and promising potential 
applications [4]-[7]. For any new material, the characterization 
and investigation of the fundamental and application oriented 
properties are a crucial prerequisite for tomorrow’s 
applications. The study of fundamental properties such as 
vibrational modes in graphene-related materials have attracted 
considerable theoretical [8], [9] and experimental [10]-[12] 
impetus in the past few years. Vibration modes and frequencies 
are the basis for understanding the thermal, transport, and 
optical properties of solids. Graphene has been considered as a 
prototypical bench-top relativistic quantum system consist of a 
one-atom-thick planar sheet of sp2-bonded carbon atom [2]. In 
sp2 carbons, the phonons, like the electrons, depend on the 
atomic structure. As for most other 
materials, defects are unavoidable during the preparation of 
graphene. The disorder in sp2 hybridized carbon systems leads 
to rich and intriguing phonon properties. For example, the 
effect of breaking the translational symmetry of crystal by 
introducing disorder into the lattice is the breakdown of 
momentum conservation, through the activation of phonons at 
interior K points of the Brillouin zone. Therefore, a strong D 

and features are observed in the Raman spectra which are 
generally inactive for perfect graphene. 

The chemical modification of graphene is being the focus 
of another interest [13], [14]. Radicals such as oxygen, 
hydrogen, or fluorine atoms can be adsorbed on the surface of 
graphene. The adsorbed radicals can attach to the graphene 
layer in a random way, as is the case in graphene oxide [15] or 
they can form ordered patterns. It is challenging to estimate the 
vibrational properties of defective graphene, especially with 
complication due to chemical groups or dangling bonds at 
defective edge. Moreover, due to a strong electron phonon 
coupling in graphene-related materials [16] transport electrons 
have a significant effect on the lattice vibrations. The study of 
the vibrational properties of graphene with hydrogen 
passivation is thus of fundamental importance for the electron 
transport in electronic devices and of great general interest for 
the physical understanding of those structures. 

In contrast to the intensive research performed on the 
phonon properties of pristine graphene [8]-[12], the phonon 
properties of defective or chemically functionalized graphene 
has not been well studied. When vacancy or other type of 
defects present in a system, they may induce the symmetry 
breakdown of elemental topological arrangements, which 
generate more complex lattice structures. Therefore, the 
dynamical matrix method requires huge computational 
resources. These long computational times and convergence 
problems in the dynamical matrix calculations limit the 
systems of interest to benchmark molecules. However, a 
significantly larger scale model is essential for an in-depth 
understanding of vibrational properties of defective atomic 
structures. It is thus very important to build a reliable model to 
measure the phonon properties of the defective graphene 
directly. 

In this study, we have investigated systematically the 
phonon properties of graphene including vacancy defects and 
hydrogen passivation effects. We use the forced vibrational 
method, which is based on the mechanical resonance to extract 
the vibrational eigenmodes for very complex and large systems 
by numerical calculation to compute the phonon density of 
states. When defects present in a system, there may appear 
vibrational modes [17], [18] lying outside of the allowed 
frequency range of the perfect crystal. These are called 
localized vibrational modes or local modes because the mode 
energy is spatially concentrated near the defect site, which is 
similar to Anderson’s localization for electronic wave functions  
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Figure 1. (a) Defective graphene with percolation network structures. (b) The Brillouin Zone of graphene with high symmetry points (c) H-passivated defective 
graphene. Black circles are C atoms and red circles are H atoms 

 

in the disordered lattice. To show the nature of phonon 
states, we calculate the typical mode patterns in the presence of 
defects. We focus particularly on the in-plane optical phonon 
modes because of their importance in the Raman D band, the 
dominant feature in the Raman spectra. This information can 
be useful for the interpretation of future experiments on 
infrared, Raman, and neutron diffraction spectra of this 
defective material, as well as in the study of a wide variety of 
other physical properties such as specific heat, thermal 
expansion, heat conduction and electron phonon interaction. 

II. COMPUTATIONAL MODEL AND METHOD 
The two dimensional honeycomb lattice structure of 

graphene introducing vacancy defects is shown in Fig. 1(a). 
The dashed hexagon indicates the unit cell of graphene. The 
Brillouin zone of the graphene with high-symmetry points such 
as Г, K, and M  points are shown in Fig. 1 (b). The 
simulations are performed for a larger scaled systems with 
N=10, 500 atoms. The vacancies were introduced randomly 
into the graphene honeycomb lattice using site percolation 
procedure. It is well known that percolation threshold of site 
percolation network of honeycomb lattice is about 69%. 
Therefore, vacancy concentrations (i.e., the defect density) up 
to 30% are used in the present simulation. After the formation 
of vacancy defects in the networks, all dangling bonds are 
terminated by hydrogen atoms which is shown in Fig. 1(c). The 
force constant tensors up to the fourth nearest neighbors are 
used and taken from Jishi et al. [19]. Calculations reported in 
this paper have been carried out using the forced vibrational 
method. Here, we briefly elucidate the forced vibrational 
method relevant to treat physical structures with much large  

 

 

size, in which we obtain expressions that will be useful for 
the calculation phonon density of states and mode patterns. 

The forced vibrational method introduced by Williams and 
Maris [20] is a numerical simulation technique based on 
mechanical resonance to extract eigenmodes. According to 
their formalism, let us consider a lattice consisting of N atoms 
which are coupled together by linear springs. In general, the 
equation of motion of the systems with the scalar displacement 
of the l th mass, ul (t), is  

  0)()(
/

=+∑ ′′
l

lllll tutuM φ              (1) 

where Ml is the mass of l the atom and ll ′φ is the strength of the 

spring between the l th and l′  th atoms. The FV method is 
based on the fact that if a periodic external force with 
frequency Ω is applied to the system, the response of the 
system will be dominated by the eigenmodes with the eigen 
frequency near to the Ω. At time t = 0, we prepare the lattice 
system with each atom at rest and with zero displacement. For 
t > 0 an external periodic force )cos()cos(0 tMFF lll Ω= ϕ  
is applied to the each atom l, where F0 is the independent of 
time and Ml is the mass of lth atom. lϕ  is a random quantity. 
After a long time (i.e. for many cycles), the total energy of the 
system is  
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where )(Ωg  is the phonon density of states. Therefore, 
     
 

                                                                                                   280



 
Figure 2. Phonon Density of states of pure grarphene in comparison to DOS 
by force constant method [19] 
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Thus, we can obtain the phonon density of states from the 
carrying out the time development in the presence of the 
periodic force. Mode patterns can also be obtained by 
applying iteratively the external periodic force proportional to 
the displacements of atoms at each step. 

III. RESULTS  AND DISCUSSION 
Fig. 2 shows the calculated phonon density of states 

(PDOS) of the ideal graphene in the total of 10,500 lattice 
spaces. For comparison, we have also added the PDOS 
calculated by the force constant method [19]. The FV method 
reproduces the exact results of PDOS as can be found by the 
force constant method. The phonon properties greatly depend 
on the system size of the graphene. The PDOS of the perfect 
graphene in the total of 368 and 105,00 lattice spaces is shown 
in Fig. 3.  It is well known that the exact PDOS of infinite two 
dimensional lattices just agree with the PDOS for large two 
dimensional finite lattices calculated by the FV method. 
Therefore, the violet line in Fig. 3 corresponds to the exact 
PDOS of the 2D honeycomb graphene lattice. As shown in Fig. 
3, the PDOS of the 368 lattice space is considerable agree with 
the exact PDOS of the large two dimensional honeycomb 
lattice except for the  large fluctuations. This result indicates 
that the fluctuation of the DOS in the case of finite lattice is 
caused by the rather small number of the carbon atoms.  

Fig. 4 shows the PDOS of the defective graphene with 
10%, 20% and 30% vacancy concentrations. The PDOS for 
perfect graphene is also shown in the inset of the Fig. 4. The 
PDOS of perfect graphene exhibits all the characteristic peaks 
that correspond to the sp2 bonded carbon honeycomb lattice by 
force constant method [19]. However, the PDOS for the 
defective graphene strongly depend on the defect density. With 
the increase of vacancy concentration, we observe a  
broadening and softening of the PDOS peaks in the frequency 
range between 1591cm-1 (which is the graphene E2g mode 
peaks calculated by FV method) to 1500 cm-1. More 
importantly, we see that for vacancy concentrations of 10% and  

Figure 3. Phonon Density of states for the pure grarphene in the total of 368 
and 10500 atoms 

higher, the E2g mode peak has been reduced into a shoulder 
or it has completely disappeared. This disappearance of the 
peaks at high vacancy concentrations implies the defect-
induced collapse of the long-range order in graphene at 
vacancy concentrations beyond a critical level. Furthermore, 
there may some fine peaks appear in PDOS curves at low 
frequency region with the increase of defect densities as shown 
in Fig. 4. The shift of the PDOS towards the low frequency 
region are caused by the increase in the numbers of the 
unsaturated C atom with some dangling bonds because the 
increase of the unsaturated C atoms in the networks cause to 
decrease of the density of high frequency modes. 

The PDOS in the cases of all C dangling bonds are 
terminated by the H atoms for the defective graphene is shown 
in Fig. 5. In the case of H terminations, there appears high and 
low frequency region in the PDOS curves. The PDOS in the 
low frequency regions are correspond to the PDOS in the 
pristine graphene without H terminations as shown in Fig. 3 
and 4. The High frequency modes near the 2900 cm-1 are the 
localized vibrational modes which are dominantly as H 
modes,as can be expected from the C-H stretching modes.  

 
Figure 4. Phonon Density of states of graphene with different defect density 
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Figure 5. Phonon Density of states of H-passivated graphene with different 
vacancy concentrations 

 

With the increase of defect density the peak in the high 
frequency region increases. The shift of the PDOS towards the 
high frequency region are caused by the increase of H atoms.  
Fig. 6 shows the typical displacement pattern for C-H 
stretching modes at 2900 cm-1. The vertical and horizontal axes 
mean the displacement of the atoms and the site number of 
each atom, respectively. The filled circles stand for the 
displacement of C atoms and open circles stand for for the 
displacement H atoms. It is easily seen that the H atoms are 
large and randomly displaced from their equilibrium positions 
in contrast to C atoms. The random displacements of the H 
atoms come from the lack of any H-H interactions. 

The propagation of phonon is restricted into a particular 
region of the solid due to the defect formations. Vacancy 
defects induce the symmetry breakdown of the lattice, and the 
wave vector is no longer a good quantum number. In this case, 
phonons are scattered into other phonon states and thus, it is 
expected that phonons are localized in the real space. In this 
paper, we mainly focus on the K point of the in-plane optical 
modes (iTO branch) phonon of the eigenmodes due to the 
dominant effect of these modes on the large D band features of 
the Raman spectra especially for defective states of the sample.  

            

 

     (a)           (b) 
Figure 7. The typical mode pattern of graphene at 1355 cm-1 for (a) perfect 
and, (b) 20% vacancy defects. Each circle denotes an atom, the colors denote 
the displacement, which are linearly normalized by the maximum value. 

 
Figure 6. Dispalcement pattern for C-H stretching mode of H-passivated 
graphene with 20% vacancy concentrations 

 

The calculated typical mode patterns for K point iTO mode 
phonon of perfect and defective graphene are shown in Fig. 7 
(a) and 7 (b), respectively. In both figures each circle denotes 
an atom, and the color denotes the displacement. The darker 
red colors indicate the larger displaced atoms. Here, we have 
shown the mode pattern for 1148 atoms only. As the modes are 
strongly localized within this range of lattice spaces, there is no 
need to study of the system with large number of lattice spaces. 
We can clearly observe in Fig. 7 (a) that all the modes are 
extended or no localized modes are found in perfect 
honeycomb lattice structure of graphene. However, if we 
introduce vacancies into the perfect structure, we observe a 
spatially localized eigenmodes. The carbon lattice vibrations in 
the percolation networks of graphene are strongly localized as 
shown in Fig 7 (b). Such localization effect on the lattice 
vibrations may be due to a random atomic arrangement in the 
percolation networks.  

IV. CONCLUSIONS 
In conclusions, we present the results of a systematic 

analysis of defect induced phonon properties of H-passivated 
graphene. The forced vibrational method which is based on the 
mechanical response to extract the vibrational eigenmodes has 
been applied to calculate the phonon density of states and 
typical mode patterns of defective graphene. Our results show 
that the phonon properties of graphene strongly depend on the 
system size and defect density. The lattice vibrations in the 
defective graphene show the remarkable increase of the PDOS 
in the low frequency region induced by their defect formations. 
We find an increasing C-H stretching mode with the increase 
of defect density. Our calculated typical mode pattern show 
that K point in-plane TO modes phonon are strongly localized 
due to the presence of vacancy defects. The mode pattern for 
H-passivated graphene show a random displacement of H 
atoms from their equilibrium positions. This information can 
be useful for the interpretation of future experiments on 
infrared, Raman, and neutron diffraction spectra of these 
defective materials, as well as in the study of a wide variety of 
other physical properties such as specific heat, thermal 
expansion, heat conduction and electron phonon.  
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Abstract—This paper presents an analytical drain current flicker 
noise model for the asymmetric pocket implanted nano scale n-
MOSFET. The model is developed by assuming asymmetric 
linear pocket doping profile at the source edge only. The number 
of channel charges is found for the two regions and are 
incorporated in the unified flicker noise model developed by 
Hung et al. for the conventional metal oxide semiconductor field 
effect transistor (MOSFET). Simulation results for the various 
device as well as pocket profile parameters show that the derived 
drain current flicker noise model has a simple compact form that 
can be utilized to study and characterize the pocket implanted 
advanced ULSI devices.  

Keywords—Linear Asymmetric Pocket Profile, n-MOSFET, 
Threshold Voltage, Flicker Noise, Drain Current. 

I. INTRODUCTION 
As the channel length of MOSFETs is scaled down to deep 

sub-micrometer or sub-100 nm regime, we observe the short 
channel effect (SCE) [1]. This effect can be reduced or even be 
reversed (then it is called reverse short channel effect or RSCE) 
by locally raising the channel doping near source and/or drain 
junctions. Lateral channel engineering utilizing halo or pocket 
implant [2-6] surrounding the source and drain regions is 
effective in suppressing SCE. In fact, this pocket implant 
technology is found to be very promising in the effort to tailor 
the short-channel performances of deep-submicron as well as 
sub-100 nm MOSFETs [3]. However, this pocket implantation 
can be either symmetric [3, 6-7] or asymmetric [8-9].  

The increased doping concentration at the drain side 
increases the electric field strength and thus hot carrier 
reliability problems become more serious [10] and reduces the 
voltage gain. On the other hand, drive current improves in 
asymmetric devices with noise trade-offs [11].  

In the low frequency region, flicker noise is dominant. 
Flicker noise affects the circuit performances. Hence it should 
be studied and modeled properly to reduce it. Already few 
papers have been published focusing on the degradation of 
drain current flicker noise due to pocket implantation in 
MOSFETs [12-18]. New pocket structures, such as, single 
pocket, asymmetric channel structure, [12, 14] and epitaxial 

channel MOSFETs [15, 16], were proposed to reduce the drain 
current flicker noise by elimination of pocket implantation. The 
low frequency noise in pocket implanted MOSFETs may result 
from additional oxide trap creation due to pocket implantation 
[16], but this was also not supported by the experiment [17]. In 
[17], it was shown that the non-uniform distribution of 
threshold voltage along the channel resulting from the pocket 
implantation is responsible for the low frequency drain current 
flicker noise degradation, but there step doping profiles are 
used in the pocket implanted region to model the drain current 
flicker noise. In this paper, an analytical drain current flicker 
noise model is developed taking into account the pocket doping 
effect. The model is developed by using asymmetric linear 
pocket doping profile only at the source side of the device 
along the channel. The pocket profile and device parameters as 
well as bias voltages are varied to investigate the asymmetric 
pocket implantation effect on low frequency drain current 
flicker noise in the nano scale n-MOSFET. 

II. POCKET DOPING PROFILE 
The asymmetric pocket implanted at the source side n-

MOSFET structure, shown in Fig. 1, is considered for this 
work. The assumed co-ordinate system is shown at the right 
side of the structure. 

Figure 1.  Pocket implanted n-MOSFET structure with asymmetric pocket at 
the source side only. 
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All the device dimensions are measured from the oxide-
silicon interface. In the structure, the junction depth (rj) is 25 
nm. The oxide thickness (tox) is 2.5 nm, and it is SiO2 with 
fixed oxide charge density of 1011 cm-2. Uniformly doped p-
type Si substrate is used with substrate doping concentration, 
Nsub = 4.5×1017 cm-3, peak pocket doping concentration at the 
source side, Npm = 2.5×1018 cm-3, pocket length, Lp = 25 nm 
and source/drain doping concentration, Nsd = 9.0×1020 cm-3. 

To preserve the long channel threshold voltage behavior 
for the short channel device, pocket implantation, which 
causes the reverse short channel effect (RSCE), is done by 
adding donor atoms at the source edge. The peak pocket 
doping concentration (Npm) gradually decreases, from the 
source side to the drain side along the channel, to the substrate 
level concentration (Nsub) with a pocket length (Lp). The basis 
of the model of the pocket doping is to assume a linear pocket 
doping profile across the channel as shown in Figs. 2-3. The 
pocket parameters, Npm and Lp, play important role in 
determining the RSCE.  

At the source side, the pocket profile is given as: 

( ) pm sub
s pm

p

N N
N x x N

L
−

= − +  

( ) 1or, 1s sub pm
p p

xN x N N x
L L

⎛ ⎞
= + −⎜ ⎟⎜ ⎟

⎝ ⎠
 (1) 

,where x represents the distance across the channel.  

Since the pocket profile is due to the direct pocket 
implantation at the source side only, it is an asymmetric 
device. This conceptual pocket profile is integrated 
mathematically along the channel length (L) and then divided 
by L to derive an effective concentration as in equation (2). 

( )
0

1 L

eff s subN N x N dx
L

= +⎡ ⎤⎣ ⎦∫  

( )
0

1 1or, p

p

L L

eff s subL
N N x dx N dx

L L
= +∫ ∫   (2) 

Figure 2.  Simulated pocket profiles at the surface for different pocket 
lengths, Lp = 20, 25 and 30 nm, peak pocket doping concentration, Npm = 

2.0×1018 cm-3. 

Figure 3.  Simulated pocket profiles at the surface for various peak pocket 
concentrations, Npm = {1.5, 2.0, 2.5}×1018 cm-3, pocket length, Lp = 20 nm. 

Putting the expression of Ns(x) from equation (1) in to 
equation (2), the effective doping concentration is obtained as 
given in equation (3). 

1
2 2

p pm p
eff sub

L N L
N N

L L
⎛ ⎞

= − +⎜ ⎟
⎝ ⎠

  (3) 

When Lp << L for long channel device then pocket profile 
has no effect on flicker noise, but when Lp is comparable with 
L then the pocket profile affects the flicker noise. 

III. FLICKER NOISE MODEL 
According to the unified drain current flicker noise model 

[19], the normalized noise power spectrum density ( )2
id dS I  

for the conventional MOS device is given by the analytic form 
at very low drain bias as in equation (4). 

( ) ( ) ( )
2

2 2
0

1= ,               4
L

id
t fn

d

S kT N E x dx
N xI fWL

αμ
γ

⎡ ⎤
+⎢ ⎥

⎢ ⎥⎣ ⎦
∫  

,where γ = 108 cm-1 is the attenuation coefficient of the 
electron wave function in the oxide, α is the scattering 
coefficient [17], N(x) is the number of channel carriers per unit 
area, and Nt(Efn, x) is the oxide trap density at the electron 
Fermi level Efn.  

At a very low gate overdrive bias, the mobility fluctuation 
term αμ in equation (4) is smaller than 1/N(x) term. Thus the 
carrier density is uniform along the channel and is given by 

( ) ( )                           5ox gs thqN C V V= −  

,where Vgs is the gate bias and Vth is the threshold voltage 
for the asymmetric pocket n-MOSFET as in equation (6) [20] 
and Cox is the oxide capacitance per unit area. 

( ) ( )
1
2 1

2
, 2 2 ...sub sub

th th L B F BS A F
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V V V
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γ ϕ γ ϕ
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 (6) 

,where Vth,L is the long channel threshold voltage, the 
second and the third parts include the threshold voltage due to 
both the substrate bias and effective doping concentration 
effects, the fourth part incorporates the drain bias and 
substrate bias as well as the short channel effects [21-22]. 

Since the oxide (interface) trap density is not affected by 
the pocket implantation process, it is assumed that the oxide 
trap density along the channel is uniform. From Fig. 1, it is 
evident that the channel region is divided into two distinct 
regions. The first region is the pocket implanted and the rest of 
the region is the uniformly doped substrate region. Hence, the 
noise model is also divided into two parts as in equation (7). 

( )2 2 2 2
0

1 1=
p

p

L L
id

t
d s subL

S kT N dx dx
I fWL N x Nγ

⎡ ⎤
⎢ ⎥+
⎢ ⎥⎣ ⎦
∫ ∫  (7) 

Using equations (1), (3), (5) and (6), equation (7) can be 
written as in equation (8), which is our desired model. 

( ) ( )
2

2 2 2 2 2= p pid
t

d ox gs thp gs th

L L LS kTq N
I fWL C V V V Vγ

⎡ ⎤−⎢ ⎥+
⎢ ⎥− −⎣ ⎦

 (8) 

,where Vthp is the threshold voltage in the pocket region 
found using equation (6) by using the effective doping 
concentration (Neffp) of the source side pocket region instead of 
using the effective doping concentration (Neff).  

IV. RESULTS AND DISCUSSIONS 
Fig. 4 shows threshold voltage variation with gate lengths 

for three different pocket doses. It is observed that as the peak 
pocket concentration increases the reverse short channel effect 
increases and delays the threshold voltage roll-off. Thus, the 
threshold voltage roll-up happens at longer channel length. 
That is, the higher pocket dose eliminates the effect of SCE. 

Figure 4.   Threshold voltage vs. channel length curves for various peak 
pocket doping concentrations with VDS = 0.05 V and VBS = 0.0 V. 

Fig. 5 shows the noise behavior for two different pocket 
lengths. Pocket lengths have little effect on noise behavior. 
Only for the gate bias lower than the threshold voltage, the 
noise increases when the pocket length is increased. But as 
shown in Fig. 6, the noise behavior is affected seriously by the 
peak pocket concentrations. The model is simulated for a very 
low frequency of 100 Hz and at a low drain bias of 0.2 V. As 
the gate bias is increased the noise is decreased. Also for the 
higher gate bias, the noise does not increased much for the 
increment of the pocket dose. It is also observed that for a 
particular gate bias noise behavior is worse for the higher 
pocket dose. 
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Figure 5. Noise power spectrum density vs. gate voltage for different pocket 

lengths with L = 50 nm, Npm = 1.25×1018 cm-3, VDS = 0.2 V, f = 100 Hz. 
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Figure 6. Noise power spectrum density vs. gate voltage for two pocket doses 

with L = 50 nm, Lp = 25 nm, VDS = 0.2 V, f = 100 Hz. 

 

Fig. 7 shows that as the drain bias is increased the noise is 
improved. At higher gate bias, the decrement of noise is 
smaller for the higher drain bias than that at the lower gate 
bias, but at lower gate bias as the drain bias is increased the 
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noise is improved at higher rate. As drain bias increases 
threshold voltage decreases and hence gate over drive voltage 
increases and finally the noise power spectrum density 
decreases as obtained from equation (8). This can be attributed 
to the increase of the lateral electric field with the increase of 
the drain bias thereby increasing the drift velocity of the 
electrons in the inversion channel and thus electrons get less 
time for thermal agitation in the channel.  

Fig. 8 shows the noise power spectrum density variations 
with the gate length for two different pocket doses at gate and 
drain bias of 0.35 V (above threshold) and 2.0 V respectively. 
It is noted that the noise degradation is more significant in 
shorter channel length device as pocket implant region is 
comparable with the channel length of the device. For longer 
channel length, the noise is not changed with the increment of 
the pocket implantation dose. 
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Figure 7. Noise power spectrum density vs. gate voltage for different drain 

biases with L = 50 nm, Npm = 2.5×1018 cm-3, Lp = 25 nm, f = 100 Hz. 
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Figure 8. Noise power spectrum density vs. gate length for two pocket doses 

with Lp = 25 nm, VGS = 0.35 V, VDS = 2.0 V, f = 100 Hz. 
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Figure 9. Noise power spectrum density vs. gate length for different oxide 

thicknesses with Npm = 2.5×1018 cm-3, Lp = 25 nm, VGS = 0.35 V, VDS = 2.0 V 
and f = 100 Hz. 
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Figure 10. Noise power spectrum density vs. gate length for different drain 
biases with Npm = 2.5×1018 cm-3, Lp = 25 nm, VGS = 0.35 V and f = 100 Hz. 

 

Fig. 9 shows the noise power spectrum density variations 
with the gate length for two different oxide thicknesses at gate 
and drain biases of 0.35 V (above threshold) and 2.0 V 
respectively. It is noted that the noise degradation is more 
significant when the oxide thickness is higher.  Because when 
oxide thickness increases the oxide capacitance decreases as 
well as there are more interface trap charges in the oxide layer. 

In Fig. 10, the noise behavior is shown with gate length for 
different drain biases. As the drain bias is increased for a 
particular gate length the noise behavior improves. At lower 
gate bias the noise decreases rapidly.  
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V. CONCLUSIONS 
A low frequency drain current flicker noise model for ultra 

thin oxide nano scale pocket implanted n-MOSFET has been 
developed based on the asymmetric linear pocket doping 
profile at the source edge of the device surface along the 
channel. The effects of changing the pocket profile and device 
parameters as well as bias voltages on the noise power 
spectrum density have been investigated through the analytical 
simulation of the proposed model. The simulated results show 
that the proposed model predicts the drain current flicker noise 
correctly for the channel length in the nano scale regime. 
Hence this model efficiently predicts the noise behavior of the 
asymmetric pocket implanted nano scale n-MOSFET. 
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Abstract— As CMOS technology progresses, device dimensions 
have been scaled down into the nanometer regime and classical 
physics failing to characterize the nanoscale devices as quantum 
mechanics start to play an important role in their characteristics. 
Modeling Quantum transport is being very significant for 
rigorous performance analysis of nano devices and simulation 
plays an important role in the field of nano device modeling. The 
most widely accepted method for simulation of nano devices is 
Self Consistent Field (SCF) method which uses Non-Equilibrium 
Green's Function (NEGF) formalism self consistently with 
Poisson solver equation.  The NEGF formalism provides a 
rigorous description of quantum transport in nanoscale devices 
but heavy in computation. Now to reduce the computational 
burden a supervised algorithm in the updating procedure of SCF 
method is proposed in this paper. It reduces the computational 
burden drastically and to show the superiority a comparison in 
simulating DGMOSFET by traditional SCF and our proposed 
algorithm is provided.   
 
Keywords—Quantum effect, DG-MOSFET, NEGF, SCF, Damped 
oscillation, Computational cost. 

I. INTRODUCTION 
        Rapid device scaling pushes the dimensions of the field 
effect transistors to the nanometer regime [1]. Quantum effects 
play an important role in determining the device 
characteristics in this regime of operation. The main 
challenges arise with this advancement in feature size is 
Modeling of the complex physical phenomena which can’t be 
rigorously explained by classical physics analysis based 
models where Non Equilibrium Green Function(NEGF) is 
required to rigorously describe the quantum phenomena that 
control the device behavior in the so extremely small 
dimensions [2]. To offer an additional insight into transport 
phenomena in these deeply scaled devices, simulation tools 
that consider quantum effect is highly appreciated [3]. In the 
field of Quantum Simulation Self Consistent Field (SCF) 
method is the most widely accepted method. It is an iterative 
process which solves the NEGF and Poisson’s equation self 
consistently. As NEGF formalism is heavy in computation, 
simulation time of performance analysis has become an 
important factor [4]. We have provided a supervised algorithm 
in the updating procedure of SCF method to reduce iteration 
which in turn reduces the simulation time and we have 
considered Computational efficiency which is needed to make 

the self-consistent method suitable for device design and 
characteristic prediction. Our proposed supervised algorithm 
doesn’t hamper the computational efficiency it just reduces the 
no. of iteration. For establishing the algorithm we have 
analyzed Double Gate (DG) MOSFET as it has emerged as 
promising devices for Very Large Scale Integration (VLSI) 
circuits due to their better scalability compared to bulk CMOS 
[5]. DG-MOSFETs characteristics are greatly affected by the 
quantum effects. These effects can be accurately predicted 
only using quantum mechanical based device simulation and 
the characteristics found by  proposed algorithm shows 
exactly the same characteristics found by traditional SCF 
which proves the acceptance of the proposed method. 
 

II.  SELF CONSISTENT FIELD METHOD 
       

A. Non Equilibrium Green Function & Poisson Solver  
        Device simulation based on NEGF is carried out using 
the so called self-consistent field method shown in Fig. 1. 
There are two main steps in SCF method, first one is quantum 
transport solver which is based on the NEGF formalism [6] 
and second one is Poisson’s equation [7] solver. Electron (n) 
and hole (p) density will be found out from NEGF formalism 
and the electrical current (I) for a given potential U. From 
Poisson’s equation, the electrostatic potential distribution (U) 
in the device for a given electron density (n) and hole density 
(p) can be calculated. The Poisson equation is solved by Finite 
Elements Method (FEM) [8] using the Partial Differential 
Equations (PDE) toolbox of MATLAB. The self-consistent 
method starts by assuming initial value for the potential Uold 
and fed to the NEGF solver to calculate the n and p densities. 
The calculated densities are then fed to Poisson’s solver to 
find the calculated potential Unew in the device. We go forth 
and back between NEGF solver and Poisson’s solver until the 
update in the potential drops below certain tolerance and then 
calculate the current. 

B. Updating Procedure of traditional SCF 
        To calculate the actual U in the device, at first we start 
with an initial guess for U, calculate n from NEGF formalism, 
calculate an appropriate U from the Poisson solver and 
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Figure 1.  Flow chart illustrating the self-consistent method used in device 
simulation implementing the NEGF formalism. 

 
compare with starting guess for U. If this new U is not 
sufficiently close to the original guess, we revise our guess 
using a suitable algorithm; say something like [9] 
 
Unew = Uold + α (Ucalc – Uold)                                                 (1)  
 
where α is a positive number which is typically less than 1 
that is adjusted to be as large as possible without causing the 
solution to diverge. The iterative process has to be repeated 
till we find a U that yields an n that leads to a new U which is 
sufficiently close to the original value. Once a converged U 
has been found, the current can be calculated. 
 

C. Supervised Updating Procedure 
        In supervised algorithm a new form of accelerator has 
been illustrated that is known as damped oscillation (DO). DO 
is produced by the following equations: 
 Bሺ݅ሻ ൌ 1 ሺa ൅ ݅ሻൗ                                                                       (2) 

ሺ݅ሻܥ ൌ ݏܾܽ ቌsinሺ݅ כ గ଺ሻ 10൘ ቍ                                                  (3) 

DOሺ݅ሻ ൌ Bሺ݅ሻ ൈ Cሺ݅ሻ                                                               (4) 

 

Where ‘a’ is a user specified constant parameter & i denotes 
the number of iteration. 

 

        In figure 2, Damped Oscillation is plotted. It is used 
instead of ‘α’ to accelerate the convergence and it achieves the 
convergence faster than ‘α’ as the initial value of DO is higher 
than α and also works well when reduction in error required 
without causing the divergence. 

 
Figure 2.  Damped Oscillation. 

 

III. DEVICE SIMULATION 
      Here DG-MOSFET is chosen for simulation because it is 
the most widely used device for simulation which will help us 
to compare our result of simulation.  

A. Structure and parameters of DG-MOSFET 
        Fig. 3 shows a schematic diagram of DG-MOSFET. It is 
comprised of a conducting channel, surrounded by gate 
electrodes on either side. This ensures that no part of the 
channel is far away from a gate electrode. 

 
        In Fig. 4, we have tried to show how the channel is 
discretized in two dimensions. It means the 2-D spatial 
variation of potential along the channel. The potential is 
considered varying at every point of the co-ordinate. 

 
Figure 3.  A General model of Double Gate MOSFET 
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Figure 4.  Geometrical view of Double Gate MOSFET. 

 
 

      Different parameters used in device simulation are listed 
below in Table I [10]. 

TABLE I.  DIFFERENT PAREMETERS OF DG-MOSFET 

Parameter Dimension 
Donor Concentration, ND 1020 cm-3

Channel Length, Lg 10 nm 
Contact Length, LS or LD 5 nm 
Gate Work Function, �m 4.25 eV 

Effective mass, m* mx
*=0.19m0, my

*=0.91m0 
Oxide thickness, Tox 1 nm 

Channel thickness, TSi 2 nm 
No. of grids along x-axis 101 
No. of grids along y-axis 9 

No. of bias points 10 
Relative Permittivity, εr  11.7 

 

B. NEGF Formalism for DG-MOSFET 
 
The matrix form of Green function is given by  ሾGሺEሻሿ ൌ ሾܫܧ െ ܪ െ ∑ௌ െ ∑஽ሿିଵ                                          (5)                                                               
Where [G(E)] is a square matrix of order N.  
H=Hamiltonian Matrix of order N. 
I = Identity Matrix of order N. ∑ௌ ൌ Self energy matrix of Source of order N.  ∑஽ ൌ  Self energy matrix of Drain of order N. 
 
Formation of Hamiltonian for DGMOSFET: 
The channel Hamiltonian H of DG-MOSFET is 
 

ܪ ൌ ܷ ൅
ێێۏ
ێێێ
ۍ ۑۑےߙ      ାߚ         0                  .      .      .      0ߚ      ߙ      ାߚ                                          .              .      .      .                                                     .      .      .                    0      .      .      .      ߚ      ߙ      ାߚ      00      .      .      .      0      ߚ      ߙ      ାߚ0      .      .      .      0      0      ߚ      ߙ

ۑۑۑ
ې
                  (6)                                                         

 
Where U is the self-consistent potential. Here H is an N × N 
matrix where N = Nx × Ny. 
Where, 
         Nx = 101=number of grids along the x-axis 
         Ny =9= number of grids along the y-axis 
 

ߙ ൌ
ێێۏ
ێێێ
ݐ4ۍێ െݐ 0െݐ ݐ4 െ0ݐ െݐ ݐ4      0 0 .0 0 .െݐ 0 .     . . 0. . 0. . 00 0 0. . .. . .     െݐ ݐ4 െݐ   . . .. . .      . . .. . .. . .. . .0 . .0 . .     . . .. . .. . .     . . .െݐ ݐ4 െ0ݐ െݐ ݐ4 ۑۑے

ۑۑۑ
ېۑ
                           (7)               

 
 

ߚ   & ൌ ێێۏ
ݐെۍێ 0 00 െݐ 00 0 െݐ    . . 0. . 0. . 0. . .0 . .0 . .    . . .. െݐ 0. 0 െݐ ۑۑے

ېۑ
                                          (8)                

 
α and β are Ny×Ny matrices. 
Here t=ℏ2/2m*a2, ‘a’ is the grid spacing, ‘m*’ is effective mass 
[10]. 
 
Self Energy: 
      If we consider a large contact incorporated in the device 
Green’s function using a self-energy ∑(E), then (5) can be 
written in 
 ሾGሺEሻሿ ൌ ሾܫܧ െ ܪ െ ∑ሺEሻሿିଵ                                                (9)               
 
Where ∑ሺEሻ ൌ τିܥଵ߬ା                                                        (10)               
 
is the self-energy function and ିܥଵis the contact part of the 
overall Green’s function. Writing the above equation, we have 
ؠ ) ܧ ൅ ݅0ା െ  ( ߙ

∑ ൌ ሾെߚ . .ሿ ێێۏ
ۍێ  െߚ 0െߚା  െ0ߚ െߚା     0 . .0 . .െߚ . ۑۑے      .           .            .            .         .          .          0            .   .

ଵିېۑ
൥െߚା.. ൩   

      ൌ ା                                                                          (11)ߚ݃ߚ               
 
Where ݃ surface Green’s function, which is the matrix formed 
from the first Ny × Ny  entries of ିܥଵ. If we get ݃ then we can 
find  ∑ . Now once C is a huge matrix, ିܥଵ  can be written 
recursively [14] in terms of C as 
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ଵିܥ ൌ  ൦ܧ ൅ ݅0ା െ െ          ߙ .0ܥ             ାߚെ              ߚ ൪ିଵ
                                     (12)                                                                   

 
We need ݃ , a small part of ଵିܥ  . So we use the following 
matrix identity: if  
 ቂܣ ܥܤ ቃିଵܦ ൌ  ቂܽ ܾܿ ݀ቃ  
 
Then a= [A-BD-1C]-1. Using this identity in (12), we get 
 ݃ ൌ ሾܧ ൅ ݅0ା െ ߙ െ  ାሿିଵ                                            (13)ߚ݃ߚ
 
Where, 0+ represents the positive infinitesimal.                                                                            

  Equation (13) may be solved in general using an 
iterative procedure [11]-[14] in which we start with an 
initial guess for ݃ and keep on refining it using (13) till we 
obtain the solution. But for our special case, since ߚ is a 
multiple of the identity matrix, the above equation may be 
written as a matrix quadratic equation as follows 

ଶ݃ଶߚ ൅ ሺߙ െ ሺܧ ൅ ݅0ାሻܫሻ݃ ൅ ܫ ൌ 0  
 
        It turns out that because all the matrices in the above 
equation viz. ߚ ߙ , , I commute with each other, the above 
equation may be solved just as if it were an ordinary scalar 
quadratic equation, and the solution is 
 ݃ ൌ ି௕ାඥሺ௕మିସ௔௖ሻଶ௔                                  (14) 
 
Where all the arithmetic operations in the above equation are 
to be carried out in a matrix sense, with a=ߚଶ, ܾ ൌ ߙ െ ሺܧ ൅݅0ାሻܫ and c=I, the identity matrix.  
 
        If we get the surface green function, we can find out the 
self energy from (11) [10].  
Now the density matrix ρ is given by 
ߩ  ൌ ଵଶగ ׬ ሾ ଵ݂ሺܧሻ߁ܩௌܩା ൅ ଶ݂ሺܧሻ߁ܩ஽ܩାାஶିஶ ሿ݀(15)                     ܧ   
 
 
Where,  ଵ݂ሺܧሻ = Fermi Function of Source                                           ଶ݂ሺܧሻ = Fermi Function of Drain ߁ௌ =   ݅ሾ∑ௌ െ ∑ௌାሿ                                                                                                                ߁஽  = ݅ሾ∑஽ െ ∑஽ାሿ 
G+ = Conjugate Transpose of Green’s Function, G 

∑ௌା= Conjugate Transpose of ∑ௌ ∑஽ା= Conjugate Transpose of ∑஽ 
                                                                                                

        From which the total number of electrons n can be 
calculated by taking a trace 
 
n = Trace [ρ]                                                                         (16)               
 
The current is given by 
 I ൌ ଶ௤௛ ׬ ሾܶ݁ܿܽݎሺ߁ௌ߁ܩ஽ܩାሻሺ ଵ݂ሺܧሻ െ ଶ݂ሺܧሻሻାஶିஶ ሿ݀(17)             ܧ                
 
        Through (15) and (17), we can easily calculate electron 
density and current which is used to calculate the self-
consistent potential for the next iteration.  
 

C. Poisson Solver 
 
        Using Poisson solver, we can solve Poisson equation. 
The Poisson equation is  
ଶܷ׏  ൌ െ ௤ఌ ሺ݌ െ ݊ ൅ ஽ܰ െ ஺ܰሻ                                            (18)    
 
Where,  ݌=hole distributions ݊ =electron distributions 
ND=doping concentration of donor 
NA=doping concentration of acceptor 
q= Charge of electron                                                             
 
      Here we have ignored the hole density. Considering ݌ ൌ 0 
& NA =0; 
ଶܷ׏  ൌ െ ௤ఌ ሺെ݊ ൅ ஽ܰሻ                                                     (19) 
         
        Through (19) we can calculate the potential in the device 
or channel which in turn is used in calculating the current and 
electron density by NEGF formalism [15]. 
 

IV. RESULT AND DISCUSSION 
      The linear and log scale I-V characteristics is shown in fig. 
5 and 6. The off current is about 0.03μA and the on current is 
1800μA. Here we used 11 bias points to draw the 
characteristics curve. 
Here bias point indicates-  
VDS= [0 0.05 0.1 0.15 0.2 0.25 0.30 0.35 0.40 0.45 0.5] 
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Figure 5.  Drain current IDS vs. drain voltage VDS for different gate voltages 
 

 
 

Figure 6.  Drain current IDS Vs. gate voltage VGS for different drain voltages 
 

          Computational cost comparison between Traditional 
Updating Procedure of SCF Method and Supervised Updating 
Procedure SCF Method in 2D simulation of DGMOSFET is 
shown in Table II. In this table, total number of iteration and 
total time is reduced from the traditional updating procedure 
of SCF method. 
 

TABLE II.  TOTAL COMPUTATIONAL COST 

Parameters SCF SCFDO 
Total No. of Bias point 10 10 
Total Iteration 872 342 
Total Time 13.3 hours 5.36 hours 

 

 
 

CONCLUSION 
        In this paper, we have used traditional NEGF formalism 
for its rigorousness in Quantum analysis. In Quantum 
Simulation a supervised algorithm is proposed in the updating 
procedure of most widely accepted SCF method which is 
based on NEGF formalism. To establish the proposed 
algorithm Double Gate MOSFET is analyzed considering the 
2-D spatial variation of potential along the channel with both 
traditional and proposed algorithm and shows the superiority 
of our proposed algorithm.   
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Abstract—After digital switch over of TV transmission FCC has 
reported that Cognitive Radios (CR) can opportunistically use 
the free TV band under certain constraint among which primary 
user (PU) detection at low SNR is of vital importance not to 
create interference to the TV receivers. Since then spectrum 
sensing at low SNR has become the prime research issue to find 
spatiotemporal information of the available spectrum hole into 
the TV band for CR applications. In this paper we have proposed 
an Autocorrelation-MTM for spectrum hole identification. It has 
been found that detection performance can be improved 
significantly in low SNR by the proposed Autocorrelation-MTM 
compared to MTM with added complexity. 

Keywords—TV band, low SNR, Autocorrelation, MTM, discrete 
prolate spheroidal sequence. 

I. INTRODUCTION 
Demand for wireless services are increasing each day. But 

the entire spectrum suitable for wireless communication has 
been allocated to the primary wireless service providers. As a 
result there is no more space available into the spectrum to 
welcome new wireless service provides or the existing service 
providers with innovative wireless services. In [1, 2] J. Mitola 
has announced Cognitive Radio (CR), which is an advanced 
version of Software Defined Radio (SDR) to opportunistically 
use the idle primary spectrum as spatiotemporal basis. In a 
recent report FCC has stated that the allocated licensed 
spectrum are rarely utilized continuously across time and 
space [3]. Another report by McHenry shows low utilization 
of the frequency bands between 30 MHz and 3 GHz [4]. It is 
understood that the seemed spectrum scarcity problem appears 
because of the inefficient utilization of the allocated spectrum. 
To solve these issues after digital TV switch over FCC [5] and 
Ofcom [6] has published new rules to allow secondary users 
(SU) to opportunistically use the TV bands. TV bands have 
attracted the wireless service providers for its efficient long 
distance propagation characteristics compared to the high 
frequency spectrum. 

Radius for TV transmission can be as high as 100 km, 
which causes low SNR at the coverage boundary. To avoid 
any interference with the primary TV receivers the principal 
task of a CR is to sense the spatiotemporal information of 
expected TV frequency band at low SNR to find any available 
spectrum hole for opportunistic usage. Existing well-known 
spectrum-sensing techniques are energy detection (ED) [7], 
matched filtering [8], Cyclostationary detector [8], and 
waveform-based sensing [9]. Cyclostationary feature detector 

and Matched filter detector are robust to noise power 
uncertainty and propagation channel, but needs priori 
information of primary signal. The design and detection 
process of a Cyclostationary feature detector or matched filter 
detector gets even more complicated as the number of signals 
to be detected increase [8]. Waveform based filtering also 
needs priori information of signals that is to be detected. Need 
of prior information of the signal to be detected is unrealistic 
for cognitive radio application. ED the simplest detection 
technique although does not need prior information of signal 
but suffers from performance degradation in low SNR and 
noise uncertainty situation. In addition ED is unable to 
discriminate primary signal and noise [8]. 

In [10] an Autocorrelation-based spectrum sensing has 
been proposed that exploits the distinctive features of signal 
(i.e., modulation schemes, bandwidth, RF channel guard 
bands). It has been shown that Autocorrelation-based detector 
provide improvement in the probability of detection over ED 
based sensing for moderate SNR scenarios where fast sensing 
is required. This Autocorrelation-based method is incapable to 
multi band detection. 

In addition to the disadvantages mentioned for the 
detection techniques discussed above, they cannot distinguish 
multiband simultaneously. Non-parametric methods, like 
Multitaper method (MTM) [11, 12] and filter bank spectral 
estimator (FBSE) [13] have recently got attention for their 
accurate spectrum estimation without a priori knowledge of 
signal and noise. Multitaper method was first introduced for 
spectrum estimation in [14] by Thomson to improve the bias-
variance dilemma of spectrum estimation. Later S. Haykin 
incorporated this spectrum estimation technique in CR for 
spectrum sensing [11]. Farhang Boroujeny represented the 
MTM as a FBSE in [13]. The basic difference between the 
MTM and FBSE is that FBSE uses only one prototype filter 
whereas in MTM different prototype filters are used where the 
filter coefficients are chosen from a orthogonal set of 
sequences called Discrete Prolate Spheroidal Sequence 
(DPSS) also known as Slepian sequences or Slepian tapers 
according to the name of its inventor David Slepian [15]. 

In this paper we propose to combine Autocorrelation and 
MTM to improve the detection performance at low SNR and 
incorporate the multiband detection capability of MTM. 
MATLAB simulation shows that multiband detection at 
significantly low SNR is possible with the proposed 
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compound detector that consists of an Autocorrelator and an 
MTM compared to MTM detector alone. 

The rest of this paper is organized as follows. In section II 
a simple Autocorrelation method of signal detection from 
discrete time composite random signal is discussed. Spectrum 
estimation by MTM is presented in section III. Section IV 
represents the proposed Autocorrelation–MTM system of 
signal detection, which has been followed by complexity 
analysis in section V. Simulation and results, has been 
presented in section VI. Finally conclusion and possible future 
improvement of this work has been given in section VII and 
VIII accordingly. 

II. AUTOCORRELATION OF DISCRETE TIME COMPOSITE 
RANDOM SIGNAL 

The simplest autocorrelation method as given in [16] of a 
discrete time random process is presented in brief as follows. 

Let ݕሺ݊ሻ be a received noise corrupted causal sequence of 
length ܰ represented as, 

ሺ݊ሻݕ  = ሺ݊ሻݔ ൅  ሺ݊ሻ, (1)ݓ

where, ݔሺ݊ሻ is a periodic sequence of period ܰ and ݓሺ݊ሻ 
represents additive white Gaussian noise of length ܰ . The 
biased autocorrelation can be given as in 

 ܴ௬௬ሺ݈ሻ = ଵே ∑ ሺ݊ݕሺ݊ሻݕ − ݈ሻேି௟ିଵ௡ୀ଴ , (2) 

        = ଵே ∑ ሺ݊ݔሺ݊ሻݔ − ݈ሻேିଵ௡ୀ଴  

                                 ൅ ଵே ∑ ሾݔሺ݊ሻݓሺ݊ − ݈ሻ ൅ ሺ݊ݔሺ݊ሻݓ − ݈ሻሿேିଵ௡ୀ଴  

   ൅ ଵே ∑ ሺ݊ݓሺ݊ሻݓ − ݈ሻேିଵ௡ୀ଴  

                             = ܴ௫௫ሺ݈ሻ൅ܴ௫௪ሺ݈ሻ ൅ ܴ௪௫ሺ݈ሻ ൅ ܴ௪௪ሺ݈ሻ 
where, ܴ௫௫ሺ݈ሻ  is the autocorrelation sequence of ݔሺ݊ሻ . 

Since ݔሺ݊ሻ  is periodic, its biased autocorrelation sequence 
exhibits the same periodicity and large peaks at ݈ = 0, ܰ, 2ܰ 
and so on. The cross correlation ܴ௫௪ሺ݈ሻ and ܴ௪௫ሺ݈ሻ between 
the signal ݔሺ݊ሻ and the AWGN, and autocorrelation sequence ܴ௪௪ሺ݈ሻ  has maximum value at ݈ = 0  but decrease rapidly 
toward zero for other values of ݈. Consequently only ܴ௫௫ሺ݈ሻ is 
expected to have large peaks for ݈ ൐ 0. An autocorrelation-
based detector has been shown in Fig. 1. Threshold of the 
Autocorrelator in Fig. 1 should be set by the a priori 
estimation of the correlated noise of Fig. 2(d). To explain the 
Autocorrelation process we have considered four sinusoidal 
frequencies 10 Hz apart starting from 50 Hz, the combination 
of which is presented in Fig. 2(a). The composition of the four 
sinusoids added to noise is presented in Fig. 2(b). In Fig. 2(d) 
autocorrelation of only the noise is presented. It is evident 

from Fig. 2(c) & 2(d) that autocorrelation sequences are 
significantly different when signal is present into the noise 
compared to the absence of signal. Thus the autocorrelation 
have the capability to identify the presence or absence of the 
signal in a band comparing the energy of the noisy signal 
calculated from autocorrelation sequence of Fig. 2(c) to the 
threshold (Th) which is calculated from the energy of only 
noise calculated from the autocorrelation sequence shown in 
Fig. 2(d). With this method if ܰ =  2ܹ  where ܹ  is the 
maximum frequency of the received analog signal ݎሺݐሻ, then 
depending on the presence or absence of any signal with 
frequency less than ܹ, decision is made in favor of ܪଵ or ܪ଴ 
where ܪଵ  is the hypothesis for signal detected and ܪ଴  is the 
hypothesis for signal not detected. But detection decision over 
multiple frequency bands is not possible by this method. 

III. MULTITAPER ESTIMATOR 
The FBSE realization of MTM can be presented as follows 

where coefficients of the prototype filters in different 
periodogram are DPSSs. The Slepian tapers expand the part of 
the time series in a fixed bandwidth ൫݂– ܹ൯  to ሺ݂ ൅ ܹሻ , 
centered on some frequency ݂ . MTM uses ܭ  Slepian 
orthonormal tapers to obtain ܭ  periodograms, which are 
averaged to achieve the MTM estimate. The process is 
explained as follows. 

Fig. 3 shows FBSE realization of the MTM. Let for ݊ = 0, 1, … … … , ܰ −  ሺ݊ሻ in (1) be the discrete time seriesݕ ;1
of length ܰ  whose power spectrum estimation (PSE) is 
required, ݃௞ሺ݊ሻ, ݇ = 0,1, … … , ܭ − 1, are the ܭ  orthonormal 
Slepian tapers each of length ܰ, then PSE of the discrete time 
signal ݕሺ݊ሻ for each Slepian taper can be represented as in 

 ቀ መܵ௦௟௘௣ሺ݂ ሻቁ௞ = ∑ ห݃௞ሺ݊ሻݕሺ݊ሻ݁ି௝ଶగ௙௡หଶேିଵ௡ୀ଴ , (3) 

where, ݇ = 0, 1, … … … , ܭ − 1 = ܭ ;  ܹܰ –  1  and ܹܰ  is 
the time bandwidth product. Associated with each 
periodogram defined by (3) is an eigenvalue represented by ߣ௞,  where, = 0, 1, 2,  … … , 2ܹܰ − 1 . For simplification of 
analysis we consider ߣ௞ = 1. In this paper the time-bandwidth 
product ܹܰ  has been considered to be 3.5 as well as ሺܭ =ܹܰ−1= 6 Slepian tapers for simulations. 

Averaging the outputs of the K periodogram found by (3) 
the PSE of MTM is found as in 

 መܵ௠௧௠ሺ݂ ሻ = ଵ௄ ∑ ቚ൫ መܵ௦௟௘௣ሺ݂ ሻ൯௞ቚ௄௞ୀ଴  , (4) 

where, ݇ = 0, 1, … … … , ܭ − 1. 

IV. PROPOSED AUTOCORRELATION-MTM SYSTEM 
MODEL 
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The proposed detector in this paper consists of an 
Autocorrelator discussed in section II as the pre-processor of 
the discretized received signal to generate the autocorrelation 
sequence. To achieve the desired estimated spectrum an MTM 
estimator processes this autocorrelated signal in the second 
step. 

To evaluate and compare the MTM and Autocorrelation-
MTM detector performance we have estimated the AWGN 
channel noise considering the channel to be free of any signal 
and took the maximum noise level as threshold (Th). Fig. 4 
shows the complete block diagram of the proposed 
Autocorrelation-MTM detector. 

From ݕሺ݊ሻ  we get the autocorrelated sequence ܴ௬௬ሺ݈ሻ , 
where, ݈ =  0, 1, 2, … … , 2ܰ − 1. This autocorrelated sequence 
is then processed by the MTM module to find the estimated 
spectrum according to (5) and (6). 

 ቀ መܵ௦௟௘௣ି௔௨௧௢௖௢௥௥ሺ݂ ሻቁ௞ = ∑ ห݃௞ሺ݈ሻܴ௬௬ሺ݈ሻ݁ି௝ଶగ௙௟หଶଶேିଵ௟ୀ଴   (5) 

where, ݇ = 0, 1, … … … , ܭ − = ܭ ;1  ܹܰ –  1, and ܹܰ is 
the time bandwidth product. 

Averaging the outputs of the ܭ peridograms found by (2) 
the PSE of the Autocorrelator-MTM is found as in 

 መܵ௠௧௠ି௔௨௧௢௖௢௥௥ሺ݂ ሻ = ଵ௄ ∑ ቚ൫ መܵ௦௟௘௣ି௔௨௧௢௖௢௥௥ሺ݂ ሻ൯௞ቚ௄௞ୀ଴ . (6) 

V. COMPLEXITY ANALYSIS OF MTM AND MTM-
AUTOCORRELATION METHODS 

An MTM estimator requires a DPSS generator, ܭ 
periodogram generators, and a mean finder. As in this paper 
we focus into multi-frequency detection we compare the 
complexity of MTM to the proposed compound 
Autocorrelation-MTM methods. DPSS generator is common 
to both the methods. Although the DPSS complexity increases 
with the number of samples, for simplicity of analysis we do 
not consider the complexity of DPSS generator. We do not 
consider the complexity of serial to parallel converters also, as 
this is common to all types of estimators. 

To calculate FFT of a discrete time sequence of length N, ேଶ ଶܰ݃݋݈  complex multiplications and ݈ܰ݃݋ଶܰ  additions are 
needed. One complex multiplication needs 4  real 
multiplications and 2  real additions. On the other hand 1 
complex addition requires 2  real additions [17]. Thus 
complexity of a periodogram can be found to be ሺ2ܰ ൅2݈ܰ݃݋ଶܰሻ  real multiplications and ሺܰ ൅ ଶܰሻ݃݋3݈ܰ  real 
additions. As MTM needs ܭ  periodograms found by ܭ 
Slepian tapers the complexity becomes, ܭሺ2ܰ ൅  ଶܰሻ݃݋2݈ܰ
real multiplications and ܭሺܰ ൅  ଶܰሻ real additions. At݃݋3݈ܰ
the output of each periodogram we get ቀேଶ ൅ 1ቁ  frequency 

samples. To achieve MTM spectrum we need ቀேଶ ൅ 1ቁ ሺܭ −1ሻ  additions and 1  multiplication by ଵ௄  at the end. Thus the 
total complexity of MTM becomes, ܭሺ2ܰ ൅ ଶܰሻ݃݋2݈ܰ ൅ 1ሻ 
real multiplications and ሺܭ ሺܰ ൅ ଶܰሻ݃݋3݈ܰ ൅ ቀேଶ ൅ 1ቁ ሺܭ −1ሻሻ real additions. 

Figure 2. (a) Combination of four sinusoidal signals, (b) Noise of variance 
one and mean zero is added to the combined signal in (a), (c) 

Autocorrelation of the noisy signal of (b), (d) Autocorrelation of the noise. 

Figure 3. Realization of Multi-Taper Method as Filter Bank Spectrum 
Estimator. 

 
Figure 1. Autocorrelation-based detector. 
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A Brute force method based on the definition of (1) for 
autocorrelation needs ܰଶ  complex multiplications and ሺܰ − 1ሻଶ  additions. Again as one complex multiplication 
needs 4  real multiplications and 2  real additions for ܰଶ 
complex multiplications we need 4ܰଶ real multiplications and 2ܰଶ  real additions. In addition ሺܰ − 1ሻଶ  complex additions 
needs 2ሺܰ − 1ሻଶ real additions. Thus an autocorrelator needs 4ܰଶ real multiplications and 2ሺ2ܰଶ − 2ܰ ൅ 1ሻ real additions. 

The total complexity of Autocorrelation-MTM detector 
thus becomes ሺ4ܰଶ ൅ ሺ2ܰܭ ൅ ଶܰሻ݃݋2݈ܰ ൅ 1ሻሻ  real 
multiplications and ሺ2ሺ2ܰଶ − 2ܰ ൅ 1ሻ ൅ ሺܭ ሺܰ ൅ ଶܰሻ ൅݃݋3݈ܰ ቀேଶ ൅ 1ቁ ሺܭ − 1ሻሻሻ real additions. 

VI. SIMULATION AND RESULTS 
Noisy signal of Fig. 2(b) was processed by the MTM 

estimator and autocorrelated sequence in Fig. 2(c) of the noisy 
signal shown in Fig. 2(b) was processed by the 
Autocorrelation-MTM estimator. Fig. 5 shows the simulation 
result of estimated spectrum. It can be seen that 
Autocorrelation-MTM has better resolution of estimated 
spectrum compared to MTM alone. 

To analyze the detection capability of Autocorrelation–
MTM method compared to MTM method we consider a 
sinusoidal signal of frequency 100.501 kHz, which was added 
to an AWGN of mean zero and variance one. The spectrum of 
the noise and the noisy signal both were estimated at every run 
and detection decision was made when the maximum signal 
level crossed the maximum noise level for both the methods 
mentioned above. 

 

TABLE I CORRECT DETECTIONS BY MTM AND AUTOCORRELATION-
MTM DETECTORS AT -56.5864 dB 

Number of 
Simulations 

Number of correct 
detections by 

MTM detector 

Number of correct detections 
by Autocorrelation-MTM 

detector 

10,000 5,108 9,635

Simulation was performed 10,000 times at an average SNR 
of −56.5864 dB (calculated by maximum signal to maximum 
noise ratio) at each time slot to detect the sinusoidal signal of 100.501 kHz emerged into the noise. The results represented 
in Fig. 6 and in table I show that Autocorrelation-MTM has 
higher detection capability compared to MTM detector at low 
SNR. Among 10,000 simulations the sinusoidal signal could 
be detected 5108 times by MTM and 9,635  times by 
Autocorrelation-MTM detector. This 45.27% boosted 
performance in detection by Autocorrelation-MTM at low 
SNR of −56.5864  dB was achieved with additional 
complexity of 4ܰଶ real multiplications and 2ሺ2ܰଶ − 2ܰ ൅ 1ሻ 
real additions over MTM, where ܰ  represents number of 
samples. The detection information for first 100 simulation 
time slots for MTM and Autocorrelation-MTM has been 
presented in Fig. 6(a) and Fig. 6(b) accordingly. It is evident 
that Autocorrelation-MTM has significant detection 
improvement over MTM. 

VII. CONCLUSION 
Autocorrelation-MTM, the compound detection method 

proposed in this paper can be used for CR applications in low 

 
Figure 4. Proposed Autocorrelation-MTM detector. 

Figure 5. Estimated spectrum of four sinusoidal signals of frequency , , , , Hz 
in presence of noise shown in Fig. 1(b) by (a) MTM, and (b) Autocorrelation-

MTM. 

Figure 6. A sinusoidal signal detection at SNR of −56.5864 dB by (a) MTM, 
(b) Autocorrelation-MTM. 
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SNR. Moreover MTM method enriches the CR detection 
capability with its multiband detection capability. As was 
found from the simulation experiments that performing signal 
autocorrelation before MTM processor can detect multiple 
bands in low SNR for CRs. The choice of the methods 
depends on the acceptance level of the complexity and SNR 
requirement in specific situation. 

VIII. FUTURE WORK 
DPSS implementation complexity was not considered in 

the paper. In future we hope to focus on DPSS implementation 
complexity and find approximate number of DPSSs for faster 
MTM performance. Experimenting the performance of the 
proposed method into the TV band is another future goal. 
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Abstract—Wireless platforms are becoming less expensive 
and more powerful, enabling the promise of widespread 
use, everything from health monitoring to military sensing. 
In large scale applications like military surveillance, 
sensing coverage is essential for target detection and 
optimization of power consumption is important for 
lifetime extension of the network. Coverage and long 
lifetime network are two important factors and challenges 
for sensor networks. In this paper, we propose a new 
scheme, named as BECG, which remains the best coverage 
of the sensing area and energy balanced scheduling for all 
sensors. It allows nodes to determine when they can switch 
to sleep mode during operation. The energy efficiency of 
the proposed scheme is shown by intelligent decisions 
making. Each node in the network takes decision to turn 
on or turn off in a distributed manner that results a set of 
small number of active nodes throughout the lifetime of 
the network and covers sensing area of interest for target 
detection. It reduces redundancy, power consumption and 
increase the lifetime of a network. At first we applied our 
algorithm for a random topology and then we evaluate the 
performance of the network by simulation. 

 

Keywords— Sensor Network, MAC protocol, Power efficiency, 
Coverage. 

I.  INTRODUCTION 
Wireless sensor network is an emerging network technology 

in this century. Its emergence brings a new phase in the 
development and low cost sensor motes large scale 
applications of wireless sensor network such as monitoring of 
climate or animal/plant habitation, tracking of targets in the 
battlefield, and observing buildings or infrastructures for 
defense. In general, sensor nodes are operated by a small 
battery that has a limited amount of energy. Moreover, since 
the region where sensor nodes are deployed is usually 
dangerous and inhospitable terrain, the battery of the sensor 
node cannot be easily recharged or replaced. Therefore, in 
wireless sensor networks, reducing energy consumption of 
each sensor node is one of the important issues to prolong the 
network lifetime. Under such battery-based constraints with 
limited power supply, energy consumption is a key issue for 
designing sensor network applications. Some sensor products 
adopt an IEEE 802.11-like MAC protocol. However, IEEE 

802.11MAC is not a good solution for sensor networks. S-
MAC (sensor MAC) proposes enhanced schemes, such as 
periodic sleep and overhearing avoidance, to provide a better 
choice for sensor applications. 

For military sensor network applications, power 
conservation and the quality of surveillance are two 
conflicting requirements of target detection in sensor networks. 
With unlimited power supply, a given area can be monitored 
perfectly with a set of sensor nodes that cover the entire area 
in terms of sensing. However, since the sensor nodes have 
limited power, the quality of monitoring becomes inversely 
proportional to the lifetime of the network. The coverage of a 
region of interest is very important for monitoring and target 
detection. Uniform deployment in the military field is 
impossible because of inaccessibility of human. So, sensors 
are deployed in the military field using unmanned vehicle or 
helicopter. It resembles to be randomly distributed. This 
distribution leads to overlapping sensing areas for some 
regions and some regions are out of coverage. To assure the 
coverage in the whole area of interest, it needs to deploy the 
nodes for two or three times or densely for one time. Besides 
fault-tolerance, the highly dense nodes can increase the 
information precision and collision. It decreases network's 
lifetime. In such dense networks, energy-efficient scheduling 
is a key factor to extend the functionality and the lifetime of 
the network. The fundamental challenge of scheduling is to 
maximize the number of sleeping nodes to conserve more 
energy while maintaining the coverage of the WSN. 

There are several approaches which try to solve these 
problems. One important concern on network survivability is 
energy balance. If sensor nodes consume energy more equally, 
the chance that some nodes use up their energy much earlier 
and therefore the network is partitioned becomes lower. So, 
the question arises, if the network is made dense to get the 
coverage, how it is possible to find out a minimum set of 
nodes in a distributed manner to fulfill the coverage 
requirement and to turn off other nodes to increase the 
network lifetime. And how turning on and turning off 
scheduling can be made among the nodes so that all the nodes 
will maintain the coverage as well as balance the energy 
consumption among nodes. 
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In this paper we propose an energy balanced scheme for 
random deployment sensor network by reducing redundancy 
of sensors and sharing responsibility of working state to 
guarantee the coverage. The rest of this paper will further 
explain the scheme with the following sections. In section II, 
we summarize existing research works related to energy-
conservation scheduling. In Section III we present our 
algorithm for Balanced Energy, Guaranteed Coverage and also 
analysis the mathematical model of the proposed scheme. 
Then the evaluation performances are in Section IV. Finally, 
Section V concludes the paper. 

II. RELATED WORKS 
Since sensor nodes are equipped with a limited energy of 

batteries, reducing energy consumption is a critical issue for 
extending network lifetime. Besides the development of 
electronic design, node scheduling is necessary for making the 
network energy efficient. Redundancy minimization as well as 
coverage preservation in dense sensor networks is interested 
research for some years. This is done by turning off redundant 
nodes. Most of approaches are for the static case of network, 
they didn’t consider the dynamic or harsh environment, the 
area of interest may have an adverse environment that has high 
degrees of humidity, temperature, or intentional destruction 
from malicious entities, in addition to node power depletion as 
nodes are not rechargeable; unexpected node failures are likely 
to become norms rather than exceptions. Some nodes may also 
shift from one place to another place due to storm or flood as 
the nodes are light weight. 

 In S-MAC, sensor nodes have a fixed duty cycle and a 
synchronized scheduling in a virtual cluster. Hence, in S-MAC, 
it is not easy to adapt to the variation of network environment. 
Moreover, due to the synchronized scheduling, transmission 
collisions will increase resulting in energy waste and low 
throughput. T-MAC [1] and DS-MAC [2] enhance S-MAC by 
adding a dynamic duty cycle feature. In T-MAC, if there is no 
activation event for a time threshold TA, the listen period ends 
immediately and the node goes to the sleep period, which 
results in further energy saving compared with S-MAC. In 
DS-MAC, the duty cycle of the sensor node is adjusted based 
on traffic condition, which results in improving latency 
performance compared with S-MAC. However, they also 
adopt synchronized listen-sleep scheduling and, thus, have the 
same problem as that of S-MAC. P-MAC [3] is another 
protocol that adaptively determines the listen-sleep schedule 
for a node. Each sensor node generates patterns indicating its 
tentative listen-sleep plan according to its data traffic to send 
and determines its actual listen-sleep schedule by comparing 
its own pattern with those of neighbor nodes. However, since 
the duty cycle of each node is determined based only on its 
own traffic amount to send, the receiver node may have a low 
duty cycle even though it has a lot of packets to receive, which 
results in a low duty cycle of the schedule for the transmission 
between transmitter and receiver nodes with heavy traffic load. 
Moreover, if a node has a packet to transmit, it always tries to 
transmit it in each time slot. Hence, P-MAC has the same 

collision problem as in S-MAC in heavy traffic and dense 
node deployment situations 

If we consider about the power efficient in sensor network, 
there are two approach issues. Most of above research are 
designed for MAC layer. The work based on the scheduling of 
transmitting and receiving data by one or multi-hop. In the 
other way, the power efficient can be approached upper MAC 
layer. Di Tain et. al. [4] proposed a coverage preserving node 
scheduling scheme, which can reduce system overall energy 
consumption, therefore increasing system lifetime by turning 
off some redundant nodes. Random sleep schedule and 
coordinate sleep schedule are applied to get energy efficiency 
in [5]. In [6], they showed to find out the redundant nodes 
using Voronoi diagram to turn off them. But in this calculation, 
coordinates of nodes are necessary to know for this reason 
either GPS or some algorithm is used to know the co-ordinates 
of the nodes. In PEAS [7], they proposed a robust energy-
efficient protocol for the harsh environment. They consider 
probing range but didn’t consider sensing coverage. The 
network lifetime is scheduling by wakeup round robin in [8]. 
They proposed an approximate coverage base on triangle 
calculation and prediction threshold. And then scheduling for 
nodes which are necessary for coverage but not needed for 
connectivity, so they use periodically turn on and off for the 
radio of some nodes among them to save more energy. Their 
work has simple calculation but the coverage is not guaranteed. 
Our main contribution in this paper is improved their weak 
point and build a new protocol for energy balanced sensor 
network. We propose an energy efficient MAC protocol for 
wireless sensor networks. In this protocol, nodes balance their 
energy by going to working state based on their residual 
energy to keep the nodes alive to assure the coverage 
throughout the lifetime. 

III. PROPOSED SCHEME 
In this paper the main contributions are (a) reducing 

redundancy by finding out small number of working nodes at 
a time and (b) sharing responsibility of working state to keep 
alive most of the nodes to assure coverage anytime throughout 
the lifetime of the network. The proposed protocol will make 
schedule for every sensor node based on the coverage 
guarantee calculation and power balance of network. Our 
protocol is an enhancement of control function for MAC layer. 
Extension scheduling functions were included based on MAC 
functionalities to control states of sensor board. Our protocol 
works up-layer of MAC layer so it can be dynamically in 
applying for any MAC protocol. Every sensor can change to 
“working state” base on two factors: energy level and 
coverage contribution. They are presented by Wake up 
scheduling and coverage calculation as following.  

Our scheme operates based on some considerations as 
following: First, nodes are densely deployment. Secondly, 
nodes know the distance of the neighbors using some light 
protocol (Beacon node, Radio RSSI, Time difference of arrival 
(TDoA), Angle of arrival (AoA)). 
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A. Wake up scheduling 

The protocol uses three messages such as CHECK, REPLY 
and WAKE UP. It has three states to perform the operation 
such as SLEEPING, CHECKING and WORKING. We also 
use three types of message to control sensor nodes. These 
messages will be sent at the beginning of working state of 
MAC protocol to assure that all remaining node in-coverage 
can receive respectively. 

CHECK message:  

A node broadcast this message in the CHECKING state. It 
contains information of residual energy. 

REPLY message:  

The message is used by working node, it sends REPLY 
message when it gets CHECK message. It is a flag to indicate 
the CHECKING node to go to WORKING state and to go to 
SLEEPING state respectively.  

WAKE UP message:  

This message is sent by a working node when it is going to 
die for lacking of power. 

The state diagram of scheduling process is showed in Figure 
1. Sensor nodes will change to new state based on the current 
energy and coverage contribution. The network will operate in 
two phases. The first phase is initial coverage. All deployment 
sensor nodes will be in WORKING state. After they exchange 
“location information” together, every node will calculate its 
coverage contribution. If the coverage independent, it will 
broadcast REPLY messages to inform to neighbor nodes and 
go to SLEEPING state. After all nodes synchronize together 
we will have the maximum coverage with the minimum set of 
sensor.  

 Then our network will go to second phase, BEGC. Nodes 
which wakeup from SLEEPING state or WORKING state will 
change into CHECKING state periodically, step (1), (6). 
WORKING node will find chance to go SLEEPING mode. On 
the contrary, SLEEPING node will try exchange duty with 
current WORKING node. This is the way all sensors keep 
energy balanced through network.  When nodes are in 
CHECKING state, they will broadcast CHECK message 
which includes current energy to all its neighbors. If nodes 
(SLEEPING state) receive CHECK message, they will 
compare its power strength and the guaranteed coverage. If its 
power level is higher than that one about 20% and it is full 
coverage by neighbor nodes, it will broadcast REPLY 
message and change into WORKING state. After that, node 
which is in WORKING state will check the coverage 
contribution after receiving REPLY message. If the coverage 
is full it will exchange duty and then go to SLEEPING state, 
step (4). When WORKING node remains less than the 
threshold to die (5%) energy level it will broadcast WAKEUP 
message to find new exchange node. Node which received 
WAKEUP message and in-coverage of sender will change into 
WORKING sate. During the WORKING state sensor node 

will operate the sensing duty using one MAC protocol to 
control data transmission and receiving. 

B. Coverage calculation 

Main goal of our sensor network is the full coverage to 
guarantee all events in interesting area will be supervised. 
Before scheduling working or sleep for every sensor, our 
algorithm will select minimum nodes which achieving full 
coverage. The guaranteed coverage calculation must satisfy 
three conditions: perimeter-test center-test and distance-test 
[9]. In fact, this calculation takes some overhead in 
computation, energy and neighbor’s location information. 
Assume that all sensor nodes have same sensing range rs. The 
definition of coverage calculation is shown in Figure 2.  

The perimeter-test checks whether there are enough 
coverage neighbors such that all points in the perimeter should 
be within a sensing range of a coverage neighbor. This is a 
necessary condition based on the assumption of densely 
deployed nodes. In Figure 2(a) node C0 is covered perimeter 
by node C1, C2, C3, and C4. 

In case one node passed the perimeter-test but the coverage 
is not also guaranteed for example in Figure 2(b). The center-
test examined whether the center of a sensor’s coverage can be 
covered by at least one of its neighbors. This can be shown in 
Figure 2(c) (node C2 covered the center of node C0). To 
satisfy this condition, there will be at least one node in 
perimeter-test list can cover the center. In Figure 2(c), we have 
d (C2, C0) < rs.  

The third condition is called distance-test. Those coverage 
neighbors must be close enough to the sensor, so that there 
may not be uncovered area inside the sensing region. When 
passing center-test, the best center node in center-test must 
reach to all perimeter-test nodes to make full coverage. In 
Figure 2(d) node C2 must satisfy: d(C2,Ci)< d(C2, C0) + rs 
where i =1, 3, and 4. 

IV. PERFORMANCE EVALUATION 
In this section, we will evaluate the performance of our 

scheme based on one of the well known MAC protocols for 
sensor network, S-MAC [10]. And then make comparisons 
with “Redundancy Reduction Protocol with Sensing Coverage 
Assurance in Distributed Wireless Sensor Networks” [8]. As 
above explanation, all sensor nodes will operate on S-MAC 
when they are in “working state”. S-MAC [10] is one of the 
most well known MAC protocols for energy efficiency in 
wireless sensor networks. It adopts a periodic listen-sleep 
cycle to reduce idle listening time. Each node turns off its 
radio transceiver in a sleep period. It wakes up in a listen 
period and can communicate with other nodes. This listen 
period is used for exchanging control packets such as SYNC, 
RTS, CTS, and ACK packets and data packets. Neighboring 
nodes form a virtual cluster and all nodes in the same virtual 
cluster set up a common synchronized listen-sleep schedule. 
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(1): Sleeping node wakes up and finds exchange node. 
(2): Node will broadcast 3 times CHECK message. 
(3): Node will goes to Working state if other node wants to 
exchange. 

(4): Node goes back sleeping state 
(5): Working node goes to sleep when it found exchange node. 
(6): Working node goes to Checking state when it found 
exchange node. 

 

Figure 2. Coverage calculation 
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Figure 1. State diagram of proposed protocol 
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Though S-MAC introduces a sleep period to reduce idle 
listening due to the synchronized scheduling in the virtual 
cluster, a large number of collisions can occur in heavy traffic 
loads and dense node deployment situations, resulting in 
severe energy waste and lower throughput. Moreover, since 
each node has a fixed duty cycle, S-MAC cannot adapt to the 
variation of network environment.  

We used C++ simulation for evaluation testing the 
performance of proposed scheme. Node configuration for 
communication and sensing is giving by table I. All nodes are 
deployed by random. Figure 3 shows the advantage of 
proposed scheme over S-MAC with original protocol. Our 
scheme can increase 40% network lifetime with full guarantee 
coverage. Number of working nodes for data sensing of 
network are optimized efficiently in Figure 4. Proposed 
scheme can remain the minimum number of sensor for best 
coverage. 
 

Table I: Simulation configuration 

 
For evaluating the performance of the new scheme with one 

of related research, we make the comparison with 
“Redundancy Reduction Protocol”. The protocol in [8] is 
message based where each node decides whether it will turn 
on or turn off in a distributed manner using the information in 
the messages. This protocol uses three messages such as 
CHECK, REPLY and WAKE UP. It has three states to 
perform the operation such as SLEEPING, CHECKING and 
WORKING. We introduced a new parameter λ which 
represents the percentage of the overlapped sensing area and it 
can be calculated by using two other parameters such as 
distance between nodes and sensing range. In the CHECKING 
state, each node calculates λ for each neighbor working node 
and comparing the sum of λ values with a predefined threshold 
value, the node can understand that its sensing range is already 
covered by other nodes or not. By using some flags and 
information in the message this protocol maintains a set of 
small number of nodes and balances the energy consumption 
among different nodes and keeping the coverage assured. 
Their scheme based on some assumption conditions as: 

1. No node inside the sensing range of one working node 
can go to working state. So, the minimum distance between 
two working node is rs. 

 2. A node calculates λ value for each working neighbor 
node around it and those working neighbor nodes will be 
considered whose distance is in between rs to 1.732rs.  

3. The communication range of each sensor is twice or more 
than twice of the sensing range for connectivity throughout the 
network. 

We test the sensing coverage that can be got by random 
distribution and the coverage after using our protocol and 
“Redundancy Reduction Protocol”. We took the same 
topology and deploying a different number of nodes. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Network lifetime of proposed scheme over S-
MAC 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 4. State diagram of proposed protocol 

 
Figure 5 shows the coverage performance of our scheme 

and Redundancy Reduction Protocol of the first simulation. 
And Figure 6 the average result of 10 simulations of the 
coverage expectation through the network lifetime. It can be 
observed that our scheme can guarantee coverage better than 
Redundancy Reduction Protocol. This is because that 
Redundancy Reduction Protocol is based on the 
approximation of coverage based on λ coverage distribution.  

Parameter Value 
PHY data rate 125 Kbps 
MAC protocol S-MAC 
Data packet 16 Byte 
Initial power 10 J 
Power consumption for transmission 6 mJ 
Power consumption for reception 3 mJ 
Power consumption for sleep (idle 
listening) 

5 mJ 

Transmission range 10 m 
Packet arrival rate 0.1 s 
Monitor area 100 m2 
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Figure 5. Coverage performance comparison 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. Coverage performance comparison 

The protocol shows an excellent result to reduce the number of 
working nodes but preserving the coverage for dense network. 

V. CONCLUSION  
The proposed scheme for energy-balanced and guaranteed 

coverage scheduling shows an efficient protocol for sensor 
network. The computation and process can be applied in 
sensor mote without too much complexity. Only using 
extended three messages the protocol finds out a small number 
of working nodes that can preserve the coverage and reduce 

the redundancy. This protocol shows better performance and 
keeps an energy balance through network. 

ACKNOWLEDGEMENTS 
 

This research work is funded by the “MSIP (Ministry of 
Science, ICT & Future Planning), Korea in the ICT R&D 
Program 2013”. 

References 
[1] T. V. Dam and K. Lamgemdoen, “An Adaptive Energy-Efficient MAC 

Protocol for Wireless Sensor Networks,” in ACM SenSys 2003, 2003, 
pp.171–180. 

[2] C. Q. P. Lin and X. Wang, “Medium Access Control With A Dynamic 
Duty Cycle For Sensor Networks,” in IEEE WCNC, vol. 3, 2004, pp. 
1534–1539. 

[3] S. R. T. Zheng and V. Sarangan, “PMAC:An Adaptive Energy-Efficient 
MAC Protocol for Wireless Sensor Networks,” in IEEE IPDPS, 2005. 

[4] Di Tian and Nicolas D. Geogranas, “A Coverage Preserving Node 
Scheduling Scheme for Large Wireless Sensor Networks,” WSNA’02 
Proc, 2002. pp. 32-41.  

[5] Chih-fan Hsin and Mingyan Liu, “Network Coverage using Low Duty-
Cycled Sensors: Random and Coordinated Sleep Algorithms,” IPSN’04, 
April, 2004. 

[6] Carbunar, A. Grama, J. Vitek, and Q. Carbunar, “Coverage preserving 
redundancy elimination in sensor networks,” IEEE SECON, Oct. 2004. 

[7] F. Ye, G. Zhong, J. Cheng, S. Lu, L. Zhang. “PEAS: A Robust Energy 
Conserving Protocol for Long-lived Sensor Networks,” International 
Conference on Distributed Computing Systems, 2003, pp. 28-37. 

[8] Noor Islam, Yeong Min Jang, Sunwoong Choi, Sangjoon Park, Hyeon 
Park, “Redundancy reduction protocol with sensing coverage assurance 
in distributed wireless sensor networks,” IEEE ISCIT 2009, Sept. 2009. 

[9] Nurcan Tezcan and Wenye Wang, “TTS: a two-tiered scheduling 
mechanism for energy conservation in wireless sensor networks,” Int. J. 
Sensor Networks, Vol. 1, Nos. 3/4, 2006. 

[10] J. H. W. Ye and D. Estrin, “Medium Access Control With Coordinated 
Adaptive Sleeping for Wireless Sensor Networks,” IEEE/ACM 
Transaction on Networking, vol. 12, no. 3, June. 2004, pp. 493–506. 

[11] Weihua Guo , Zhaoyu Liu, Guangbin Wu, “Poster Abstract: An Energy-
Balanced Transmission Scheme for Sensor Networks,” ACM 1-58813-
707-9/03/0011. 

[12] Cardei, M.; Thai, M.T.; Yingshu Li; Weili Wu,” Energy-efficient target 
coverage in Wireless Sensor Network,” IEE INFOCOM 2005. 

[13] V. Raghunathan, C. Schurgers, S. Park, and M. B. Srivastava. “Energy 
Aware Wireless Microsensor Networks,” IEEE Signal Processing 
Magazine, Vol. 19, March 2002, pp. 40-50. 

 
 

 

                                                                                                   304



 

(a) 

      

                                    (b)                                                         (c) 

Figure 1.  (a) conventional square slotted dumbbell shape EBG strucutre, (b)
proposed circular slotted dumbbell shape EBG structure, and (c) proposed 
rectangular EBG structure. 
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Abstract—Two patterns of electromagnetic bandgap structure 
(EBGS) have been proposed – one is dumbbell shape EBGS 
having circular slots as bigger slots and another one is 
rectangular EBGS. A sequence of arbitrary coefficients has been 
proposed to make nonuniform EBGSs that results better 
performance than that of nonuniform EBGSs realized by 
binomiall coefficients. A potential technique has also been 
imposed upon the nonuniform dumbbell shape EBG structure 
that provides more improved scattering parameter performance. 
An arbitrary nonuniform rectangular patterned EBGS has been 
investigated too that perform as a low-pass filter. The 
performances of both proposed designs have been compared to 
the relevant uniform and binomially distributed nonuniform 
EBG assisted designs. The results, of arbitrary nonuniform 
designs, are superior to the conventional form of noninform EBG 
elements. 

Keywords—Electromagnetic bandgap structure, circular slotted 
dumbbell shape EBGS, nonuniform EBGS, rectangular EBG 
structure,  low-pass filter. 

I. INTRODUCTION 
The use of electromagnetic bandgap (EBG) structures in 

designing filters for microwave and millimeter wave 
applications is increasing due to its compact size and capability 
of enhancing system performance compared to other existing 
filters. Electromagnetic bandgap structures (EBGSs) were 
formerly termed as photonic bandgap (PBG) structures [1], [2]. 
EBG structures have found potential applications not only in 
filters but also in antennas, phased array, amplifiers, 
waveguides, and many other microwave devices [2]-[4]. 
Hence, EBG engineering gained much attraction in the field of 
microwave technology and EBG structures have become very 
popular periodic structures. Extensive research has been 
conducted to optimize the size of EBG assisted microstrip filter 
and obtain better filtering performance. EBG, however, can be 
realized by etching, drilling or cutting of a deflected pattern 
from metallic ground plane in periodic manner. Periodic 
structures at microstrip transmission provide rejection property 
of certain frequencies of microwave and millimeter wave [5], 
[6]. Band rejection property, in fact, depends on too many 
designing parameters including size, shape and volume fraction 
of EBG as well as some parameters associated with the 
substrate properties such as dielectric constant and thickness. 
The use of uniform structure that is where each EBG element 
of the lattice is equal in size and shape is more common than 

non-uniform structures. However, recently it is reported that 
better filtering performance can be achieved by the use of 
nonuniform designs [7]-[10]. Various shapes of EBG structures 
have already been reported; among them dumbbell shape 
EBGS is most popular and has found wide range of 
applications [11]-[13]. Dumbbell shape EBGS is also known 
by defected ground structure (DGS).   

In this paper, we have proposed a new pattern of dumbbell 
shape EBGS and have reported some investigations over 
nonuniform EBG structure assisted microstrip transmission line 
(T-line).  Proposed dumbbell shape EBGS shown in Fig. 1(a) 
that consists of cicular slots instead of square slots of 
conventional dumbbell shape EBGS or DGS shown in Fig. 
1(b). We have investigated a nonuniform  design using cicular 
slotted dumbbell shape EBGS, where circular bigger slots are 
diminished by an arbitrary sequence and using binomial 
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Figure 2.  Pascal’s triangle. 

 

 (a) 

(b) 

(c) 

Figure 3.  (a) proposed arbitrary design with modified narrow slots, (b) 
binomially distributed proposed dumbbell shape EBGS,  and (c) design 
having uniform proposed dumbbell shape EBGS. 

distribution, on the other hand the narrow slots are rectangular 
having constant width while the lengths are extended from 
center to both sides using the arbitrary sequence as well. 
Results of above mentioned designs are compared with the 
results of corresponding uniform and binomially distributed 
designs. Also, we have proposed another pattern called 
rectangular EBG structure shown in Fig. 1(c) and we have 
investigated a nonuniform rectangular EBG assisted design that 
has shown very well formed low-pass performance. 

II. THEORY OF BINOMIAL DISTRIBUTION 
Binomial distribution is a potential theory that is used to 

make electromagnetic bandgap structures nonuniform. 
However, it is observed that nonuniform EBGSs have few 
advantages over uniform structures [14]. 

The Pascal’s triangle, shown in the Fig. 2, is found from 
binomial polynomial [14], [15]. In the Pascal’s triangle n 
represents the number of the co-efficient that can be akin to the 
number of EBG elements in designing nonuniform EBG 
elements and the coefficients of the belonging n represents the 
relative amplitude of the EBG.  

Calculation of amplitude coefficient is done in two steps. 
First step is the selection of number of EBG element that is n. 
In second step all the coefficients of nth row is divided by the 
highest value of the coefficient in that row to determine the 
coefficients of the radius of circular shaped bigger slots of 
dumbbell shape EBG elements. Hence the relative amplitudes 
of the periodic structures are proportional to relative values of 
the polynomials. 

III. EBGS ASSISTED T-LINE 
We have chosen dielectric constant (ε0) and height of the 

substrate for all the designs are 2.45 and 31 mil or 0.7874 mm 
respectively. The width of the 50 Ω microstrip transmission 
line has been calculated using PCAAD is 2.2642 mm.  
However, architecture of a unit circular slotted dumbbell shape 
EBGS and a unit conventional dumbbell shape EBG are shown 
in Fig. 1(a) and in Fig. 1(b) with dimensions.  

A. Designs 
In this section we will be discussing the designing 

specifications of our proposed arbitrarily nonuniform circular 
slotted dumbbell shape EBG structure with modified narrow 
slots. Also a binomially tapered design and a uniform design 
using the proposed standard (largest) circular slotted dumbbell 
shape EBG will be depicted. 

a) Proposed arbitrary design: In this design both the 
bigger slot and narrow slot is made non- uniform. Bigger slots 
are circular shaped and narrow slots are rectangular shaped. 
Coefficients for tapering the bigger slots are 0.25, 0.50, 0.75, 1, 
1, 0.75, 0.50, 0.25 and coefficients for modifing narrow slots 
are 4, 3, 2, 1, 1, 2, 3, 4 consequently from the left most EBG 
element. The radius of the circular slot and length of the 
narrow slot of the reference EBG element (biggest EBGS) are 
3.651 mm and 2 mm respectively. The width of the narrow slot 
and inner element spacing are 1. 5 mm and  10.43 mm 
respectively and are kept unchanged shown in Fig. 3(a). 

b) Conventional binomially tapered design: This time 
we have calculated tapering coefficients using pascal’s 
triangle for n = 8; coefficeiants are: 0.03, 0.2, 0.6, 1, 1, 0.6, 
0.2, 0.03. The reference radius i.e radius of the biggest circular 
slot is 3.651 mm. The narrow slot is kept constant; g = 2 mm  
and h = 1.5 mm shown in Fig. 3(b).  

c) Uniform design: Fig. 3(c) shows all the EBG 
elements are of same size: radius of circular slot is 3.651 mm 
and g = 2 mm  and h = 1.5 mm of narrow slot. 

Besides earlier designs more two designs have also been 
investigated to confirm the effect of modifying narrow slots of 
dumbbell shape EBGS. We have designed a new microstrip 
line using the coefficients of proposed design to taper only the 
circular slots keeping narrow slots identical to the reference 
EBG structure. On the other hand we have made another 
tapered design using binomial coefficients with modified 
narrow slots using the coefficients used in the proposed design. 
Basically, results of these designs have been compared to the 
corresponding earlier briefed designs to investigate the effect 
of narrow slot modification.  
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Figure 5.  Comparison of s-parameter performance between identical and 
modified narrow slots of (a) binomially distributed circular slotted dumbbell 
shape and (b) proposed tapered design usng arbitrary coefficients. 
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(b) 

Figure 4.  S-parameter performance of proposed arbitrary desing, binolially 
tapared design, and uniform design (a) S21 and (b) S11. 

B. Performances 
Scattering parameter (s-parameter) performances of the 

designs are shown in Fig. 4 and 5. Fig. 4 shows that the 
average -3dB cutoff frequency and starting -20dB band 
rejection of insertion loss curve (i.e. S21 curve) are almost same 
for proposed arbitrary design, binomial design, and uniform 
design and that are 3.89 GHz and 4.57 GHz respectively. 
However, the supremacy of modifying narrow slots according 
to our proposed manner can be founds by the ascended peak of 
S21 at approximately 11 GHz frequency; where the peak 

climbed beyond -20dB except for our proposed design. Very 
low ripples are observed using the proposed technique – 
maximum ripple height is observed is -0.9 dB. Therefore, 
proposed design has shown very nice low-pass performance.  

Fig. 5 verifies the earlier mentioned effect of modified 
narrow slots by comparing the results of modified narrow slots 
and uniform smallest narrow slot of similar type of tapered 
design. Fig. 5(a) shows that modified narrow slot has 
descended the pick of S21 curve than the uniform narrow slots 
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Figure 6.  (a) proposed arbitrarily nouniform rectangular EBG structure (b) 
binomially distributed nonuniform rectangular EBGS and (c) only smaller 
EBG elements of proposed design. 

of binomially nonuniformed design. Fig. 5(b) also verifies the 
same effect of modified narrow slot in case of tapered design 
using proposed arbitrary sequence. From the Fig. 5(a) and (b), 
moreover, it is visible that design tapered by the proposed 
arbitrary coefficients results better IL parameter that the 
binomial coefficients.   

The proper reasoning of such better performance due to 
reversely increased narrow slots can be demonstrated by the 
equivalent circuit of dumbbell shape EBGS. Dal Ahn et al. [16] 
had reported for conventional square slotted dumbbell shape 
EBGS that two square slots and one connecting narrow slot 
correspond to the equivalently added inductance and 
capacitance respectively with characteristic impedance of T-
line that yield a parallel L-C equivalent circuit [11], [16]. Akin 
to conventional dumbbell shape, similar equivalent circuit can 
be extracted from our proposed circular slotted dumbbell 
shape; but its modified narrow slots modifies the value of 
capacitances. Increased value of capacitance, indeed, is the 
main reason to give rise of better and smoother IL performance 
at the stopband frequency.  

IV. RECTEANGULAR EBGS 
Rectangular electromagnetic bandgap structure is another 

kind of newly introduced EBG structure that is being proposed 
by investigating it into an arbitrarily nonuniformed design; a 
unit rectangular EBG element has been shown in Fig. 1(c).  

A. Designs 
We have designed three designs: Fig. 6(a) is showing our 

proposed design, Fig. 6(b) is the binomially tapered design, and 
Fig. 6(c) is the design that has only smaller EBGSs of our 
proposed design. We have kept all the designing specifications 
same and the sizes of the rectangular EBGSs are w = 30 mm 
for the center element and w = 14 mm for the others, and L= 4 
mm for all the EBG elements shown in Fig. 6(a). In case of 
nonuniform design we have chosen amplitude coefficients 
from the Pascal’s triangle and the reference maximum value of 
the width of rectangular EBGS is 30 mm. Our proposed design 
has also resulted as a low-pass filter.  

B. Performances 
The scattering parameter performances are shown in the 

Fig. 7. There we have shown the result of our proposed design 
compared to the binomially tapered design; where it is seen 
that the proposed results has shown a good LPF performance, 
whereas other one has shown somewhat stopband. However, -
3dB cutoff frequency, -20dB starting frequency of LPF 
performance, and -10dB passband width of return loss curve 
(S11) are 2.65 GHz, 4.225 GHz and 2.474 GHz respectively. 
The design where biggest EBG at the center is eliminated and 
smaller EBGSs are kept at same position also results a LPF 
with much larger ripple heights. In essence, smaller EBGSs 
have dominated the result. Binomial distribution, in 
contradiction, is not a potential technique to better off the result 
for this design. 

V. SIMULATED VS MEASURED RESULTS 
We have used Zeland ie3d simulating software to design 

and simulate them. The results are agreed to be in well 
agreement with the measured results, have reported by 
researcher with required justification [8], [14]. In [11] a 
validation has also been provided by comparing a simulated 
result found by the EM software with a reported experimented 
result. The measured results may be sometimes erroneous or 
mismatched due to over etching. In this, however, we have 
designed a reported nonuniform dumbbell shape EBGS 
assisted design in [12] and simulated the result using Zeland 
ie3d software. The design and the result are shown in Fig. 8. In 
this case the dielectric constant and thickness of the substrate 
are 10 and 1.575 mm respectively. From the Fig. 8(b) it is seen 
that the simulation result is very congruent to the reported 
measured result. Simulation results of this paper, therefore, 
hopefully will find well agreement of the measured results.  
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Figure 7.   (a) comparison of proposed arbitrary design and binomial desin and
(b) result of smaller EBG elements in contrast with proposed design. 
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Figure 8.  (a) a design reported in [12] and (b) comparison of  measured S21

performance (reported in [12]) with simulated performance acheived by using 
Zeland ie3d. 

VI. CONCLUSION 
Novel EBG patterns of circular bigger slotted dumbbell 

shape EBG structure and rectangular EBG structure have been 
introduced with its architecture. Two arbitrarily tapered designs 
using them have been reported with attractive low-pass 
performance. Through this work, we have shown the 
superiority of arbitrary coefficients of tapering over 
coefficients of binomial distribution. However, a potential 

technique of modifying narrow slots has been proposed too. 
This technique has significant effect on s-parameter 
performance. It is observed that tapered bigger slots usually 
reduce the ripples and the modified narrow slots provide 
additional etched area, if it is increased as size of the bigger 
slots are reduced, that makes the results finer. It has been 
observed from proposed rectangular EBGS assisted design that 
there could be domination of some EBGSs of particular size in 
the performance. Therefore, arbitrarily tapered EBGS assisted 
design sometimes finds very effective use with greater 
performance. 
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Abstract— Conventional microstrip patch antennas have several 
advantages such as low profile, light weight and low cost over the 
others, but lag behind in some criterion such as low gain and high 
SAR, where using metamaterials can be a possible solution. In 
this paper, a, antenna system is proposed where an S-shaped 
planar antenna, operating at frequencies of 11 GHz and 13 GHz, 
uses a Pi-shaped double negative metamaterial array, designed in 
CST, to improve its gain and SAR. In this system, metamaterial 
array is applied not as an antenna, but as an associating device 
for the planar antenna. This array can be implemented on a 
printed circuit board while maintaining a specific distance from 
the patch antenna. The gain of the antenna system is enhanced by 
6.063 dB at 11 GHz (Increase of 1088.5%) and 3.77 dB at 13 GHz 
(Increase of 83.4%). The metamaterial array is placed between 
the antenna and a human-head model which clearly reduces the 
SAR by 1.379 W/kg at 11 GHz (Decrease of 99.99%) and 1.774 
W/kg at 13 GHz (Decrease of 99.66%). This system is applicable 
for any X and Ku band applications such as satellite and Radar 
communications, where high gain and directivity is required. The 
negligible SAR value announces its capability of being used in 
any portable communication device where human-safety is a 
major concern.   
 

Keywords—Double negative metamaterial, sub-wavelength 
structure, microstrip patch antenna, specific absorption rate, 
farfield gain. 

I.  INTRODUCTION 
In various wireless communications systems, a microstrip 

patch array is greatly desired and widely used as it offers 
several advantages, such as low profile, light weight, and low 
cost, etc. [1]. A conventional microstrip patch antenna is 
usually mounted on a substrate which is backed by a 
conducting ground plane. The main drawbacks of a patch 
antenna are low gain, high SAR and narrow bandwidth, which 
is a great concern in communication technology. Recent 
theoretical studies and experimentations have showed that 
metamaterials provide an alternate design methodology to 
improve the performance of antenna system [2]. 

By definition, metamaterials are artificially engineered 
materials having some properties not found in nature. One 
important feature of these materials is that these materials gain 
their properties from their structures rather than chemical 
compositions. In 1968, Victor Veselago theoretically showed 
that materials with simultaneous negative permittivity (ε<0) 

and permeability (µ<0) had some different properties as 
compared to ordinary materials. The peculiar properties of 
these materials were that the energy flow dictated by Poynting 
vector was in the opposite direction of the wave vector, 
negative refractive index, negative Vavilov–Cerenkov effect 
etc. [3]. A composite medium, based on a periodic array of 
inter-spaced conducting nonmagnetic Split Ring Resonators 
(SRRs) and continuous wires, works as a double negative 
material in a frequency range in the microwave regime, where 
Doppler effect, Cherenkov radiation, Snell’s law are inverted 
[4]. In recent times, it has been easier to realize these novel 
electromagnetic properties by micro-structuring a material on a 
scale much less than the wavelength, which are called sub-
wavelength structures [5]. 

Being the most important and promising device in this era 
of wireless communication, antennas have to ensure some 
safety of human body from its electromagnetic radiation. For 
two important reasons, it has been important to evaluate the 
human body interaction with such personal communications 
devices: 1) human health and safety concerns, 2) new product 
design and validation [6]. From the beginning of the year 1990, 
SAR calculation from the coupling between antennas and the 
users’ body has snitched huge attention and achieved a 
significant priority [7], where this coupling, located at the 
antenna near-field zone, affects the antenna parameters and 
microwave energy is absorbed by the user’s body [8]. On the 
other hand, modern communication system has now reached a 
level so high, that the antenna-human interaction should be 
thoroughly investigated in a wide range of probable scenarios, 
for portable devices and other communication units [9]. The 
maximum exposure of human tissues to electromagnetic fields 
has been defined in terms of Specific Absorption Rate (SAR), 
the value of which dictates the quantity of exposure to the 
electromagnetic waves. In Europe, the maximum allowed SAR 
(averaged over 10 g of tissue) is 2 W/kg (in case of mobile 
equipments) [10]. Again, the ICNIRP has restricted the 
maximum SAR value (averaged over 10 g of tissue) for the 
frequency range 10 MHz to 10 GHz as 10 W/kg (Occupational 
exposure) and 2 W/kg (General Public exposure) [9].  

In 2004, Kivekas et. al. investigated that the antenna 
efficiency, bandwidth, and SAR is a function of a device’s 
armature-associated parameters, such as length, thickness, 
width, and partition from the phantom [11]. Concerning the 
health issues and antenna performance it has been customary to 
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calculate the specific absorption rate (SAR) for any designed 
antennas especially which involves human interactions and 
devising a way to reduce it to a level that it would not affect the 
human body. Finite-difference time-domain (FDTD) method is 
extensively used for solving the electromagnetic problem and 
bio-heat equation for thermal modeling [12]. Different methods 
have been proposed over the last 20 years to reduce the SAR 
produced by emissions from antennas to levels below the 
current maximum exposure levels of the international 
standards. The ferrite sheet has proved to be a good material 
for reducing the SAR values [13], [14]. Recently, 
metamaterials, including electromagnetic bandgap (EBG) 
structures [15] are being used for this purpose.  Many are 
interested in metamaterials with split ring resonator (SRR) 
structure that was proposed to reduce the SAR value [16]. In 
the year 2009, Manapati and Kshetrimayum showed that the 
SAR of an antenna system can be reduced by placing the 
metamaterial between the antenna and the human-body (head, 
in that case) [17]. 

In this paper, a novel Pi-shaped double negative (DNG) 
metamaterial has been designed on the basis of sub-wavelength 
structures, which works as an associating device with a 
conventional S-shaped patch antenna. The setup illustrated in 
this paper is designed in CST Microwave Studio 2011 [18], 
which can enhance the gain and reduce SAR efficiently from 
antenna radiation. A human head model is considered and the 
designed Pi-shaped metamaterial array is placed between the 
head model and the patch antenna for a specific spacing and 
the results have been analyzed. The constitutive parameters are 
extracted from the calculated S-parameter values with direct 
retrieval method as are done in [19]. The metamaterial array 
can be implanted on printed circuit boards with the distance 
maintained from the antenna. 

II. DESIGN & STRUCTURES 

A. S-shaped Planar Antenna 
An S-shaped microstrip patch antenna is shown in Fig. 1. In 

this design, silicon is used as substrate having dimension of 
30×30×1 mm3. An S-shaped patch is placed over the substrate 
which is made of copper. This patch has an equal length and 
width of 20 mm and height of 1 mm. The width of the wire is 2 
mm. Then, a PEC (Perfect Electric Conductor) is used as the 
ground plane whose dimension is 30×30×0.5 mm3. The feeding 
line is fetched from the middle of the structure as co-axial feed. 
Its outer cylinder has a radius of 1.5 mm and the inner cylinder 
has radius of 0.5 mm. A wave-guide port is used to excite the 
antenna covering the whole feeding point. 

 
Figure 1.  S-shaped planar antenna structure 

B. S-shaped Planar Antenna with Head model 
The patch antenna, shown in Fig. 1, is placed in front of a 

human-head model. Fig. 2 shows the structure where the 
distance from head to antenna is 20 mm. 

 
Figure 2.  Antenna with Head model showing ground and the feeding line 

C. Pi-shaped metamaterial unit cell 
A Pi-shaped metamaterial unit cell is designed as shown in 

Fig. 3. Here, FR-4 is used as the substrate which has a 
dimension of 10×10×0.5 mm3. Then, silver is used to create the 
Pi-shape over the substrate, which has lengths of 8 mm and 7 
mm, width of 1 mm and height of 0.5 mm. 

 

 
Figure 3.  Pi-shaped metamaterial unit cell 

D. 3×3 array of the Pi-shaped metamaterial unit cell 
The unit cell of the Pi-shaped metamaterial (shown in Fig. 

3) is then used to create a 3×3 array. Fig. 4 shows the 3×3 array 
structure. 

 
Figure 4.  3×3 array of the Pi-shaped metamaterial unit cell 
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E. Antenna with metamaterial and the head model 
The metamaterial array is placed between the antenna and 

the human-head model as shown Fig. 5. The distance between 
the antenna and the metamaterial array is 5 mm and the head 
model is 15 mm away from the metamaterial array. 

 
Figure 5.  Antenna with metamaterial and head model 

III. RESULTS & DISCUSSIONS 

A. Constitutive Paramters 
The S-parameter values from CST are used to extract the 

constitutive parameters (i.e. permittivity, permeability and 
refractive index) with the help of direct retrieval method.  

1) Metamaterial Unit Cell: Fig. 6 shows the frequency vs 
constitutive parameters graph for the metamaterial unit cell. It 
can easily be seen that a DNG metamaterial has been 
successfully designed which has a resonant frequency at 13.11 
GHz. 

 
Figure 6.  Frequency Vs Constitutive parameters (for unit cell) 

2) 3×3 Array of the Unict Cell: Fig. 7 shows the 
frequency vs constitutive parameters graph for the 3×3 array 
of  metamaterial unit cell. It has a resonant frequency at 6.323 
GHz. 

 
Figure 7.  Frequency Vs Constitutive parameters (for 3×3 array) 

B. Farfield Gain Pattern 
Farfield gain patterns are calculated in CST for each 

configuration of the antenna (antenna alone, with human-head 
model and with head using metamaterial). 

1) S-shaped antenna: The farfield gain of the S-shaped 
planar antenna is shown in 3D view in Fig. 8 (at 11 GHz) and 
Fig. 9 (at 13 GHz). The maximum farfield gain of the antenna 
is 1.05 dB at 11 GHz and 5.11 dB at 13 GHz. 

 
Figure 8.  Farfield gain of antenna (at 11 GHz) 

                                                                                                   313



 
Figure 9.  Farfield gain of antenna (at 13 GHz) 

2) Antenna with human-head model: The maximum 
farfield gain of the S-shaped planar antenna with the human-
head model is 0.557 dB at 11 GHz (Fig. 10) and 4.52 dB at 13 
GHz (Fig. 11).  

 
Figure 10.  Farfield gain of antenna with head model (at 11 GHz) 

 
Figure 11.  Farfield gain of antenna with head model (at 13 GHz) 

3) Antenna with metamaterial and human-head model: 
The farfield gain of the antenna with metamaterial array and 
the human-head model is shown in this sub-section. The gain 
performance in this case is amazingly much better than those 
of the previous. The maximum farfield gain of the antenna is 
6.62 dB at 11 GHz and 8.29 dB at 13 GHz as shown in Fig. 12 
and Fig. 13 respectively. 

 
Figure 12.  Farfield gain of antenna with meatamaterial and the head model (at 

11 GHz) 

 
Figure 13.  Farfield gain of antenna with meatamaterial and the head model (at 

13 GHz) 

C. SAR calculation 
SAR is calculated over an averaging mass of 10 g, which 

should be equal or less than 2 W/kg according to ICNIRP and 
CENELEC for general public exposure. 

1) Antenna with Head model: For 11 GHz, the maximum 
SAR is calculated to be 1.38 W/kg (shown in Fig. 14) and for 
13 GHz, the maximum SAR value is 1.78 W/kg (shown in 
Fig. 15). 

 
Figure 14.  SAR over 10 g averaging mass (at 11 GHz) 
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Figure 15.  SAR over 10 g averaging mass (at 13 GHz) 

2) Antenna using Metamaterial Array: For 11 GHz, the 
maximum SAR is calculated to be 1.8×10−5 W/kg and for 13 
GHz, the maximum SAR value is 0.00604 W/kg as shown in 
Fig. 16 and Fig. 17 respectively, which are much less than 
those of the previous. 

  
Figure 16.  SAR using Metamaterial over 10 g averaging mass (at 11 GHz) 

 
Figure 17.  SAR using Metamaterial over 10 g averaging mass (at 13 GHz) 

D. Summarized Result & Comparison 
The constitutive parameters of the metamaterial unit cell 

and its 3×3 array are given in the Table I. This table shows that 
the proposed structures exhibit the nature of DNG 
metamaterial, whose resonant frequency is at 13.11 GHz (unit 
cell) and 6.323 GHz (3×3 array). 

TABLE I.  CONSTITUTIVE PARAMETERS 

 

The farfield gain shows a smaller value if a human-head is 
occupied with the antenna. But, using metamaterials, the gain 
is much increased and highly directive radiation pattern is 
achieved. The SAR from antenna with metamaterials and head 
model for both the frequencies (11 GHz and 13 GHz) remain 
far below 2 W/kg for an averaged mass of 10g. This values of 
SAR, can easily announce the S-shaped planar antenna with 
metamaterials as a safe electromagnetic device for human-
health. The farfield gain and the SAR values for different 
frequencies are listed in Table II. We can see from the figures 
for gain patterns that the combined antenna system exhibits 
highly directional gain patterns, which should be much useful 
in satellite and Radar communications. 

TABLE II.  GAIN & SAR FOR DIFFERENT STATE OF ANTENNA 

 

IV. CONCLUSION 
In this investigation, a conventional S-shaped planar 

antenna is presented and its gain and SAR (over 10 g 
averaging mass of tissue) are observed. Then, a Pi-shaped 
metamaterial is designed as a sub-wavelength structure in CST 
and its 3×3 array is then created. The constitutive parameters 
for both the unit cell and its array are extracted from the S-
parameter values with the help of direct retrieval method, 
which depicts that both the structures exhibit the properties of 
DNG metamaterial. Then, this array structure is used to 

Structures Gain (dB) SAR over 10g of averaging 
mass (W/kg) 

At 11 
GHz 

At 13 
GHz 

At 11 GHz At 13 GHz 

Antenna 1.05 5.11 ~ ~ 

Antenna with 
head model  

0.557 4.52 1.38 1.78 

Antenna with 
metamaterial and 

head model 

6.62 
(Increase 

of 
1088.5%) 

8.29 
(Increase 

of 
83.4%) 

1.8×10-5

(Decrease of 
99.99%) 

0.00604 
(Decrease of 

99.66%) 

Constitutive 
parameters 

Permittivity Permeability Refractive  
Index 

Unit Cell (at 
13.11 GHz) 

−0.008421 
−j0.0069 

−6.825  
+j5.579 

−0.309 
−j0.0002 

3×3 array (at 
6.323 GHz) 

−0.2614 
+j5.315 

−0.0089 
−j0.1863 

−0.9961
−j0.001 
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improve the gain and SAR performance. The metamaterial 
array is placed between the antenna and the human-head 
model, which acts not as an antenna but as an associating 
device. This configuration, where metamaterial is used 
between antenna and head-model, shows better performance 
in terms of gain and SAR. These improvements in gain and 
SAR are observed for 11 GHz and 13 GHz frequencies, where 
the gain is enhanced and the SAR is reduced by a large 
amount. The metamaterial array can be printed on a PCB 
while maintaining required distance from the antenna. This 
proposed configuration of antenna using metamaterial array 
would be very efficient where a huge gain and human-safety 
are required. Any X or Ku band application including satellite 
and Radar communication can use this configuration. Again, 
as it produces a negligible SAR, this can be used in any 
portable communication device, such as mounted antennas on 
moving vehicles or antennas for domestic usages, at these 
operating frequencies. There exist many technologies in 
antenna fabrication such as PBG or EBG, but our proposed 
metamaterial antenna has better performance than the PBG 
antennas normally found in recent researches in case of Gain 
and SAR, which make this much more acceptable in the 
industry of communication and antenna technologies. We 
have a future plan to implant the metamaterial device beneath 
the skin of biological bodies (human or animal) which can be 
applied in RFID communications. Metamaterial cloaking, talk 
of the time nowadays, is also a concern of ours for future 
research.  
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Abstract—Cognitive radio (CR) is a wireless technology that 
facilitates unlicensed users to access the sensed spectrum without 
creating any interference to the primary user. Sensing the 
licensed spectrum to seek for spatiotemporal information of any 
possible spectrum hole is the first step needed to be performed by 
the CR devices. In this paper we propose an adaptive threshold 
technique to extract spectrum hole information from Multi-taper 
Spectrum Estimator (MSE) estimated spectrum. It has been 
found that when threshold is adapted depending on the change in 
noise level and presence of primary or secondary signals in a TV 
band, the detection performance improves compared to fixed 
threshold. A 400 kHz band was split into 20kHz sub bands to 
verify the possibility of splitting the TV bands into 200kHz bands 
from CR usage perspective. From analytical calculations and 
MATLAB simulations it has been shown that if TV band is 
viewed as 200 kHz sub-band channels from CR perspective; 
blocking probability for CR operation can be reduced. In 
addition it has also been shown that sensing multiple TV bands 
simultaneously can help CRs to find more opportunities with 
minor impact on system complexity. 

Keywords—Multi-taper spectrum estimator, adaptive threshold, 
sub-band, TV band. 

I. INTRODUCTION 
Demand for wireless services is increasing immensely but no 
more spectrum is available to welcome new wireless services. 
Hopefully FCC [1] and Ofcom [2] has reported that allocated 
spectrum is inefficiently utilized. The report welcomes 
secondary users (SU) for efficient use of this invaluable 
spectrum opportunistically not crossing the interference 
temperature [3, 4] limit set by the regulatory bodies and the 
licensed primary users (PU) when the primary signal is 
present. “The interference temperature at a receiving antenna 
provides an accurate measure for the acceptable level of RF 
interference in the frequency band of interest. [4]” In contrast 
to noise temperature which quantifies the noise level, 
interference temperature quantifies the sources of interference 
in a radio environment. The interference temperature is 
measured in degrees Kelvin and the corresponding upper limit 
on permissible power spectral density in a frequency band of 
interest, is measured in joules per second or, equivalently, 
watts per hertz. 

For efficient use of spectrum Jeorge Mitola in 1999 
proposed a new wireless technology named cognitive radio 

(CR), which was warmly accepted by the wireless community 
[5]. 

Recently in North America, Europe and Australia TV 
channels have been switched and more countries have planned 
to switch their operation to digital transmission. Standard 
definition television SDTV in 4:3 aspect ratios has similar 
performance as regular analog TV (NTSC, PAL, SECAM) but 
uses quarter bandwidth [6]. As a result, some spectrum is free 
in the range of TV frequencies which can be used for 
additional services. Moreover TV spectrum has longer 
wavelength, more penetration power and can propagate longer 
distances which makes it attractive to the secondary users. 

Secondary users can access spectrum in three approaches 
namely Underlay, Interweave and Overlay paradigms [7]. 
Underlay paradigm allows cognitive users to simultaneously 
transmit with the PUs but not crossing the interference 
temperature limit. The primary operator generally suggests 
interference temperature limit. Interweave paradigm focuses 
on identifying the available spectrum hole in a specific 
location and time. Whereas in Overlay paradigm, cognitive 
users keep knowledge of primary transmission and assigns 
part of their transmitting power to assist or relay PUs. In this 
paper we focus in Underlay and Interweave paradigms. 

To provide the opportunity for the secondary users the 
biggest challenge for CRs is to sense the target spectrum as 
white or gray spectrum area. A way of segmenting the sensing 
methods is co-operative and non-cooperative. Cooperation 
results in large amounts of data, making it inefficient in terms 
of data throughput, delay sensitivity requirements and energy 
consumption [8]. In addition interference free data gathering 
in cooperative sensing requires dedicated channel. To avoid 
the drawbacks of co-operative scheme, non-cooperative 
spectrum-sensing technique is a good choice. Sensing may 
also be categorized into parametric and non-parametric. The 
major drawback for parametric methods is to keep modulation 
and coding information of all the channels of interest in its 
memory. In [9] it has also been mentioned that parametric 
methods such as Cyclostationary feature detector and Matched 
filter detector needs a priori information of both noise and 
primary signal. The design and detection process of a 
Cyclostationary feature detector or matched filter detector gets 
even more complicated as the number of signals to be detected 
increase.  
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On the other hand, non-parametric methods do not need 
any prior information therefore they are of good interest to 
CRs. The simplest non-parametric detector is energy detector 
(ED) which suffers from its detection inefficiency. ED needs 
good knowledge of the noise; large number of samples to 
achieve similar detection resolution compared to other 
methods, and cannot discriminate between primary and noise 
[9]. In [4] and [10] two non-parametric methods namely 
Multi-taper Spectrum Estimator (MSE) and Filter Bank 
Spectrum Estimator (FBSE) were proposed for spectrum 
estimation. As reported in [10] FBSE needs three times more 
samples and time to achieve similar accuracy compared to 
MSE. Moreover FBSE technique estimates the spectrum from 
filtered data sequence and needs two levels of signal 
processing. In the first step the filter bank performs the 
filtration and in the second step spectrum estimation is done. 
In contrast MSE estimates the spectrum in a single step by 
operating on the sampled version of the received signal from 
the antenna. As reported in [11] the MSE method is the best 
choice as of now for its accurate identification, estimation, 
quick computation, regularization, and signal classification. 

In [4] MSE proposed by Haykin does not discuss on how 
spectrum hole information can be extracted from the estimated 
spectrum. A fixed threshold based detector for MSE has been 
proposed in [12] where the detector performance is likely to 
degrade due to changes in mean and variance of estimated 
spectrum. Mean and variance of estimated spectrum is 
changed frequently due to the changes in noise and signal 
strength in the channel from different CR transmitters. With 
the aid of (7.a), (7.b), (9.a) and (9.b) Fig. 1 (a) & (b) shows 
that threshold varies with noise variance when probability of 
false alarm, ௙ܲ௔ is constant, and varies with noise variance 
when threshold is constant. In [13] it has been shown that “for 
the Multi-taper estimate, the probability of detection is 
increased when the SNR is increased.” As a result SNR and 
detection performance changes when the noise variance is 
considered constant but in reality it actually varies. Thus 
threshold is needed to be adaptive. In this paper we have 
simulated an adaptive threshold method in MATLAB to 
extract channel activity information from MSE estimated 
spectrum and found better detection decision compared to 
fixed threshold method while noise and signals have been 
considered to be changing randomly at every simulation time 
slot.  

A wideband spectrum sensing technique based on energy 
measurement in each sub-band has been proposed in [14] to 
improve the opportunistic throughput. In [15] another 
wideband spectrum-sensing technique were proposed, where 
each narrowband detection requires a down-converter, a 
periodogram estimator and an energy based threshold detector 
at different threshold level making the process complex. We 
propose to split a 6 MHz TV band into (6MHz / 200KHz =) 
30 conventional wireless channels from CRs usage perspective 
so that CRs can operate in TV bands within the interference 
temperature limit. It was found that sub-band detection is 
effectively possible from MSE estimated spectrum by the 
proposed method in this paper. We also propose to sense 
multiple TV bands simultaneously by MSE to increase CR 
throughput with acceptable increase in additional complexity  

Figure 1.  Impact of noise variance on (a) threshold, and (b) probability of 
false alarm. 

for every additional 6 MHz channel. Every additional 6 MHz 
channel provides 30 additional sub bands and thereby offers 
less blocking probability to the CR devices. Moreover in every 
TV band on detection of the presence or absence of TV pilot 
frequencies CRs can switch their operation betwixt underlay 
or interweave paradigms. 

The rest of the paper is organized as follows. Multi-taper 
spectrum estimator (MSE) has been explained in brief in 
section II. The system model for threshold adaptation 
technique, enhanced traffic handling by sub-band detection, 
and complexity rise due to multiple TV band sensing is 
presented in section III. Simulation results are discussed in 
section IV followed by conclusion in section V. Finally in 
section VI future work to improve the short comings of this 
paper has been mentioned. 

II. MULTI-TAPER SPECTRUM ESTIMATOR (MSE) 
MSE is essentially a multi-periodogram estimator. A basic 

periodogram spectrum estimator obtains an estimate of a 
discrete time signal, ሼݔሺ݊ሻ, ݊ ൌ 0,1, … … , ܰ െ 1ሽ, where ܰ is 
the total number of samples, as in 

 መܵ௣ሺ݂ሻ ൌ ห∑ ሺ݊ሻ݁ି௝ଶగ௙௡ேିଵ௡ୀ଴ݔሺ݊ሻݓ หଶ
. (1) 

When, ݓሺ݊ሻ ൌ ܿ ሺܽ ܿݐ݊ܽݐݏ݊݋ሻ, (1) is called a 
periodogram. When ݓሺ݊ሻ is not constant (1) is called the 
modified periodogram and ݓሺ݊ሻ is called the data window. 

The basic modified periodogram suffers from bias-
variance dilemma. MSE introduced by Thomson in [16] was 
implemented by Haykin in [4] to estimate spectrum for CR to 
improve this bias-variance dilemma. MSE is a Multi-
periodogram spectrum estimator where window functions ݓሺ݊ሻ in (1) are considered to be discrete prolate spheroidal 
sequences (DPSS) [17]. DPSS are also called Slepian tapers 
and have orthonormal property. The Slepian tapers expand the 
part of the time series in a fixed bandwidth ൫݂– ∆݂൯ to ሺ݂ ൅ ∆݂ሻ, centered on some frequency ݂, where ∆݂ is signal 
bandwidth. MSE uses ܭ Slepian orthonormal tapers to obtain 
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-periodograms, which are averaged to achieve the Multi ܭ
taper estimate. The process is as follows in brief: 

Let, ሼݔሺ݊ሻ, ݊ ൌ 0, 1, … … … , ܰ െ 1ሽ, be the discrete time 
signal whose power spectrum estimation (PSE) is required, ሼ݃௞ሺ݊ሻ, ݇ ൌ 0,1, … … , ܭ െ 1 ሽ, are the ܭ orthonormal Slepian 
tapers each of length ܰ, then PSE for each Slepian taper can 
be represented as in 

 ቀ መܵ௦௟௘௣ሺ݂ ሻቁ௞ ൌ ∑ ห݃௞ሺ݊ሻݔሺ݊ሻ݁ି௝ଶగ௙௡หଶேିଵ௡ୀ଴ , (2) 

where, ݇ ൌ 0, 1, … … … , ܭ െ ൌ ܭ ;1  ܰ∆݂ –  1 and ܰ∆݂ is 
the time bandwidth product. 

Averaging the outputs of the ܭ peridograms found by (2) 
the PSE of MSE is found by 

 መܵ௠௧௠ሺ݂ ሻ ൌ ଵ௄ ∑ ቚ൫ መܵ௦௟௘௣ሺ݂ ሻ൯௞ቚ௄௞ୀ଴  , (3) 

where, ݇ ൌ 0, 1, … … … , ܭ െ 1. 

III. SYSTEM MODEL 
In this section we propose and discuss the system model 

for threshold adaptation, and sub-band detection techniques. 
Block diagram of the adaptive threshold detector is depicted in 
Fig. 2. An analog to digital converter (ADC) convert the 
received analog signal by the antenna to discrete time signal to 
achieve ݔሺ݊ሻ. The DPSS generator in Fig. 2 generates the 
DPSS sequences to be used in the ܭ periodogram spectrum 
estimators. Mean of the ܭ periodograms are taken as threshold 
to adapt the threshold due to presence or variation in strength 
of noise and signals in the channel. The blocks indicated by ݉ܽݔሺܾݑݏ െ ܾܽ݊݀ ݅), where ݅ ൌ  1 to ܯ and ܯ is the number 
of 200kHz sub-bands finds maximum signal level at each sub-
band. Finally maximum signal level at each sub-band is 
compared to the adaptive threshold to find any free sub-band 
in the Observed TV band. Complexity and traffic analysis of 
sensing multiple TV bands simultaneously by the proposed 
model have also been presented. It can be seen from Fig. 2 
that from the MSE the estimated spectrum is passed to the 
threshold block and ܯ sub-band detector blocks. A maximum 
value of each sub-band is compared in parallel by ܯ 
comparators depending on the calculated threshold to extract 
any possibly active primary pilot or secondary user activity in 
the sub bands. 

A. Threshold adaptation and sub-band detection process for 
MSE 
We consider noise and signal to be Gaussian distributed 

and independent random process. Noise as well as its variance 
varies due to environmental disturbances and Tx-Rx 
electronics. Furthermore, number of simultaneously active 
channels also varies randomly and changes the mean and 
variance of composite signal and noise. As the estimated 
spectrum contains both signal and noise information, to find 
the available white or gray hole availability it is required to 
know the presence of the primary pilot and secondary signals 
into the TV sub-bands. Mean and variance of the output 
spectrum from MSE has been considered to estimate the  

Figure 2.  Block diagram of adaptive threshold detection from estimated 
spectrum of MSE. 

threshold at every run. In this method the threshold will vary 
as the noise and signal status at every time slot in the channel 
varies. 

Let us consider that we have ܮ samples of the estimated 
spectrum. The mean of the estimated spectrum can be found as 
in 

௦௡ߤ  ൌ ∑ ௌመሺ௟ሻಽషభ೗సబ௅  , (4) 

where, ߤ௦௡ ൌ ௦ߤ ൅  ௦ is the mean of the active signalsߤ ,௡ߤ
in different sub bands and ߤ௡ is the mean of noise. 

The variance of the estimated spectrum can be found as in 

௦௡ଶߪ  ൌ ଵ௅ ∑ ൬ መܵሺ݈ሻ െ ∑ ௌመሺ௟ሻಽషభ೗సబ௅ ൰ଶ௅ିଵ௟ୀ଴     

           ൌ ଵ௅ ∑ ቀ መܵሺ݈ሻ െ ఓೞ೙௅ ቁଶ௅ିଵ௟ୀ଴ ,  (5) 

where, ߪ௦௡ଶ ൌ ௦ଶߪ ൅  ௦ଶ is the variance of the activeߪ ,௡ଶߪ
signals in different sub bands and ߪ௡ଶ is the noise variance. 

If ܺ is a random variable representing the power at each 
frequency components of the spectrum and ߛ is the threshold 
then the probability that a frequency component has more 
strength than the threshold is given by, ܲݎሾܺ ൐ ,ሿߛ where, ߛ א
ℜ and ℜ is a set of real values. 

Let, η ൌ ఊିఓఙ , then, 

ሺܺݎܲ   ൐ ሻߛ ൌ ሺܺݎܲ ൐ ηߛ ൅  ሻߤ

                 ൌ ݎܲ ቀ௑ିఓఙ ൐ ηቁ 

    ൌ  ሺηሻݎܲ

      ൌ ܳ ቀఊିఓఙ ቁ, (6) 

where, ܳሺ. ሻ is the ܳ function given as, ܳሺݖሻ ଵ√ଶగ؜ ׬ ݁ି ೤మమ ஶ௭ݕ݀ . 

Thus with the use of (6) probability of detection, ௗܲ and 
corresponding threshold, ߛ is given as follows in 

 Pୢ ൌ Q ቀஓିµ౩౤஢౩౤ ቁ, (7.a) 

ߛ  ൌ .௦௡ߪ ܳିଵሺ ௗܲሻ ൅  ௦௡. (7.b)ߤ
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The probability of missed detection is given as follows in 

 ௠ܲௗ ൌ 1 െ ܳ ቀఊିఓೞ೙ఙೞ೙ ቁ. (8) 
And the probability of false alarm, ௙ܲ௔ and the corresponding 
threshold, ߛ is given as follows in 

 ௙ܲ௔ ൌ ఊିఓ೙ఙ೙ , (9.a)  ߛ ൌ ௡ܳିଵሺߪ ௗܲሻ ൅  ௡, (9.b)ߤ
where, ܳିଵሺ. ሻ is the inverse ܳ function. 

Using (4) and (5) the ߤ௡, ,௦௡ߤ ,௡ߪ   ௦௡ are updated toߪ ݀݊ܽ
adapt the threshold ߛ ൌ ௦௡ܳିଵሺߪ ௗܲሻ ൅  .௦௡ as given in (7.b)ߤ

B. Enhanced traffic handling capability of sub band detection 
As general voice and data services use 200 kHz band each, 

a 6MHz TV channel can be thought of as a combination of 
thirty 200kHz sub-bands from secondary user perspective so 
that on detection of any free sub-band CRs can switch their 
operation between underlay and interweave paradigms 
depending on the presence or absence of the primary pilot. 
Since this method will detect the presence of the signal in 
every sub-band, there is less probability to create interference 
to the primary not knowing its presence as the detection of 
primary or any secondary at all the sub-bands will force the 
CRs not to cross the interference temperature limit while any 
other CR or wireless microphone working in the area of 
observation.  

We consider that all the served and non-served CRs at the 
present time slot will continue its search for the possible free 
channel in the next time slot also and wish to access the 
channel again. Thus the process can be considered as a 
Binomial distribution. The probability that exactly m channels 
are found free and exactly m CRs get access among the total 
of ܯ CRs is given by the probability mass function: ܲݎሺܺ ൌ ݉ሻ ൌ ቀ݉ܯቁ ௠ሺ1݌ െ  ሻெି௠݌

for, m = 0, 1, 2, ..., M, where, ቀ݉ܯቁ ൌ ெ!௠!ሺ௡ି௞ሻ!. 
When spectrum holes are found some CR devices get 

access and others are dropped. In the next time slot if all the 
CRs bid with equal probability then the process is considered 
to have constant arrival rate. Erlang B formula can be used to 
analyze the blocking probability when a TV band is 
considered to be split into sub-band from CR perspective. 
Total numbers of sources are assumed to be infinite as served 
CRs keep bidding. For fair use policy holding time ݄ is equal 
to slot time. Blocking probability in such a lossy CR network 
is given by 

 ௕ܲ ൌ ,ܧሺܤ ݉ሻ ൌ ಶ೘೘!∑ ಶ೔೔!೘೔సబ , (10) 

where, ݉ is the number of free sub-bands, ܧ ൌ λ݄ 
Erlangs, λ = arrival rate and  1 ݄ൗ , is service rate. 

C. Complexity of Sensing Multiple TV band by MSE 
Multiple TV bands can be sensed simultaneously to 

increase CR throughput with minor increase in complexity by 
choosing only the suitable sampling frequency ௦݂ and thereby 
number of samples ܰ. As serial to parallel converter is 
common in all types of estimator we do not consider the 
complexity of serial to parallel converter. An FFT block 
requires ேଶ  ଶܰ complex multiplication, where one complex݃݋݈
multiplication needs 4 real multiplications and 2 real 
additions. On the other hand 1 complex addition requires 2 
real additions [18]. Thus complexity of each periodogram is 2ܰ ൅ ܰ ଶܰ real multiplications and݃݋2݈ܰ ൅  ଶܰ real݃݋3݈ܰ
additions. For ܭ orthonormal Slepian tapers we need ܭ 
periodograms and the complexity becomes, ܭሺ2ܰ ൅2݈ܰ݃݋ଶܰሻ real multiplications and ܭሺܰ ൅  ଶܰሻ real݃݋3݈ܰ
additions. Each periodogram provides ቀேଶ ൅ 1ቁ samples at 
their outputs and as we have ܭ periodograms, ሺܭ െ 1ሻ 
additions are required. So, ቀேଶ ൅ 1ቁ ሺܭ െ 1ሻ additions and one 

multiplication by ଵ௄ are required to achieve the MSE 
estimation. Thus the total complexity of MSE to sense 
multiple TV band is given as, ܭሺ2ܰ ൅ ଶܰሻ݃݋2݈ܰ ൅ 1ሻ real 
multiplications and ሺܭ ሺܰ ൅ ଶܰሻ݃݋3݈ܰ ൅ ቀேଶ ൅ 1ቁ ሺܭ െ 1ሻሻ 
real additions. 

IV. SIMULATION AND RESULTS 
Simulation was performed 10,000 times where each 

simulation indicates a time slot; a 400 kHz band whose lower 
and upper side frequencies are 101kHz and 500kHz was split 
into 20 sub bands each having 20kHz bandwidth. Multiple 
sub-bands were considered to be activated randomly and 
simultaneously. Detection process was performed for all the 
10,000 time slots. Probability of false alarm ݌௙௔ and 
probability of detection ݌ௗ is considered to be 0.1 and 0.9 
respectively. It can be seen in table I that among 10,000 
simulations accurate detection is 76.63%, false detection is 
18.27%, and missed detection is 5.10%. Detection 
performance at 100 simulation time slots has been shown in 
Fig. 3. From Fig. 3(a) it can be seen that for fixed threshold at 
different time slots, number of sub-bands detected busy are 
less than actually active sub-bands. Fig. 3(b) shows that the 
detection performance of adaptive threshold has better 
detection capability compared to fixed threshold method. Due 
to shortage of simulation resources a real TV channel cannot 
be taken for experiment but a 400 kHz band was chosen. In 
the experiment missed detection occurred 510 times with most 
of the active sub band channels detected, whereas only 1 or 2 
sub-bands were miss detected in all the aforementioned 510 
time slots as it can be seen in Fig. 4. As most of the active sub 
bands are detected correctly CRs will operate in the sub-bands 
with such transmission power to operate in underlay mode. On 
detection of absence of primary pilot CRs can switch their 
operation to interweave paradigm. 
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TABLE I.  CORRECT DETECTIONS, FALSE DETECTIONS, AND MISSED 
DETECTIONS IN 10,000 OBSERVATION TIME SLOTS. 

Detections Number of 
Observation Time slots In Percent 

Correct 7,663 76.63%
False 1,827 18.27%
Missed 510 5.10%
Total 10,000 100.00%

 
Figure 3.  Detection performance at 100 simulation time slots for (a) fixed 

threshold, and (b) adaptive threshold. 

 

Figure 4.  Active and miss detected sub bands at every time slot. 

From Fig. 5 it is evident that the blocking probability for 
CR decreases when a whole TV spectrum is seen as split into 
different sub-bands from CR perspective. Let us consider the 
sub-bands are to serve the CRs. A total TV band will be 
serving 30 CRs by 30 sub-bands simultaneously where CRs 
are considered to be infinite. (As served CRs may also request 
for a service in the next time slot.) By Erlang blocking 
probability formula we can see that if we view a TV band as a 
single channel from CR perspective then blocking probability 
is very high. Whereas blocking probability decrease as we spl-  

Figure 5.   Blocking probability decreases as the number of sub-bands to 
support CRs increases. 

 
Figure 6.  Complexity analysis of sensing multiple 6MHz TV band 

simultaneously. (a) Complexity to sense multiple TV bands, (b) rate of 
increase in complexity. 

it it into sub channels to be shared by 30 CRs simultaneously. 

Fig. 6 shows the complexity analysis of sensing multiple 
TV channels to increase CR throughput further by finding 
more spectrum resources simultaneously. We can see that 
complexity increases at a rate of 1.22% to sense every 
additional 6MHz TV band (compared to single TV band). We 
can increase throughput and decrease blocking to support CRs 
operation into the TV bands if we accept this minor increment 
in complexity. 

V. CONCLUSION 
In this paper adaptive threshold method has been 

employed to extract sub-band utilization information from 
MSE estimated spectrum. It has been found that threshold 
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adaptation improves the detection performance significantly in 
terms of probability of false alarm, probability of detection 
and probability of missed detection. It has also been shown 
that sub-band detection process increases the throughput and 
decreases the ‘blocking probability’ and the ‘probability of 
interference’ to the primary while providing more 
opportunities to CRs. In some time-slots most of the sub-
bands were correctly detected, however a few sub-bands were 
miss-detected or false-detected assuring the PU with less 
possible interference. Sensing multiple TV band 
simultaneously has been seen to be efficient in terms of 
complexity. Furthermore with sub band detection technique 
white or gray space can be detected. Pilot detection facilitates 
the CR to switch its operation between underlay or interweave 
paradigms. 

VI. FUTURE WORK 
Due to hardware limitation, real TV band processing 

algorithm may not be feasible. In future we plan to experiment 
the detection model for real TV bands. Optimal distribution of 
the detected free sub-bands from multiple TV channels also 
needs to be looked into. 
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Abstract— Cloud Computing (CC) is a new paradigm of utility 
computing and enormously growing phenomenon in the present 
IT industry hype. CC leverages low cost investment opportunity 
for the new business entrepreneur as well as business avenues for 
cloud service providers. As the number of the new Cloud Service 
Customer (CSC) increases, users require a secure, reliable and 
trustworthy Cloud Service Provider (CSP) from the market to 
store confidential data. However, a number of shortcomings in 
reliable monitoring and identifying security risks, threats are an 
immense concern in choosing the highly secure CSP for the wider 
cloud community. The secure CSP ranking system is currently a 
challenging aspect to gauge trust, privacy and security. In this 
paper, a Trusted Third Party (TTP) like credit rating agency is 
introduced for security ranking by identifying current assessable 
security risks. We propose an automated software scripting 
model by penetration testing for TTP to run on CSP side and 
identify the vulnerability and check security strength and fault 
tolerance capacity of the CSP. Using the results, several non-
measurable metrics are added and provide the ranking system of 
secured trustworthy CSP ranking systems. Moreover, we propose 
a conceptual model for monitoring and maintaining such TTP 
cloud ranking providers worldwide called federated third party 
approach. Hence the model of federated third party cloud 
ranking and monitoring system assures and boosts up the 
confidence to make a feasible secure and trustworthy market of 
CSPs.  

Keywords— Cloud computing,  cloud service  provider, trusted 
third party, cloud security ranking. 

I.  INTRODUCTION  
Nowadays, mobile devices are rapidly becoming a 

mandatory part of human life as this is the most convenient and 
easy way of communication tools. Mobile users experienced 
rich applications sense of various services from mobile 
applications, which run on the devices and on remote servers 
via wireless networks [1]. Virtualization, elasticity, on-demand, 
instant service and pay as you go through the internet are the 
main characteristics of CC.  Mobile Cloud Computing (MCC) 
can be defined as a rich mobile computing technology that 
leverages unified elastic resources of varied clouds and 
network technologies toward unrestricted functionality, 
storage, and mobility. Hence, it serves a multitude of mobile 
devices anywhere, anytime through the channel on the Internet 

regardless of heterogeneous environments and platforms based 
on the pay-as-you-use principle [2, 3]. MCC is an amalgam of 
three foundations, namely cloud computing, mobile computing, 
and networking [4]. 

MCC is a current IT buzzword and becomes a powerful 
trend in the development of IT technology as well as commerce 
and industry fields. For such business benefits offered by 
mobile cloud computing, many organizations have started 
building applications on the Cloud infrastructure and making 
their businesses agile by using flexible and elastic Cloud 
services. But moving applications and data into the Cloud is 
not very easy task. Many challenges exist to leverage the full 
potential that Cloud computing promises. These challenges are 
often related to the fact that existing applications have specific 
requirements and characteristics [5]. However, it is difficult for 
a new cloud customer to get the best secured CSP from the 
market. For some company owner, it is particularly important 
to find out the secured Cloud service provider from the market. 
This is a major problem for every user, especially those who 
are more concerned about data security and privacy from CSP. 
Our motivation is to help the new Cloud customer to find the 
most reliable and secured CSP in terms of security and trust 
through a secured ranking system. 

Due to the massive diversity in the available Cloud 
services, from the customer’s point of view, it has become 
challenging to select whose services they should use and what 
is the base of their choice. Presently, there is a lack of  
frameworks that can permit customers to evaluate Cloud 
offerings and rank them based on their ability to meet the 
user’s Quality of Service (QoS) and security requirements. In 
this work,   a secure Cloud service provider ranking system and 
a mechanism that measure the secured Cloud services are 
proposed which can make a major impact and will craft a 
healthy competition among Cloud providers to satisfy their 
Service Level Agreement (SLA) and improve their QoS and 
trustworthiness [6]. Hence, we feel strong requirement of a 
ranking system by which  a new cloud customer  can identify 
his/her needs and take the calculated risk of  business data 
before handover  to some unknown cloud service provider in 
cyber space. Our objective is to run the cloud service provider 
and the new cloud customer and maintain the smooth trust and 
provide them a tool that can verify and ranked the Cloud 
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service provider. With these ranked results new  cloud 
customers justifies the business needs in terms of security and 
reliability which cloud service provider is the best option. This 
ranked system which provided by the trusted third party, will 
provide more confidence and validity among the mobile cloud 
market. 

New cloud customers can independently make decisions 
without any cloud broker which is a significant feature of this 
model. Moreover, making this TTP model more synchronized 
and robustly in worldwide a TTP monitoring system is 
proposed that provide higher confidence and wider 
acceptability of ranking system homogeneously and impartially 
worldwide. We advocate these proposed tools and model have 
a viable business needs  and the proposed TTP monitoring 
model is a feasible business solutions model for mobile cloud 
computing community. 

This paper highlights CSP security aspects and   how to 
ensure of these in mobile cloud user’s perspective. We propose 
a conceptual security vulnerability measuring automated model 
for ranked the cloud provider authenticity and reliability such 
as issuing certificates which  help the new cloud customer to 
evaluate the best CSP in the market. The conceptual model 
contains   a monitoring of TTP to protect cloud users rights and 
cloud provider’s security. The regions are divided and 
employed federated monitoring approach globally. Federated 
TTP monitoring assures the same service and more 
interoperable among TTP worldwide.   

 This paper is organized as follows: Section 2 discusses 
related work, Section 3 introduces the proposed model with 
flow charts, and explains  ranking system and finally  Section 4 
provides the conclusion. 

II. RELATED WORK 
A personalized cloud component ranking for different 

designers of cloud applications, and proposed a QoS driven 
component ranking framework for cloud applications by taking 
advantage of the past component usage experiences of different 
component users. Again several resource provisioning policies 
can be used to extend the capacity of a local cluster by 
leveraging external resource providers, as well as reduce the 
cost by using the Spot Market. Using the indicator as one of the 
main SLA parameters to determine who is responsible for the 
violation of the revenue or profit parameters were proposed 
and explained by M. Alhamad et al. [7]. A proposal of a set of 
cloud computing specific performance and quality of service 
(QoS) attributes, an information collection mechanism and the 
analytic algorithm based on Singular Value Decomposition 
Technique (SVD) to determine the best service provider for a 
user application with a specific set of requirements were 
proposed by H. Chan et al. [8]. The SMICloud model was 
proposed by S. K. Garg et al. [9] which let users compare 
different Cloud offerings, according to their priorities and 
along several dimensions, and select whatever is appropriate to 
their needs. An analytical Hierarchical Process (AHP) based 
ranking appliance was proposed which can calculate the Cloud 
services based on different applications.  

III. CONCEPTUAL MODEL OF FEDERATED CSP  
RANKING   SYSTEM (CMFCSPRS) 

We consider the following scenario for explaining our 
model. 

Consider a scenario of a new cloud customer; say a 
company owner or manager is considering adopting cloud 
facility for the company. Main priority and mandatory 
condition is to protect company data security and privacy. The 
manager can see lots of cloud service provider in the market 
but not adequate   guidelines to adopt the best secured cloud 
service provider for an organization. New cloud customer 
needs the security and trust certificate or report of these 
providers for making a decision to choose the right provider in 
terms of reliability, security and trustworthiness. So, clearly 
security issues are the most significant issue which is impeding 
the growth of mobile cloud computing [10, 11]. However,  few 
ranked systems are available in service provisioning or 
performance issues but not adequate cloud service provider 
security ranking system is currently available. 

Mobile Cloud Service Providers: Mobile Cloud service 
providers are the entities who own the cloud infrastructure and 
provide cloud services for consumers. The design and 
implementation of cloud provider infrastructure and price 
models are outside the scope of this paper. 

Security Metrics: To know what to measure, how to 
measure and communicate those metrics which can help us to 
improve security's efficiency, effectiveness and standing in the 
business perspective. The generated metrics will provide an 
initial baseline to ensure achieving the targeted goals, which 
will evolve over time according to particular business needs 
and information security risk aspect. 

Attack Vectors:  Attack vectors are normally routes or 
methods used to get into computer systems, usually for evil 
purposes. They take advantage of known weak spots to gain 
entry. Many attack vectors take advantage of the human 
element in the system, because that's often the weakest link. 
Mainly, it refers to any methods of attacks chosen by hackers 
to identify weak points or vulnerability on the client or server 
end of a network for engineering defects in the user system in 
order to infect or achieve control over system resources. 

In fact, by considering several security issues [12-15] we 
found obvious to need some sort of monitoring, assurance and 
trust which not only come from the Cloud Service provider  but 
also from a trusted third  party. So, Trusted Third Party and 
security ensuring features together provide  trust among the 
cloud community as a whole. Figure 1 shows the conceptual 
model of CSP ranking system. 

A. Assumptions 
 In this conceptual model, several assumptions should be 

considered as follows: 

• Like credit Rating company, TTP must maintain the 
trust and reliability. 

• TTP should have enough resources to provide for 
processing and executing their own work. 
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• TTP must be maintained and regulated by strict laws, 
regulations and transparent policies. 

• Both TTP and CSP mutually agree before executing 
the software penetration  test. 

• Considered as CSP provide SaaS, PaaS and IaaS of its 
own. 

• TTP is responsible for collecting non measurable 
metrics from trusted source and process this 
information for ranking results. 

• A new cloud customer looking for security and trust 
certificate should pay to the third party to see the 
ranked results and use their services. 

B. Conceptual Model of Federated CSP ranking system  
In this section, our model is explained and provides each 

step explanations. Firstly, a TTP engages to provide a ranking 
system of secure cloud service providers. A conceptual 
software scripting model which is executed by TTP in the CSP 
side to collect measurable security metrics.By using attack 
vectors every attempt of security breach is counted as a metric 
and weighted into numbers. Then the TTP is responsible for 
accumulating several non measurable metrics from different 
reliable sources and weighted it as a corresponding number. 
After software scripting, TTP collects several measurable 
security metrics and send back to the TTP authority and by 
adding both measurable and non measurable metrics, TTP 
provides a security ranking system. The Ranking systems 
publish on the TTP website with self-explanatory guidelines 
and ready to use for new cloud customer. Paying a prescribed 
fee new cloud customer can easily make the decision to choose 
the best secure cloud service provider for the company from 
available CSPs of the market. In addition, finally, in order to 
increase the authenticity and acceptability of TTP globally, 
TTP conceptual worldwide federated monitoring system is 
introduced for monitoring and justify the ranking system 
acceptability. 

C.      Automated  security checker software penetration  by 
the TTP   to CSP 
For addressing security issues, a TTP is engaged which is 

accountable for the reliable, safe and secured cloud service 
provider and ensured the privacy and security.  

Hence, a conceptual software scripting model is proposed 
for the TTP to help to monitor and check the security strength 
of the CSP side security system. In addition, we advocate a 
simple methodology that includes top threats like denial of 
services, side channel attack, encryption, log on, and other 
measurable required parameters embedded into the software to 

run into the cloud provider side with both party mutual 
agreements.  

However, a trusted third party will test several predefined 
security and vulnerability  criteria of the Cloud Service 
provider by automated software scripting. This security 
element of measurable criteria or factors are mentioned 
security metrics attack vectors (S). This software will run into 
Cloud Service provider end and equipped with the latest 
security issues and try to penetrate the service provider security 
defense. Then, the return results of successful or unsuccessful 
attempts will analyze by measurable statistical methods and 
provide the ranking system of the security strength of CSP to 
the TTP. 

Moreover, TTP should collect other non-measurable factors 
such as: previous down time, user feedback, provide input of 
other non-measurable criteria or metric (F) as a value or metric 
to give the result in a number or numerically. In addition, 
influencing factors such as the location of CSP,  platform, 
hardware, infrastructure, elasticity, service provisioning, hiring 
human resources, company policies, maintaining standards of 
SLA and previous downtime, customer satisfaction records are 
should be considered. A detailed flowchart is provided in Fig.2 

Furthermore, automated TTP security checker software run in 
the cloud service provider side and provide a result. All sorts of 
securities will be trying to break by the TTP attack vectors 
automated software scripting. The security metrics help the 
TTP to issue certificates of the secured cloud service provider. 
Finally TTP calculate a security ranking by adding S+ F and 
provide a numerical value and publish to the TTP website. The 
website should be self-explanatory about ranking system and 
provide the numerical result descriptions regarding ranked 
results. Hence, new cloud customer   easily interprets the 
ranked results and understands the security and vulnerability of 
a specific CSP security strength. 

The interaction among the cloud customer, TTP and CSP is 

provided with a sequence diagram as shown in Figure 3. 

D. Algorithms for Ranking Systems 
 

We provide two algorithms and both are are explained here. 
Pseudo code 1 explains the calculating procedure of security 
metrics S and  Pseudocode 2 describes the final calculation of 
ranking results, R. Figure 2 shows the flow chart of the 
system. 
 
 
 
 

 Figure 1.  Conceptual Model of  CSP  ranking system
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 Pseudo code 1: Calculating Security metrices S  
 
1       /* Calculate Security metrics S */ 

2        Initially S=0; 

3      /* Negotiate with CSP side from TTP to network            

and connection setup */ 

4      While connection setup =0 do 

5       connection setup=1; 

6       end ; 

7     /* Software scripting try to break the security of          

8       CSP side . Here, I is the several numbers of top                     

9    threats defined and included in TTP software 

9       Scripting */ 

10   While I ! = 0 do  

11 /* Exucucute the specific software coding to test the     

strength or defense mechanism of CSP */ 

10     If successful to break the specific security, S=S+1;  

12      endif ; 

13  end ; 

14     /* Finally send the Security metrics S to the TTP*/  

15      Send S to TTP 

 Pseudo code 2: Calculating Final Rank R  
 
1   /* Collect the non-measurable metrics (F) from  reliable 

sources and input by the TTP*/  

2   Get the input F;  

3   Get the input R /* As collected by employing Pseudo     

code 1 by TTP */  

4    Final Rank, R=S+F;  

5    Published the Rank result, or to the TTP website 
 

E. Federated TTP Monitoring   Model 
We propose a conceptual design of Trusted Third Party 

monitoring system model by considering dividing the whole 
world in several regions. In every region several TTP will 
engage to provide ranking system and each region is monitored 
and coordinated by a Regional Third Party Monitoring Agency 
(RTPMA) and they will monitor all the Trusted Third Party in 
that specific  region. For ensuring more transparency, trust, 
reliability and homogeneity another layer of monitoring is 
introduced. This layer of monitoring is named as International 
Cloud Monitoring Agency (ICMA) which will monitor these 
RTPMA. The total system, as a whole is named as Federated 
Third party Cloud Monitoring System. 

 
Figure 2.  Flow Chart of Security Ranking system 

So, the entire Regional cloud agency will be centrally 
monitored by ICMA which can be named as Federated cloud 
monitoring and this can be initiated and formed by IEEE or 
other technological or business consortium   to provide trust, 
security and homogeneous cloud service facilities globally. 
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Conceptual model of federated Third party cloud monitoring is 
shown in Fig. 4.    

F. Advantages:  
In this section, the benefits and advantages of CMFCSPRS 

model are explained: 

• Our proposed model provides an easy and convenient 

way to find a secure CSP by rank system 

• The interpretation of ranking system is easy so 

customer can evaluate the ranked result for TTP 

website and interpreted themselves.  

• No need of any brokerage or other help to find desired 

CSP. 

• This rank system conceptually monitored by different 

layer of supervision and monitoring which ensures the 

homogeneity of rank system worldwide. 

• Unavailability of one TTP will not be a problem since 

multiple TTPs will work in one region. 

• Our proposed model ensures a new customer to adopt 

best secured cloud from the market. 

 
 
 
 
 
 

 

 
Figure 4.   Conceptual model of Federated TTP monitoring 

IV. CONCLUSION 
In this paper, we identify and highlight the CSP side security 
issues and tolerance of security strength by employing and 
introducing TTP which provide us CSP ranking system. To 
the best of our knowledge, using attack vectors to protect and 
ensure customer interest and confidence by issuing security 
ranking systems to select secure CSP is the first time in MCC.  
First, TTP uses automated software scripting to check security 
vulnerabilities in CSP side by running  software scripting to 
break the security strength of the CSP. Therefore,  considering 
several non-measurable metrics such as customer satisfaction, 
previous down time, location etc. factors, TTP announce a 
secured CSP ranked system in their website. We compare this 
TTP Cloud provider ranking system like as a credit rating 
agency. The deployment of TTPs is divided by region wise 
and then again extends up to worldwide or globally, which can 
be called as federated TTP cloud monitoring system. 
Moreover, TTPs are monitored by RTPMA and RTPMA are 
monitored by ICMA. Furthermore, our proposed conceptual 
model  provides confidence to the new cloud customer to select 
the best cloud service provider in terms of security and trust. 
So, we envision a strong business feasibility of this model. 
Thus proposed Conceptual Model of Federated CSP Ranking 
System (CMFCSPRS) ensures enhanced and additional 
security in the MCC arena.                      
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Figure 3.  Sequence diagram of CSP security checking 
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Abstract—Geospatial information is fast becoming a key data
resource for a locality or country around the world. In recent
years there have been major innovations in location based ap-
plications. Geographic Information Systems (GIS) are helping all
spheres of science. It is spawning new public services, helping de-
velopmental planning with unprecedented precision and playing
vital role in national resource management. Unfortunately how-
ever, until now there is no good publicly available comprehensive
Global Positioning System (GPS) data for Bangladesh. This is the
case also for many under developed localities around the world.
Obtaining comprehensive GPS data is expensive. One interesting
phenomena in many of these localities is the proliferation of
smart phone devices, many with GPS sensors due to 3G network
expansion in recent years. In this paper, we present a pilot study
where these low cost devices. It can be used to potentially build
GIS databases at national scale. We have designed and developed
a mobile application for GPS data collection with the help of
crowd. Indeed if such data is publicly available many advanced
and comprehensive application are possible. Therefore we have
recorded the GPS data of Patuakhali municipality road as a
test case. Then we have further demonstrated its application in
analyzing the road structure of Patuakhali municipality using
this comprehensive GPS data. The analysis will help to predict
the difficulty and costing for similar type of area mapping.

Keywords—GPS information, crowdsourcing, location based
application, GPS sensor, smart phone.

I. INTRODUCTION

A modern GIS is a system designed to capture, archive,
manipulate, analyze, manage, and present all types of d ata
in association with geographical location. Though it started
with cartography with main application in geography, mod-
ern database and computing technology has transformed it
enormously. Under the broader domain of geo-informatics,
GIS along with GPS supports and delivers information to
application developer, environmental managers and the public
[1]. It is a powerful software technology that links unlimited
amount and type of information to a geographic location.
Today one of the main thrust of GIS is to map the road network
objects.

The GIS data can be collected in many ways [2] ranging
from control of the field survey, aerial photogrammetric, digital
mapping, conversion of existing maps to digital files, selection
of data and attributes, digital ortophotos, remote sensing, ver-
ification and correction of existing data, modification of data
obtained by others sources. Numerous GIS software such as
ArcGIS [3], GRASS (Geographic Resources Analysis Support

System) [4], MapWindow GIS [5] are used today for geospatial
data management and analysis, image processing, graphics and
maps production, spatial modeling, and visualization.

The essential technology that helps GIS information to
be correlated with graphical location data is the satellite-
based GPS. The US system is made up of a network of 24
satellites placed into orbit by the U.S. Department of Defense
launched initially for navigation. In 1980s, the US govern-
ment made the system available for civilian use [6]. Using
GPS receiver device, one can find out his three dimensional
position, velocity on land, sea, and airborne round the clock
in all weather, anywhere in the world. It can work with high
precision and has accuracy better than other radio-navigation
systems available today. Todays GPS receivers are extremely
accurate due to their parallel multi-channel design. Russia
operates the GLONASS (Global navigation satellite systems)
satellite network for GIS information.

There are however other radio methods. Localization can
be measured either via multilateration of radio signals between
three or more radio towers of the network and the phone. Cell
tower triangulation, for instance, is the form of geolocation
for mobile device. These alternate location tracking technology
often provides better results in urban areas and less precise in
rural areas.

Today, there are almost unlimited types and varieties of
GIS applications. The innovative applications includes zoning
and land use planning, crime prevention, natural resource man-
agement, demographic analysis, disaster management plan-
ning and recovery, public health and healthcare access, tax
assessment and collection, parks and open space planning,
transportation and public transit planning, and historic preser-
vation etc. In addition, location-based applications can provide
interactive services to their customers based on the knowledge
of their current positions. Examples of these services include
continuous live traffic reports, point of interest finder (Where is
my nearest fast food restaurant), and location-based advertising
(Send e-coupons to all cars that are within two miles of my gas
station) [7]. The growth rate of the location based application
users is shown in Fig. 1.

Availability, quality of GIS information and their users vary
drastically depending on localities and countries. A December
2010 study [8] shows that, 70% users are from highly devel-
oped countries (US-71%, UK-81%, Germany-69%, Canada-
62%, and Japan-67%) are using the GPS based applications
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Fig. 1. Mobile location-Based Service (LBS) Users Worldwide.

for traveling. On the other hand, GPS data of rural areas are
not publicly available by online map providers [9],[10] in many
parts of the world. India has street view GPS map nearly for
4,787 cities collected by a private venture. Not only that, even
where some rudimentary coverage is available, details of the
divisional cities are not well mapped yet. Often few of the
main roads are mapped using satellite image digitization and
GPS survey. Many are proprietary and thus this data are not
available to the application developers under any easy term. In
reality, GPS data is a major obstacle.

This focus of this pilot project is to explore how the
complexity and various costs can be minimized to develop
the GIS database using mobile devices. As part of this, we
have developed an android based mobile application (app) for
GPS data collection with crowdsourcing. The crowdsourcing
approach has the potential to allow a locality to populate
GPS data of vast area in short time with manageable cost.
Consequently, online community can be involved to upload
the GPS data from their place of interests (POI).

As part of experiment, we have mapped the municipality of
Patuakhali, southern district of Bangladesh, using GPS data.
The area of the municipality is 32.36 Sq.Km. (Core Area-
19.41 Sq.Km & Fringe Area-12.95 Sq.Km) shown in Fig. 2.
We have recorded the road types, length, and width as tagged
featured data. Then we have analyzed the road length, type,
distribution, and density based on the GPS data. Different type
of road distribution require specific surveyor, data accuracy and
travel charges. This pilot analysis can help predicting mapping
issues for other areas of similar in future.

The rest of this paper is organized as following. The
Section II provides the state of the art. The mobile application
development process and GPS data collection methodology is
illustrated in the Section III. The analysis on the collected
GPS data is illustrated in the Section IV and finally, Section
V summarizes the project findings.

II. PROBLEM STATEMENT

Indeed, there are few large GPS road network databases
available online. Third party like Google, Bing and Yahoo
are providing some online maps. But their mapping cover-
age is extremely sparse for developing countries including

Fig. 2. Location of Patuakhali district in Bangladesh.

Bangladesh. These maps only have the main roads of urban
areas. The branch roads and lanes are utterly insufficient. The
rural area roads are completely absent, whereas countries like
Bangladesh are predominantly rural. Also, the feature data
of the road structure is inadequate. But there is enormous
potential use of GIS applications by villagers. As an illus-
tration, GIS applications can be envisioned for crop disease
detection and immediate response. In the remote location, if
the farmer observes the crop infection then they can capture the
picture of the diseased crop and upload it to specialist website.
The experts then not only can advise the farmer but various
control measures can also be launched. If several farmers
from same vicinity are facing similar crop contamination then
the respective authority and researchers can be notified for
immediate response. It is also extremely useful in development
planning and maintenance of rural infrastructure. It is also
useful by many non-governmental organizations (NGO) who
are involved in various development services.

A. Related works

In Bangladesh, the first GPS based GIS mapping reportedly
started in 1991 following the major floods of 1987 and 1988
as part of Flood Action Plan (FAP) project. It made limited
use of GPS data mainly for geo-referencing and registration
of satellite images with existing maps at national levels.
Such pioneer mapping projects however didn’t cover the road
structure.

In Bangladesh, Local Government Engineering Department
(LGED) [12], [11] is believed to have the most detailed
map base for roads in civil domain. LGED maps are on
geographic coordinate system. LGED has attempted to map
local road of Upazila and Union level since 1998 using
traditional survey. They have used old system of surveyors
armed with GPS devices. Unfortunately, the dataset is riddled
with incompleteness and inaccuracies. During previous data
collection, there were many situations where GPS surveyors
had cancelled visiting of many regions below the level of
Union and Upazila (administrative units in Bangladesh). These
would be due to weather condition, vehicle problem or to
cut the expenditure or due to lack of time, etc. In many
such instances, surveyors inserted planned roads by drawing
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it directly on the computer map editor. Finally these were
uploaded onto LGED-GIS archive. LGED has also collected
road data from Roads and Highways Department (RHD) of
Bangladesh. Significant part of its GIS data for old roads
have been derived using digitizer and sometimes drawing in
ArcView software.

Todays LGED field engineers are facing these anomalies
while trying to use the data. Often they observe mismatch
between actual road length and coordinates from the archived
GPS data. LGED has undertaken recent initiatives to address
some of these problems. In the current GIS archive, LGED
too has limited number of branch roads, lanes in the villages.
In addition, tracks through the forest, cultivation land, and
shortcut communication ways are very few in their map. They
couldn’t cover all the municipality and city corporation area
map. Again, these LGED data despite their insufficiencies are
not accessible for other application developers. Only some raw
image maps are provided into public domain. This prevents any
possibility of advanced geographic analysis or GIS application.
Generally speaking, no comprehensive GPS mapping data is
available for Bangladesh. Few other agencies have partial data
specific to their need.

Among the international initiatives Open Street Map
(OSM) [9], a notable attempt, is trying to give solution for
free mapping data. Many projects have been benefited by the
OpenStreetMap in the recent year. For example, the MapKibera
project [14] and WikiProject Haiti [13] that shows conspicuous
success during emergency.

In Bangladesh, there is already demand and user awareness
for the location based application regarding public health
sector, disaster response and management, helping the disabled
people, transportation, pathfinder for the volunteers, tourism,
and research [15]. In 2010, OpenStreetMap foundation donated
few GPS devices to BUET students. Later few more devices
are sent to CUET students. BUET uploaded road traces of their
campus and few different places in the capital city of Dhaka
and few locations outside Dhaka district in Bangladesh. Their
mapping interests are hindered by verities problem like GPS
device unattainability, lack of technical knowledge of GPS
devices, problem of GPS data transmission, and deficiency
of location based application development. The system we
propose in this paper seems to be one of the first mobile
platform based GPS information collection demonstration at
scale.

B. Research challenges

Mapping of vast rural and semi-urban areas of Bangladesh
including all types of roads to achieve the goal, in particular
with specialized GPS device and conventional surveyor team
will face several challenges. Some of these are illustrated in
the following.

(1) Manpower: The manpower should be motivated,
trained and managed for data acquisition. GPS data
recording, POI selection, rout creation, data transfer,
and data testing are the fundamental steps in this
management system.

(2) Privacy and security: There are many concerns about
privacy during data collection. Neighborhood people
are often apprehensive about the effort and ask around

Fig. 3. Mobile application development processes.

Fig. 4. Android based mobile application screenshot.

the GPS data collector with many peculiar inquiries
that makes the surveying awkward in the street.

(3) Data accumulation: The surveyors may have to travel
different remote places for data collection. So, the
GPS data should be recorded and saved safely. In
addition, data should be accumulated from each re-
gional user perfectly.

(4) Waypoint mapping: Recording the waypoints names
and other meta-data can be cumbersome. This method
increases the time and irritates maximum number of
GPS users.

(5) Data accuracy: The accumulated data can be wrong
due to the lack of GPS users technical experience,
GPS signal strength, data transfer problem, and
wrong identification of location name etc.

III. GPS DATA COLLECTION METHODOLOGY

Todays most smart phone devices have GPS chip and allow
one to trace an area using satellite signal. These phones also
allow programmable apps. We have designed a crowdsourcing
focused mobile application. The architecture of the system is
shown in Fig. 3. The developed mobile app based on this
flowchart is shown in Fig. 4. There are select few configuration
parameters. If activated, the GPS data collection frequency is
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Fig. 5. Distance between two abut GPS traces recorded by Garmin and
mobile application.

taken as input from user. The smart mobile phone record GPS
data at very high frequently when it is turned on. For this
reason, it needs to be configured at start for power and data
efficiency. The users are allowed to choose one option from
low, medium and high frequency. GPS data will be recorded
fast when the user is moving on motor vehicle. Again, the
user walking on foot should select low frequency to collect
GPS data moderately. Afterwards, the value regarding name,
type and width of the road can be inserted with waypoint
information in this application. For quick data collection,
user can capture image of waypoint without writing the POI
information in the mobile application. The GPS data of road
and waypoints are saved in the mobile memory pressing submit
button. In addition, the GPS data are uploaded automatically
from the users mobile to the predefined website when certain
amount of data are recorded. If the internet is unavailable
during GPS data transmission then the GPS exchange format
(GPX) file is kept inside the memory to upload later.

This mobile application can perform almost all major tasks
of a GPS device [16] and indeed can support additional func-
tionalities. On trial basis, the mobile application was handed
out to the smart phone users after a training and motivation
session. To try out the crowdsourcing approach, the mobile app
is used by the students of Patuakhali Science and Technology
University (PSTU) and more importantly few local residents
of Patuakhali districts. Inspired by the advantages of mobile
app they have collected their own regional GPS data using
the mobile application. To verify the technical accuracy of the
mobile GPS traces, we have tested out the data with traces
captured by Garmin GPS device. Fig. 5 plots the differences
between these two traces. Plotting both GPS traces, we found
that the average difference to be +/- 1.62 meter, variance is 1.21
meter. The pick distance recorded was 6.28 meter. Maximum
difference is recorded between Mobile and Garmin traces when
the GPS signal strength is not adequate. This seems to be
the well within the margin of typical human errors. Now
we describe the advanced and the customized road structure
analysis that was possible using the traces.

IV. PATUAKHALI ROAD STRUCTURE ANALYSIS
USING GPS INFORMATION

We have recorded five types of roads during the mapping
of Patuakhali municipality. The roads are classified by Gov-
ernment as Bituminous Carpeting (BC) and Roller-Compacted
Concrete (RCC), Haring Bone Bond (HBB), Brick Flat Soling

TABLE I. ROAD DISTRIBUTION OF PATUAKHALI MUNICIPALITY.

SL Road Type Length (Km)
1 Dirt Road 2.75
2 BFS Road 1.12
3 HBB Road 6.89
4 RCC Road 31.54
5 BC Road 42.36

Total: 84.67 Km

Fig. 6. RCC and BC road distributions in the Patuakhali municipality area.

(BFS) and dirt road. Launch ghat is identified as the city
center (central business district) since this riverine municipality
grew based on this location. Extensive commercial places are
situated near the city center. Schools, colleges, administrative
offices, clinic, hospitals are situated further away. Residential
area, public and private organizations are limited in close
proximity of city center. Wider paved roads are connecting
these establishments to the center point. Comparatively narrow
paved roads are used as branch road and lane. The branch
roads and lane have connected the residential areas to the main
communication way of the municipality.

We also observed that different types of streets have various
width and lengths (Table I) in the municipality according to the
recorded GPS data. The captured data is presented in the Table
I. About 85 Kilometer GPS road data is traced in Patuakhali
municipality. It is interesting to note that the widths of some
the roads are found to be non-standard. Normally roads are
supposed to follow government standard and municipality
recognized width. For example, 7.32, 5.50, 3.7, 3.0 meters are
standard sizes mentioned by LGED and RHD. However, 6.10,
4.58, 2.44, 1.25 and 1.00 meter spacious roads are also visible
in the municipal area. It seems local municipality has indeed
extended the width of urban and sub-urban area roads further
especially for the newer roads- possibly based on availability
of fund and deter encroachment.

In the municipal area, maximum length of road is made
of bituminous carpeting (42.36 Km) having divergent size.
Secondly, many RCC roads are also found (31.54 Km). In
addition, 10.76 Km dirt, BFS, and HBB roads have been
recorded. 3.00 meter is a pivot width because RCC roads
are plentiful up to this range. Again, adequate numbers of
BC roads have 3.00 meter or more wide (shown in Fig. 6).
Current municipal authority is rebuilding and developing new
RCC road instead of BC streets to withstand the local weather.
Patuakhali has high rainfall as well as salty climate. For this
reason, more of RCC roads are caught in sight here. During
this same conversion roads are also widened. These are the
6.10 meter wide roads noted- which were not in record in
previous databases. We also found almost no roads below
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Fig. 7. RCC and BC road distributions in the urban area of Patuakhali.

TABLE II. DIFFERENT ROAD TYPES-LENGTH(METER) IN URBAN
AREA.

Width(meter) Dirt BFS HBB RCC BC
1.00 47.5 0.0 0.0 271.4 0.0
1.25 0.0 0.0 0.0 192.8 0.0
1.83 330.9 289.9 319.1 4101.0 0.0
2.44 20.0 0.0 0.0 2447.0 116.0
3.00 0.0 0.0 30.0 6702.0 1726.0
3.70 0.0 0.0 0.0 416.0 973.7
4.58 0.0 0.0 0.0 869.3 3891.0
5.50 0.0 0.0 0.0 0.0 3734.0
6.10 0.0 0.0 0.0 2366.0 421.0

1.83 meter. Presently, the municipal authority does not allow
building RCC roads below 1.83 meters. So, 4.58 meter width
RCC streets are noticeable in the municipal urban area. But,
short distance of 1.00 and 1.25 meter wide RCC roads are still
alive in Patuakhali since these were built a decade ago.

Patuakhali municipality area is subdivided into three re-
gions for our analysis. Launch ghat (river port) is taken as
the city-center. Two circles were drawn and approximately the
halfcircles (of the city side of the river were zoned). Zone
within a radius of 1.25 km is defined as urban area. The zone
from 1.25- 2.6km radius is considered as sub-urban area. Rest
of the municipality region is identified as rural area. Patuakhali
municipality area is subdivided into three regions for our
analysis. Launch ghat (river port) is taken as the city-center.
Two circles were drawn and approximately the halfcircles (of
the city side of the river were zoned). Zone within a radius of
1.25 km is defined as urban area. The zone from 1.25- 2.6km
radius is considered as sub-urban area. Rest of the municipality
region is identified as rural area.

Fig. 7, 8 and 9 shows the road classifications of these areas.
In the urban section, RCC and BC roads have been expanded
highly than other types. The length of RCC road is recorded as
17.37 Km. In addition, 10.86 Km bituminous carpeting roads
are established in the same area shown in Fig. 7. RCC roads
are plenty in length than BC road because they are rebuilt on
BC road and made it wider in urban area. Very limited number
of brick made (HBB, BFS) road is recorded here. In addition,
BC road below 2.44 meter breadth were not found in the GPS
description shown in Table II.

In the sub-urban area, dirt road, BFS, HBB, RCC and
carpeting roads are recorded but in different ratio. Here we
have observed many BC roads than the RCC roads. Apparently
the municipal authority didn’t change the material when it
rebuilt the street. Here many roads are newly developed using
bricks that are presented in the Fig. 8. Again, dirt roads are

TABLE III. DIFFERENT ROAD TYPES-LENGTH(METER) IN SUB-URBAN
AREA.

Width(meter) Dirt BFS HBB RCC BC
1.00 1074.0 21.5 0.0 50.0 0.0
1.25 176.9 0.0 0.0 705.5 0.0
1.83 141.8 212.9 0.0 4067.8 0.0
2.44 365.3 404.6 0.0 1303.9 101.0
3.00 0.0 0.0 5610.0 3814.3 6007.0
3.70 0.0 0.0 0.0 2292.9 6566.0
4.58 0.0 0.0 0.0 0.0 2132.0
6.10 0.0 0.0 0.0 0.0 1300.0
7.32 0.0 0.0 0.0 0.0 1760.0

TABLE IV. DIFFERENT ROAD TYPES-LENGTH(METER) IN RURAL
AREA.

Width(meter) Dirt BFS HBB RCC BC
1.00 0.0 0.0 0.0 188.0 0.0
1.25 268.0 0.0 0.0 453.0 0.0
1.83 341.2 0.0 0.0 0.0 0.0
2.44 0.0 200.0 930.0 1198.0 0.0
3.00 0.0 0.0 0.0 0.0 1350.0
3.70 0.0 0.0 0.0 100.0 6472.0
4.58 0.0 0.0 0.0 0.0 1462.0
5.50 0.0 0.0 0.0 0.0 0.0
6.10 0.0 0.0 0.0 0.0 513.0
7.32 0.0 0.0 0.0 0.0 4040.0

Fig. 8. Road distributions in the sub-urban area of Patuakhali.

created by mud, sand, silt, and rubbish to make it useable year
round. Here, dirt roads as well as brick roads are made up to
3.00 meter wide. One A-category (7.32 meter wide) road was
found in the sub-urban area. It has connected the city to the
national highway. The length of different road types of sub-
urban region is shown in Table III. We found there is not
much narrow BC roads nor wide-expansive RCC roads are in
sub-urban areas. In the sub-urban area, dirt road, BFS, HBB,
RCC and carpeting roads are recorded but in different ratio.
Here we have observed many BC roads than the RCC roads.
Apparently the municipal authority didnt change the material
when it rebuilt the street. Here many roads are newly developed
using bricks that are presented in the Fig. 8. Again, dirt roads
are created by mud, sand, silt, and rubbish to make it useable
year round. Here, dirt roads as well as brick roads are made
up to 3.00 meter wide. One A-category (7.32 meter wide) road
was found in the sub-urban area. It has connected the city to
the national highway. The length of different road types of
sub- urban region is shown in Table III. We found there is not
much narrow BC roads nor wide-expansive RCC roads are in
sub-urban areas.

National highway has passed through the rural region of
Patuakhali municipality and it has gone towards Kuakata,
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Fig. 9. RCC and BC road distributions in the rural area of Patuakhali.

Fig. 10. Patuakhali municipality map using GPS raw data on JOSM editor.

the famous southern tourist spot of Bangladesh. Category-A,
different width of BC, RCC, BFS, HBB and dirt roads recorded
in rural area are presented in Table IV. According to Fig. 9,
3.70 and 7.32 meter wide roads are found ample in rural area.

β =

∑
e∑
v

(1)

In Patuakhali municipality, the road density (beta) index is
measured by (1). Where, β=beta index,

∑
e= total number of

roads and
∑
v= total number of POI. The beta index value

is calculated 1.35, 1.15 and 1.10 for urban, sub-urban and
rural area respectively. This infers that the proliferation of road
in the urban area is more than the other region of the same
district. Again, there are a lot of crossings coalesced by three,
four or five roads in this municipality. Among these crossings,
41 crowded crossroads are recorded as active junction where
29 busy intersections are in urban area, 10 intersections are
in sub-urban area and 2 connections are in rural area. The
maximum diameter (from city center to most far distance
location) of the Patuakhali municipality is measured as 4.50
Km. The GPS map data of Patuakhali municipality is shown
in Fig. 10. Here, the yellow points are the GPS coordinates
of each path presented on the Java Open Street Map (JOSM)
editor [17].

V. CONCLUSION

In this test project we have collected comprehensive road
network data for Patuakhali town. The data had been collected
using relatively simple and inexpensive effort. In contrast,
conventional method for GPS data acquisition is complex and
costly. At the heart of this success lies the wide availability
of smart mobile phones and crowdsourcing approach. We have
also shown a sample analysis of the township based on the road
network. This is not only novel for this locality but possibly

one of the first such attempts in Bangladesh. We have now
made this complete Patuakhali road network database avail-
able for researchers. Indeed, through this database Patuakhali
municipality has now been reintroduced to the researcher,
developers, planner, administrator and all inviting numerous
other beneficial analysis and applications potentially serving
the locality. We believe other communities in developing world
can also benefit from such effort.
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Abstract—Performance improvement techniques for two popular 
RSSI based indoor localization methods have been studied 
experimentally by using Wi-Fi modems. The improvement of RF 
Fingerprinting and RSSI Multi-lateration methods have been 
suggested from different aspects for both line-of-sight (LoS) and 
non-line-of-sight (nLoS) medium in an indoor environment. 
Various testing scenarios have been examined for comparison of 
the two methods, as the performance level in RF Fingerprinting 
is mainly depend on the number of modems, as well as the 
density of training data and, the multilateration method is mainly 
depend on correctly modelling of the path loss exponent. 
Optimizing and defining a unique path loss exponent for each of 
the wireless transmitter modems, testing in a LoS and a nLoS 
medium, changing the number of transmitters, etc, have been 
tried and performance plots have been shown for comparison 
purposes.  
  
Keywords— LBS, Indoor localization, RSS(Receive Signal 
Strength), RF fingerprinting, lateration technique, WiFi 
based localization,Signal strength to distance conversion. 

I.  INTRODUCTION  

As computing and communications equipment becomes 
ever more powerful and cheaply available they are starting to 
pervade all areas of life. In order to make applications more 
useable products are being developed that have the ability to 
detect and respond to the context in which they are being used, 
for example the location of the user. Localization using radio 
signals was first introduced in the World War II to locate 
soldiers in emergency situation. During the war in Vietnam the 
Global Positioning System (GPS) was introduced and became 
available for commercial applications in the 90s of the last 
century. [1]Although it is the most popular positioning system 
for open outdoor environments, there is an unmet need for a 
reliable positioning system that can work indoors, where the 
microwave radio signals used by the GPS are greatly 
attenuated.[2] 

The need for LBS has been increasing everyday with several 
applications such as monitoring services for customers 
and helping them find their desired products, discounts 
and promotional offers in shopping malls, airports and 
other indoor environments.[3] Applications also include 
information services in museums, navigation services for 
indoor locations and shopping mall optimizations. There 
are various methods available to achieve a precise 

positioning. The time of arrival (TOA), angle of arrival 
(AOA), time difference of arrival (TDOA), and received 
signal strength (RSS) methods are well known reported 
techniques. Among these, TOA, AOA and TDOA based 
system offer high accuracy of determining a mobile 
user’s position. The angle of arrival (AOA) is the common 
metric used in direction-based systems, where additional 
hardware is needed in order to measure the angle of 
incidence of the received signal. The received signal 
strength (RSS) methods use the signal propagation models 
in estimation of distance of transmitter and receiver. 
Time of arrival (TOA) and time difference of arrival 
(TDOA) of the received signal are the metrics used for 
estimation of distance between transmitter and receiver 
both require precise clock synchronization and expensive 
infrastructure.[4]Due to the necessity of expensive 
hardware system additionally needs to be installed, these 
methods are may not be suggested. Researchers are going 
on to make this service less cost effective. It has been 
found that Wi-Fi RSS based localization techniques offer 
no additional hardware, since usual Wi-Fi modems are 
usually available for most indoor shopping malls.[5] 
Comparing to techniques like TDOA or TOA the 
performance rate in RSS based methods remain insufficient 
which makes researcher to develop new techniques  and 
improve the performance. Previous study in literature has 
been proved that these techniques could be improved by 
various research techniques. Some experimental comparison 
study has been performed to find out the better solution.[6]  
In this work, the RSS measurements are used for 
improving the performance of two different techniques 
which are RF fingerprinting and multilateration techniques. 
The purpose of this paper is to present some techniques 
for the improvement of these two methods for finding a 
better accuracy rate and low error rate from a cost effective 
aspects in an indoor environment. 

II. TEST BED AND  EQUIPMENTS 
 

 
In this study, test bed has been selected at the School of 
Electrical and Electronics Engineering hallways in Yildiz 
Technical University. The test area has a dimension of 
about 6m by 24 m area of a ground floor. Normally, 5 
modems can be detected in this area. During the experiment, 
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Wi-Fi scanner tool on a Macintosh Computer with a high 
sensitivity Wi-Fi receiver antenna is used for data collection. 

III. METHODOLOGY AND PERFORMANCE 
 
RF Fingerprinting method: 
   A common approach for the localization of a handheld 
terminal or mobile device by means of Wi-Fi is based on 
measurements of RSS (Receive Signal Strength) of the 
Wi-Fi signals from the surrounding access points at the 
terminal. This information is available due to the beacon 
broadcast multiple times a second by every access points. 
An estimate of the location of the terminal is then 
obtained on the basis of these measurements and a signal 
propagation model inside the indoor environment. The 
propagation model can be obtained using simulations or 
with prior calibration measurements at certain locations. 
In the second case, the measured signal strengths values at 
a certain location in the test bed are compared with the 
signal strengths values of calibrated points stored in a 
database.[7] RF fingerprinting method is constructed in 
two steps which are offline and online phases. In the 
offline phase, certain amount of locations will be chosen, 
depending on the size and layout of the test bed. At each 
of these locations, a number of calibration measurements 
will be performed. This is due to the fact that the 
orientation of the user affects the RSS value measured by 
the Wi-Fi device. For example, if the user’s physical 
location is between the access point and the mobile 
device, the measured signal strength will probably be 
smaller compared to the situation where the user 
positions itself on the opposite side of the device. This is 
due to the fact that the signal is attenuated by the human 
body. Then a database is created by these recorded the 
received signal strength values transmitted from the Wi-
Fi modems. These constituted a signal strength map or 
the RF fingerprints. Figure 2 illustrates the RSS values of 
4 Wi-Fi modems at different points in the test bed. In this 
experiment, at first 4 Wi-Fi modems have been taken 
which located in four lab rooms of a rectangular hallway 
where the measurement intervals are set 1.2 meter and 
the total number of reference points are 126. 

 
    Figure 1: The test location layout with positions of 5 modems 

        
           Figure 2: RSS value of 4 Wi-Fi Modems at different reference points 

For each grid point, 12 RSS data collected with a time 
interval of 5 seconds and recorded in a database. Total a 
number of 6048 data was collected and recorded for 
constructing a radio map. The online phase is the phase 
where the calculation software (Wi-Fi Scanner) 
periodically receives measurements from one or more 
mobile devices. In other words, real time RSS values were 
measured and these data were compared against the 
previously collected offline RF fingerprints. Then, the 
mobile user’s location is estimated by using some 
classification algorithms in Matlab. The History based K-
NN algorithm is used which provides low estimation error 
with the help of the nearest neighboring location data. K- 
NN algorithm is a non parametric learning method for 
classifying objects based on closest training examples in 
the feature space. 

In this experiment, firstly collected real time data from the 
mobile user are compared against the offline database. 
With the help of a tracking system based on K-NN 
algorithms, RF Fingerprinting shows a result of 1.5 
meter accuracy with a 55%   a   probability and   4.8   
meter   accuracy   with   96% probability which is relatively 
fair. Later, another modem has been added to justify the 
performance in same condition. This time it shows a better 

 
Figure 3: Accuracy rate graph for different modems in test bed 
                 having a step interval of 1.2 meter 
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accuracy rate with a 75% probability in 1.4 meter accuracy 
and 98% probability in 4.6 meter accuracy. Same 
experiment has been performed with the presence of 3 and 
2 modems respectively. This time it has been noticed that 
the accuracy rate becomes relatively low than previous 
which led the importance of modem number for finding   
better accuracy. A  Matlab   graph   shows   the   results   
of   RF Fingerprinting methods in Figure 3. 
 

In second stage, the step interval considered as 1 meter to 
increase the density of training data in test bed. This time 
the density of collected database increased significantly. 
Later, having 4 modems real time data compared with the 
collected database data. This time a noticeable accuracy 
rate has been found. The accuracy rates go higher having 
1.2 meter accuracy with 70% probability and 4.2 meter 
accuracy with 95% probability. Having 5 modems in test 
beds the result shows better result than the previous one 
with 1 meter accuracy with 78% probability and 4 meter 
accuracy with 97% probability. Same experiments have 
been done with the presence of 3 and 2 modems 
respectively. A Matlab graph in Figure 4 illustrates the 
results. 

 

Figure 4: Accuracy rate for different modems having a step interval of 1  
               Meter 
This graph led to a new solution for improving the 
performance of RF Fingerprinting in an environment. It 
illustrates that having a maximum number of modes and 
a great density of data in a database which refers a relatively 
small step interval in RF Fingerprinting methods could give 
a preferably better solution than past.  
 
RF Multilateration Method: 
 
  RF Multilateration is one of those methods which are the 
focus of much research that is to use the received signal 
strength from Wi-Fi modems or access points. 
Multilateration estimates the position of the device of 
interest by using the strength of signals received from 
several non-collocated, non collinear transmitters. In this 
method, a conversation from SS to distance is needed 
which plays a vital role to find the exact position in an 
indoor environment.  Different experiments have been 
done before on multilateration method in an indoor system 
in a LoS medium. In this experiment, this is the first time 
when multilateration methods was done in an nLoS 
medium for improving and justify the performance of 

this method. Firstly, the test has been done in a LoS 
condition. Signals are recorded from 1 meter to 30 meter 
with 1 meter steps having a time interval of 5 seconds. In 
order to integrate Wi-Fi positioning determination with 
other location techniques not only on the coordinate level 
it is necessary to convert the measured signal strength 
values at one location to a range or distance to an access 
point. Then, it would be possible to perform a 
multilateration using distances to several access points or 
radio transmitters. In multilateration, path loss exponent 
plays an important role as well as SS to distance 
conversion. In a LoS system, modeled path loss exponent 
is as same as air. After modeling the path loss exponent for 
a LoS environment, RF multilateration methods have been 
performed in the same test bed with 4 modems in a LoS 
environment. Performance rate in accuracy shows poor 
result by using this technique. Using this method in a 
fairly longer test bed accuracy in 5 meter with a 5% 
probability and accuracy in 9 meter with a 25%   has   
obtained. 
 
 
 

 
     Figure 5: Path Loss exponent modeling for LoS environment 
 
 

After modeling the path loss exponent for a LoS 
environment, RF multilateration methods have been 
performed in the same test bed with 4 modems in a LoS 
environment. Performance rate in accuracy shows poor 
result by using this technique. Using this method in a 
fairly longer test bed accuracy in 5 meter with a 5% 
probability and accuracy in 9 meter with a 25%   has   
obtained.   Later,   same   techniques   have   been 
performed using 5 modems. This time result in accuracy 
shows better but not satisfactory result.  Using 5 modems 
accuracy of 4 meters with a 11% probability has been 
obtained. Same techniques have been performed using 3 
and 2 modems respectively. This time the performance 
rate shows very poor result than previous one. This led 
us to a decision of using more modems for getting a 
better solution in an indoor environment to perform this 
method. Results have been shown by a graph in Figure 6. 
 

This graph illustrates and points out that the 
improvement of RF Multilateration could be improvised 
by increasing the modem numbers. Later, a smaller area 
of test bed has been selected to perform the same 
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             Figure 6: Performance test of RF Multilateration in test bed  
 
methods. This time the test bed dimensions considered 
5.2 meter by 10.4 meter in a classroom of   Electrical   
Electronics   Faculty   at   Yildiz   Technical University. 
In this stage, better accuracy results have been obtained 
than previous test by using 5 modems. This time the 
interval of distance has taken smaller than previous test. 
Accuracy performance shows a better result with an 
accuracy of 0.5 meter with an accuracy of 25%. By 
decreasing the modem in the experiment it has been 
found that the performance is relatively lower in this 
method. Results have been shown in Figure 7. 
 
  This graph indicates that a better performance could 
be obtained in RF Multilateration by confining the test 
bed and step interval relatively small. Later to justify the 
performance in a nLoS system, same techniques has been 
performed with a nLoS environment considering different 
obstacles like walls, windows, human body reflection 
etc.  At some specific or marked place which is 
especially behind the obstacles has been chosen and 
data has been measured. In this experiment most   of   the   
obstacles   are   considered   as   thick   walls. 
Considering this condition, it has been noticed that the 
collected RSS value in a LoS medium and an nLoS 
medium varies significantly. Figure 8 shows Matlab 
graph of the RSS value in two different mediums.  
 

 
Figure 7: Performance test of RF Multilateration in test bed with a  

                  small area and small step interval 
 

 
             Figure 8: RSS value in Los and nLoS medium 
 

This difference in RSS led us to model a new path loss 
exponent for an nLoS medium as well as to find a new 
value of n separately for every modem. Previously, in 
literature same path loss exponent has been used to find out 
accurate position using RF Multilateration method in an 
nLoS system. It has been found that to model path loss 
exponent for every modem is quite difficult work. To model 
path loss exponent, measurements has been taken for each 
modem separately in a LoS and an nLoS system. Later, data 
has been calculated and used in a formula for getting the path 
loss exponent. Formula for modeling path loss exponent has 
given below: 
 

-Pr (d) = PL (d0) + 10n Log (d/d0)                                  (1) 
  

where 
 
Pr (d): received signal strength at distance d 
 
PL (d0): offset loss at reference point 
 
n: path loss exponential 
 
d0: distance from the transmitter to the receiver reference  
 
d: distance between transmitter and receiver 
 
  In this stage, using this formula different path loss 
exponent for different modems has been found. As an 
example, to find out the path loss exponent using this formula, 
the value obtained as 2.10 which is shown in Figure 9. 
 
  By using the same techniques path loss exponent for other 
modes are obtained which is shown in Table-1.To justify the 
performance, at first path loss exponent is modeled in general 
for all modems in an nLoS medium. The path loss exponent n 
is considered in an nLoS medium with a value of 3.4 (n=3.4). 
Figure 10 shows Matlab graph of the obtained path loss 
exponent in an nLoS medium. 
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Table-1: Values of n for different modems 
 

 

 

 

 

 
       Figure 9: Path loss exponent modeling for Modem 1 in nLoS  

               environment 

 

 

 

 
 
 
 

 
    Figure 10: Path loss exponent modeling in nLoS environment 

               (distance [m] vs. RSS[-dBm]) 
 
 Later, performance test has been done by using this obtained 
value. It has been found that the obtained result was not 
satisfactory. By using same path loss exponent, an accuracy of 
2 meter with a 3% probability has been obtained. On other 
hand, using different path loss exponent in RF Multilateration 
the performance improves significantly with an accuracy of 
2 meter having a 25% probability rate. Results have been 
shown in Figure.11. Figure 11 indicates the improvement of 
performance in RF Multilateration by using different value of 
n in an nLoS system. It should be mentioned that high error 
rate in RF Multilateration could be occurred because of 
multipath propagation, scattering, reflection and diffraction of 
substance. Moreover, it has been found that RF multilateration 
is suitable for small test bed area. 

 
 

 
          Figure 11: Performance accuracy graph for same and 

                            different path loss exponent in nLoS system 
 
 
 

IV. CONCLUDING REMARKS 
RF fingerprinting and multilateration use received wireless 
signal strength to determine the exact location of a mobile user 
in an indoor environment in different ways.In this paper, two 
popular methods of indoor based localization systems have 
been studied and performance improvement aspects have been 
suggested.  
 
To improve RF Fingerprinting methods performance 

 
(i) Offline measurements intervals must be 
smaller. 

 
(ii) The number of modem or APs should be increased in 

number. 
 

(iii) The number of offline (training) data must be increased.  
 
To improve RF multilateration methods performance 

 
(i) For a LoS system test bed area should be 
smaller. 

 
(ii) Number of modems must be increased in a LoS medium. 

   
(iii) For an nLoS system, path loss exponent for each modem 
must be modeled.  
 
(iv) Number of obstacles such as walls, windows etc. should 
be reduced in an nLoS system. 
 
 
 
 
 
 
 
 

 
 

 Test-2 

Modem1 n1=2.10 

Modem2 n2=3.15 

Modem3 n3=2.75 

Modem4 n4=2.35 
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Abstract—This paper presents the technical construction of a 
standalone vehicle controlled by GSM communication network. 
The designed GSM based solar powered vehicle could be 
operated from almost anywhere under GSM network which is 
powered by solar energy using 5 watt photo voltaic (PV) panel, 
stored in 3 similar 4V rechargeable batteries. The operation 
commences with a call generated from a cell phone which is auto 
received by another phone stalked in the vehicle motor driver. In 
the course of a call, if any of the buttons, 2, 4, 6 or 8, is pressed a 
tone corresponding to the button pressed is heard at the other 
end of the transmission which is called Dual Tone Multiple 
Frequency (DTMF) tone. The received tone in the cell phone at 
vehicle end is processed by a set of relays. These relayed signals 
are sent to the motor driver IC (L293D) which drives the motor 
forward, reverse, right or left. Most importantly as the car will be 
running by solar energy, so the vehicle can be sent to a long 
distance not worrying about the charge of the battery, since it 
accumulates the greater portion of the energy required from the 
external PV panel that absorbs and converts sunlight to generate 
the driving power, though there will be DC battery as a backup. 

Keywords—Solar vehicle, remote controlled transport, solar 
robot, GSM based remote. 

I.  INTRODUCTION 
A remote control vehicle is typically defined as any mobile 

device that is controlled by a means that does not restrict its 
motion with an origin external to the device. This is often a 
radio control device, cable between control and vehicle, or an 
infrared controller. A remote control vehicle (RCV) differs 
from a robot in that the RCV is always controlled by a human 
and takes no positive action autonomously [2]. One of the key 
technologies which underpin this field is that of remote vehicle 
control. It is vital that a vehicle should be capable of 
proceeding accurately to a target area; maneuvering within that 
area to fulfill its mission and returning equally accurately and 
safely to base [1]. 

The first general use of radio control systems in models 
started in the late 1940s with single channel self-built 
equipment; commercial equipment came soon thereafter. 
Initially remote control systems used escapement, (often rubber 
driven) mechanical actuation in the model [23]. Commercial 
sets often used ground standing transmitters, long whip 
antennas with separate ground poles and single vacuum tube 
receivers [5]. The first kits had dual tubes for more selectivity. 
Such early systems were invariably super regenerative circuits, 
which meant that two controllers used in close proximity would 
interfere with one another [6].  

II. DESIGN AND CONSTRUCTION 
In this project the vehicle is attached with a mobile phone 

under GSM communication network which is controlled by a 
user mobile phone. With the help of user mobile phone we can 
move the vehicle in desired direction as per our requirement. 
This project is constructed from a very compact dual tone 
multi-frequency (DTMF) based decoder, and the GSM network 
controlled vehicle organizes the switching from the decoded 
and power switching device for controlling the motor drive of 
the vehicle using two cell phones.  

We know RC (Remote Controlled) cars or vehicle do not 
have a high range of wireless network. This means that the 
operator has to be in touching distance to the receiver of the 
vehicle. Thus it is clear that a remote controlled vehicle cannot 
be applied for an array of duty due to its lacking of controlling 
range. This is where GSM controlled vehicle steps in. Using 
two GSM able phones we can create a controlling mechanism 
for the vehicle. Here we do not have to worry about the range 
for operation, if sensors such as IR sensors and camera or 3G 
enabled mobile phones are used, as most of the world is under 
the assortment of GSM network [9]. By using this prospect we 
can take this vehicle and turn it for human benefits. These 
vehicles can be used as firefighting robots, battle vehicles or 
applied in vast places where it’s not possible or dangerous for 
any human being to go. 

 

 
Figure 1.  Block diagram of GSM network controlled vehicle. 
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Figure 2.   Circuit diagram of the DTMF operation 

The solar powered standalone vehicle was controlled by a 
mobile phone that made calls to the mobile phone attached to 
the vehicle. In the course of the call if any button was pressed, 
pulse sound corresponding to the pressed button was heard at 
the other end of the call. This tone is called dual tone multi 
frequency (DTMF) [3]. The vehicle received this DTMF tone 
with the help of phone stacked in the vehicle. The connection 
between the cellphone and the decoder is made with the help of 
a universal 3.5mm audio jack. The received tone was processed 
by the relays Q1, Q2, Q3, and Q4. The relays are wired such 
that for a particular pulse from the DTMF voltage will pass 
through only one relay and the other three relays are closed [4].  

TABLE I.     LOGIC TABLE FOR TURN ON AND TURN OFF FOR 
THE SET OF RELAYS [26] 
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Logic 0 Logic 1 Logic 0 Logic 1 Logic 0 Logic 1 

Q4: 0 Q4: 0 Q4: 0 Q4: 0 Q4: 0 Q4: 1 

Q3: 0 Q3: 0 Q3: 0 Q3: 0 Q3: 0 Q3: 0 

Q2: 0 Q2: 0 Q2: 0 Q2: 1 Q2: 1 Q2: 1 

Q1: 0 Q1: 1 Q1: 1 Q1: 0 Q1: 0 Q1: 0 

 

Thus it’s possible for the motor drives to drive the motors for 
forward or backward motion or make a turn. The mobile that 
makes a call to the mobile phone stacked in the vehicle acts as 
a remote [8]. The DTMF decoder and the switching circuit is 
designed to permit a digital signal processing device control 
high power external loads by issuing commands encoded as 
audio DTMF signals. The relays direct the overall operation of 
the DTMF decoder to perform the actual DTMF audio tone pair 
decoding. When a valid tone pair is detected by the DTMF 
decoder, an interrupt is signaled the tone pair code from the 
decoder and places the symbol in an internal quell for further 
processing [5]. DTMF signaling is used for telephone signaling 
over the line in the voice-frequency band to the call switching 
center [5]. The version of DTMF used for telephone dialing is 
known as touch-tone. DTMF assigns a frequency (consisting of 

two separate tones) to each key so that it can easily be 
identified by the electronic circuit. The signal generated by the 
DTMF encoder is the direct algebraic summation, in real time, 
of the amplitudes of two sine (cosine) waves of different 
frequencies, i.e., pressing ‘5’ will send a tone made by adding 
1336 Hz and 770 Hz to the other end of the mobile [1]. The 
tones and assignments in a DTMF system are shown in Table 
II. 

TABLE II.    DTMF DATA OUTPUT [24] 

Digit Low Frequency 
(in Hz) 

High Frequency 
(in Hz) 

D4 D3 D2 D1 D0 

1 697 1209 H L L L H 

2 697 1336 H L L H L 

3 697 1477 H L L H H 

4 770 1209 H L H L L 

5 770 1336 H L H L H 

6 770 1477 H L H H L 

7 852 1209 H L H H H 

8 852 1336 H H L L L 

9 852 1477 H H L L H 

0 941 1209 H H L H L 

* 941 1366 H H L H H 

# 941 1477 H H H L L 

A 697 1633 H H H L H 

B 770 1633 H H H H L 

C 852 1633 H H H H H 

D 941 1633 H L L L L 

Any … … L 0 0 0 0 
L: Low (Logic 0) 
H: High (Logic 1) 

Here, the relays are switches that open and close circuits 
electronically. Relays control one electrical circuit by opening 
and closing contacts in another circuit. When a relay contact is 
normally open (NO), there is an open contact when the relay is 
not energized. When a relay contact is Normally Closed (NC), 
there is a closed contact when the relay is not energized.  

 
Figure 3.  Connection diagram of DTMF circuit 
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In either case, applying electrical current to the contacts will 
change their state. 

Relays are generally used to switch smaller currents in a 
control circuit and do not usually control power consuming 
devices except for small motors and Solenoids that draw low 
amps. Nonetheless, relays can "control" larger voltages and 
amperes by having an amplifying effect because a small 
voltage applied to a relays coil can result in a large voltage 
being switched by the contacts [21]. 

 
Figure 4.  Relays implemented on vero board 

To charge the cells that used in the whole project an external 
solar charged controlled was used. The cell that was used was a 
mono 5watt power cell with rated voltage of 17V. A charge 
controller, or charge regulator is basically a voltage and/or 
current regulator to keep batteries from overcharging [22]. It 
regulates the voltage and current coming from the solar panels 
going to the battery. Most "12 volt" panels put out about 16 to 
20 volts [13]. Most batteries need around 14 to 14.5 volts to get 
fully charged [12]. 

 

Figure 5.  Solar charge controller circuit diagram 

A photovoltaic cell consists of a light absorbing material 
which is connected to an external circuit in an asymmetric 
manner. Charge carriers are generated in the material by the 
absorption of photons of light, and are driven towards one or 
other of the contacts by the built-in spatial asymmetry. This 

light driven charge separation establishes a photo-voltage at 
open circuit, and generates a photocurrent at short circuit. 
When a load is connected to the external circuit, the cell 
produces both current and voltage and can do any electrical 
work [14]. 

TABLE III.  TABLE FOR SPECIFICATIONS OF THE SOLAR CELL 
[27] 

Module Type- Mono  5W 

Dimensions (mm) 244 X 288 X 17 

Maximum Power (Pmax) 5W 

Tolerance of (Pmax) 0+3% 

Rated Voltage (Umpp) 17V 

Rated Current (Impp) 0.29A 

Open Circuit Voltage (UoC) 21.6V 

Short Circuit Voltage (Vsc) 0.34V 

Maximum System Voltage 600V 

Weight (Kg) 0.75 

After numerous testing and running of the batteries a table 
was constructed of the time required for charging and 
discharging of the batteries using the solar charged panel. The 
three separate 4V batteries were connected to our solar charge 
controller circuit and were left to charge on the roof of a high 
rise building during day time. This was done for few days and 
the corresponding charging time for the battery to get fully 
charged was recorded at different time of the day. To record 
the discharge reading of the batteries when all our components 
were connected the system was turned on and was used until 
the batteries ran out of full charge. The time required for the 
batteries to lose full charge was also recorded. All these 
recorded values were placed in Table IV. 

TABLE IV.   RECORDED CHARGING AND DISCHARGING 
DURATIONS 
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1 130 Min 120 Min 9:00 

2 125 Min 125 Min 11:00 

3 115 Min 122 Min 14:00 

4 170 Min 120 Min 16:30 

5 210 Min 122 Min 18:00 

Outputs from the relays are fed to inputs of motor drivers 
respectively to drive two geared DC motors. The relay sends 
voltage to drive the DC motors. Drivers are required for motor 
rotation. The L293D is a quad, high-current, half-H driver 
designed to provide bidirectional drive currents of up to 600mA 
at voltages from 4.5 V to 36V [20]. 
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TABLE V.   OPEARATION FROM DTMF DECODER TO RELAY [25] 

Button 
pressed 

Output  of 
decoder 

Input to 
Relay 

Output from 
Relay 

Action Performed 

2 0X02 

00000010 

0XFD 

11111101 

0X09 

00001001 

Forward Motion 

4 0X04 

0000100 

0XFB 

11111011 

0X05 

00000101 

Left Turn 

Right Motor Forward 

Left  Motor Back 
Warded 

6 0X06 

00000110 

0XF9 

11111001 

0X0A 

00001010 

Right Turn 

Right Motor Back 
Warded 

Left  Motor 
Forwarded 

8 0X08 

00001000 

0XF7 

11110111 

0X06 

00000110 

Backward motion 

 

The driver makes it easier to drive the DC motors. The 
L293D consists of four drivers. Pins IN1 through IN4 and 
OUT1 through OUT4 are input and output pins, respectively, 
of Driver 1(D1) through Driver 4(D4).drivers 1 and 2, and 
drivers 3 and 4are enabled by enable pin 1 (EN1) and pin9 
(EN2), respectively. When enable input EN1 (pin1) is high, 
drivers1 and 2 are enabled and the outputs corresponding to 
their inputs are active. Similarly, enable input EN2 (pin9) 
enables drivers 3 and 4. 

 

III. METHOD OF STUDY 

The information about designing the circuits were collected 
from many sources i.e. books, papers, websites etc and was 
studied well to get idea [18]. We have studied on different kind 
of remote controlled vehicle and also the use of GSM 
communication network. Photovoltaic panel was implemented 
to recharge the rechargeable battery. And also a solar charge 
controller is designed and implemented to regulate the power 
flowing from a photovoltaic panel into a rechargeable battery. 
The solar charge controller features easy setup with one 
potentiometer for the float voltage adjustment and an equalize 
function for periodic overcharging. 

The steps involved to finish this project are listed below: 

Step 1 Collecting the information about the topic from 
many sources like books, papers, websites, etc 

Step 2 Choosing equipments available for the study and 
developing idea about cell phones to act as a remote 
controlling device 

Step 3 Designing the circuit using circuit stimulating 
software like PSpice  

Step 4 Implementing the circuit in breadboard, and then in 
vero board to minimize the size of the circuit 

Step 5 Observing the output signal by varying the input  
signal and recording the charging and discharging 
time 

Step 6 Reducing the error 

The performance of the vehicle was observed carefully. 
Thus the study of the project was successfully completed 
overcoming the limitations to some extent. 

IV. COMPLETED SYSTEM & SUGGESTED MODIFICATION 
 

Previously some researches involved vehicles which could 
be remotely controlled, but it should have been kept under a 
range where it could be supervised. Here as we are willing to 
make it cell phone based remote control vehicle it can be 
operated almost everywhere if GSM network exists. Moreover 
it can charge its battery by its own by the use of solar panels 
so it is itself a standalone system. Since the car will be running  

 
Figure 6.  Implemented GSM controlled vehicle 

by solar energy, the vehicle can be sent to a long distance not 
worrying about the charge of the battery, since it will try to 
gather most of the energy by solar power, though there will be 
a DC battery as backup [17]. As it will be dependent on solar 
energy it is quite obvious that it is an eco-friendly project. In 
addition the charge controller will make the project even more 
efficient.  
 

On the other hand, for the operation of this system always 
two cell phones are required so every time the remote has to 
dependent on another cell phone that has to connected and 
stacked to the chassis of the vehicle and by default it was 
assumed that the cell phone’s number is a secured one, which is 
only known by the system. 

A prototype of the remote system controlling has been 
implemented in this project. Although the implementation is 
just a simple automatic vehicle utilizing renewable energy as its 
power source, it may be a pathway for more such researches.  

Evaluating this project and thesis paper, it is clearly 
noticeable that this project has opened the window for 
enormous future researches in this field for the next 
researchers.  
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A) Substituting the 2G GSM cell phone with 3G handset 

3rd Generation or 3G is the generic term used for the next 
generation of mobile communications systems. 3G technology 
is commonly used in smart phones, where a strong emphasis is 
put on internet and multimedia services while its predecessor, 
second generation or 2G technology emphases mostly on voice 
applications like talking, call waiting, etc. 3G technology has 
two major advantages over 2G which enables always 
connectivity to internet [16]. Hence finally it can be 
stated/covered that replacing the existing handset with a 3G one 
will not only extends operation of the developed circuit but will 
also enable some more additional features to be employed 
alongside the present one . 

B) Modification in the System Design 

This project can also be made perfect by means of 
conducting three simple modifications in this existing circuit: 

 i. Replacing the DTMF Decoder with DTMF Transceiver: 
Future researchers can implement this assignment by 
substituting the DTMF Decoder IC 8870 by a DTMF 
Transceiver IC 8880, allowing the system to generate a DTMF 
tone by itself [7]. If an additional alarm circuit along with 
sensors is implemented along with the existing one, the system 
will then be able to notify the user when an alarm initiates via 
calling a fixed number. 

ii. Password Protection: In order to prevent unauthorized 
access of this robot, the project can be employed by means of 
password protection. In case of one interested in implementing 
the present circuit, the cell phone connected should be 
password protected [10].  

iii. Deploying a Camera: Installing a camera with the 
current system will enable the vehicle to operate in difficult 
territories which are either out of range of human reach or are 
hazardous for human life [11].  

C) Implementation of PWM Charge Controller  

Future researchers can work out to determine the  
possibility of implementing a Pulse Width Modulation (PWM) 
based controller circuit for managing the charging and 
discharging of the battery not only using photovoltaic energy 
but also wind energy [15].  

D) Modifications in the System Operation 

The operation of the system can easily be modified and this 
vehicle can be used for variety of purposes. Conducting some 
adjustments in the system design and body will enable this 
vehicle to serve as remote control robot performing other wide 
range of operations. Some of such operations are highlighted 
below: 

i. Remote Control Racing Vehicle: Robotic Race Cars can 
easily be designed via some simple modifications in this 
design. The cars will travel in a pre-designed track and users 
will be in command of the navigation of the car.  

ii. Bomb Detector Vehicle: Future researchers can easily 
modify this vehicle and use it as bomb detector robot. It can be 
done efficiently by implementing a program to trace the exact 
positions of bombs on a pre-designed map. The robot will be 

designed to sense bombs in a remotely controlled way, and user 
will navigate the robot and locate the landmines and update 
information into the program’s database.  

iii. Remote Control Fire Fighter Device: This project can be 
modified easily and be implemented as a prototype model for 
fire fighter robot. The microcontroller operated robot will move 
through a structure, detect fire and then extinguish it with the 
help of blower. 

E) Replacing the Relay Logic Circuit with a Micro-Controller 

This circuit is constructed using a set of relays whose 
function solely is to transfer the DTMF tone from the cell 
phone to the motor driver IC, L293D. Upcoming researchers 
can execute this project replacing the relays with a 
microcontroller which is a small integrated circuit with a 
microprocessor, memory and programmable input / output 
support [19]. 

V. CONCLUSION 

 The key purpose was to develop a circuit that can drive an 
electric vehicle in any directions using GSM based cell phones 
as a distant controller, and the trial approached has been a 
success. This system utilizes a renewable energy based battery 
management system and a GSM technologically operated 
mobile phone for its operations. The second part of this project 
highlights on deploying a battery management system using 
renewable photovoltaic energy as its power source from which 
the system can charge its batteries using solar panels as a 
standalone system. This system can be a test-bed for any future 
projects and or appliances interested to work with both 
renewable energy and remote control communication 
technology together. 
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Abstract—There are diverse hardware realization for digital 
watermarking of multimedia proposed in the literature. This 
paper focuses on the design and implementation of a fast 
FPGA(Field Programmable Gate Array) based architecture 
using reversible contrast mapping (RCM) based image 
watermarking algorithm. The specialty of this architecture 
attracts to the fact of clock-less encoder design and 
implementation which makes the design faster.  The encoder 
module response time is independent of clock frequency, so the 
embedding of the watermark is possible as soon as the input is 
fetched. The schematic based design and implementation of the 
VLSI architecture have been done with Xilinx 14.1 on Spartan 
3E FPGA family. The encoder requires 528 4-input LUTs and 
303 slices. On the contrary, the decoder requires 613 LUTs and 
347 slices. The maximum clock frequency of the decoder is 45 
MHz. The results show the viability of low cost, high speed real-
time use of the proposed VLSI architecture. 

Keywords- VLSI Architecture,Reversible Watermarking,  
FPGA . 

I.  INTRODUCTION  
Digital watermarking [1] is an efficient tool to prevent 

unauthenticated use of data. Digital watermarks may be used 
to verify the authenticity or integrity of the original data. 
Nowadays, it is prominently used for tracing copyright 
infringements and for banknote authentication. Digital 
watermarking is broadly classified depending on the type of 
signal like audio watermarking, image watermarking, video 
watermarking, and database watermarking etc. The present 
work is focused on image watermarking.  

In image watermarking, the digital information (like a 
digital image, a digital signature or a random sequence of 
binary numbers) is embedded into an image. The embedded 
information may or may not be perceptible after watermarking 
and therefore falls into the category of visible or invisible 
watermarking respectively. Depending on the robustness of 
the watermark, it can also be categorized as robust or fragile 
watermarking[2].  

One limitation of watermarking-based authentication 
schemes is the distortion inflicted on the host media by the 
embedding process. Although the distortion is often 
insignificant, it may not be acceptable for some applications, 
especially in the areas of medical imaging and military 
applications. Therefore, watermarking scheme capable of 
removing the distortion and recovering the original media 
after passing the authentication is desirable. Schemes with this 

capability are often referred to as reversible watermarking 
schemes [3].Various Reversible Watermarking techniques 
have been proposed with different type of algorithm [4]-[5]. 
Popular techniques of reversible watermarking are: i) 
Difference Expansion, ii) Histogram bin Shifting, iii) Data 
hiding using Integer Wavelet Transform, iv) Contrast 
Mapping, and v) Integer Discrete Cosine Transform.Usually, a 
reversible scheme performs some type of lossless compression 
operation on the host media in order to make space for hiding 
the compressed data and the Message Authentication Code 
(MAC) (e.g., hash, signature, or some other feature derived 
from the media) used as the watermark [6]. To authenticate the 
received media, the hidden information is extracted and the 
compressed data is decompressed to reveal the possible 
original media. MAC is then derived from the possible 
original media. If the newly derived MAC matches the 
extracted one, the possible original media is deemed 
authentic/original.  

However, in this paper a reversible watermarking technique 
is implemented using a specific transform reported by Coltuc 
et. al. in [5]. The choice of this technique includes its low 
computational complexity and robustness. The primary goal of 
the proposed design is to achieve high speed hardware 
efficient VLSI architecture. The RCM technique was first 
implemented in Matlab to verify the algorithm and analyze 
various design constraints. Later the desired architecture is 
established in FPGA using Xilinx. The paper is organized by 
starting with an abstract followed by section I with an 
introduction. Section II describes the related works. Next 
section III reports the proposed VLSI architecture of 
reversible watermarking followed by the analysis and 
experimental results in section IV, finally the work is 
concluded in section V with references.  

II. RELATED WORKS 
In the scheme proposed by Fridrich et al. [1], Discrete 

Cosine Transform (DCT) technique has been implemented. 
128-bit hash of all the DCT coefficients is used as the 
watermark. The extracted compressed bit-stream is used for 
verification;however, the hash contains only the signature of 
the image, with no local information.Therefore, despite its 
simplicity and ability to detect inauthenticity, this technique is 
unable to locate the position where the tampering has been 
done.  Van Leest et.al.[3] proposed another reversible 
watermarking scheme based on a transformation function that 
introduces “gaps” in the image histogram of image blocks. 
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One drawback of this scheme is its need for the overhead 
information and the protocol to be hidden in the image. 
Moreover, a potential security loophole in the scheme is that 
given the fact that the computational cost for extracting the 
watermark is insignificant; an attacker can defeat the scheme 
by exhausting all the 256 possible gray level assuming that the 
gray level being tried is the gap. In [5], Coltuc et al. proposed 
a Reversible Contrast Mapping (RCM) based algorithm of 
reversible watermarking in the spatial domain. It provides a 
high data embedding bit-rate at a very low mathematical 
complexity. The proposed scheme does not need any 
additional data compression but is able to recover the original 
image even after alterations in the encoded data.  

Over the last decade, a lot of research is performed on 
Reversible Watermarking, however, VLSI implementation of 
RCM based approach is still an area to be explored. In this 
paper, the advantages of RCM based watermarking technique 
have been explored and implemented. Major concentration is 
given on developing a low cost, high speed VLSI architecture 
that can be used for real-time applications. Some significant 
hardware implementations of digital watermarking include the 
work [8], [9], [10], [11]. Mohanty et al. [9]concentrated on a 
spatial-domain invisible-fragile watermarking and their 
architecture. But these designs are seriously constrained due to 
their hardware complexities. In [12], a hardware architecture 
that can insert two visible watermarks in images in the spatial 
domain is introduced. The main objective of the proposed 
architecture was to decrease the hardware complexity keeping 
the performance intact. Employing the advantages of RCM 
technique, a low cost hardware efficient VLSI implementation 
of RCM based RW has been presented in this paper. 

III. PROPOSED VLSI ARCHITECTURE OF REVERSIBLE 
WATERMARKING 

The implementation of the watermarking algorithm is done 
using the ISE Design Suite of Xilinx for Spartan 3E FPGA 
family. FPGA, because of its advantages like re-
configurability, low cost and simpler design process, is used 
for the hardware implementation. The entire watermarking 
architecture design involved construction of two main blocks, 
the encoder and the decoder. Each of the blocks is further 
divided into three sub-blocks named as module 1, module 2, 
and module 3. Each of these modules is designed individually 
through modularization and later interfaced with each other. 
The encoder and decoder were designed and simulated 
separately.  
Both the encoder and decoder designs are described in detail 
with their respective modules in the following subsections 1 
and 2. 

1. ENCODER: 
In the proposed architecture, the encoder part is designed in 
three stages as given in Fig. 1. 

   Image Acquisition and Pixel Transform: 

The proposed architecture is implemented and optimized for 
8 bit gray image. The source to the encoder, which is basically 
a device providing image pixel as input, can be a storage 
device like a RAM or direct external input by the user in 8 bit 

digital form. In the proposed architecture, original image data 
is stored in a 256 byte RAM (eight 32-word by 8-bit SRAM). 
As discussed in [5], a specific transformation technique is 
performed on the image involving a pair of pixels. Among 
various ways of acquiring these pixels from the source, 
sequential column wise fetching (each element of a particular 
row and column is an 8-bit pixel value represented by an 8-bit 
address) from the memory is carried out in this design. The 8-
bit pixel value read from the memory is then converted to a 
10-bit data (adding zero at the 9th and 10th bit position) to 
provide the correct form of input for pixel transformation. The 
transformation technique [5] is mathematically given by, A୲୰ୟ୬ୱ୤୭୰୫ ൌ 2 כ A െ B       (1) B୲୰ୟ୬ୱ୤୭୰୫ ൌ 2 כ B െ A       (2) 

Where A, B are the pair of input pixels of the original image 
and Atransform, Btransform are the pair of transformed pixels. This 
transformation technique allows error free transmission and 
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detection of image both at the transmitter and receiver end 
respectively [5]. 
Fig. 2 shows the data flow path in image acquisition and pixel 
transform module gives the pixel transform module 
implemented by using only two subtractor modules for each 
pixel. 10 bit subtractor ensured signed subtraction using twos 
complement logic and also prevented overflow. 
 
 Control Signal: 
As mentioned earlier, the watermarking (embedding 
watermark image data into original image) algorithm is 
performed on image pixels constrained to a particular domain, 
Dc, of the transformed pairs [5]. Domain Dc of transformed 
pixels of the original image is defined such that the pair of 
transformed pixels, Atransform& Btransform, belong to [0, L] where 
L takes values from 0 to 254 leaving 1. The domain Dc 
prevents underflow and overflow as well as removes 
ambiguous pairs. It also ensures robust error free transmission 
of the watermarked image. This module generates control 
signals that are essential to carry out data embedding process 
which include determining Dc along with other essential 
control signals. As mentioned by Coltuc et. al. in [5], three 
distinct groups are made partially depending on Dc which are 
determined distinctly by three control signals (X, Y, and Z) in 
Fig. 3. 

 The generation of these control signals is briefed below. 
• A low logic level, ‘0’, of X is generated when pair 

Atransform and Btransform belongs to Dc and each of them is 
even. 

• A high logic level, ‘1’, of Y is generated when pair 
Atransform and Btransform belongs to Dc and is odd. 

• A high logic level, ‘1’, of Z is generated when the pair 
does not belong to Dc. 

These control signals are generated completely using logical 
gates as shown on Fig. 3. The 10th bit determines the polarity 
(either positive or negative) of the transformed pair while the 
9th bit determines if the transformed pair is below 255. The 
LSB determines whether it is even or odd. 

Data Embedding: 

The circuit generating performing the task of watermark 
image embedding in the original image is given in Fig. 4. This 
module uses the control signals as input to selectively perform 
watermarking depending on the control signals. The control 
signals determine whether the pixels are to be transformed 
before embedding the watermark sequence into the original 
image. The LSB of the 2nd pixel among the pair is used to 
embed the watermark image while the transformation 
information (whether pixels are transformed or not) is 
embedded into the LSB of the 1st pixel. The watermarking 
algorithm in terms of the control signals is given in pseudo 
code as follows. 

Watermarking based on control signals: 

• When X=’0’, pass pair Atransform and Btransform for 
watermarking. Set LSB of Atransform to ‘1’ and LSB of 
Btransform replaced by watermark image. 

• When Y=’1’, pass pair A and B for watermarking. Set 
LSB of A to ‘0’ and LSB of B replaced by watermark 
image. 

• When Z=’1’, watermarking step is skipped. Set LSB of A 
to ‘0’ and the original image pixels are transmitted. 

2. DECODER: 
The decoder block is structured similarly like the encoder 

block. It is comprised of the three modules, the signal 
generation block, the inverse transform block, and the image 
and watermark extraction block. The entire decoder 
architecture is given in Fig. 5.  Following sections from (i)-
(iii) give a detailed hardware description of the individual 
modules of the decoder. 

Control Signal: 

Similar to the encoder part, the control signals are generated 
from the 8-bit input data received from the transmitter i.e. the 
encoder. The watermark image data as well as the 
transformation information has been embedded into the LSB 
of the transmitted pairs. Therefore, the preliminary task of this 
module is to extract LSB of both the received pairs. The LSB 
of the WIA received signal contained the transformation 
information and WIB contained the watermark data. The 

Fig. 3. Circuit diagram of the control signal module of Encoder
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primary task of this module is the generation of the signal 
labeled as Dc which checks if the corresponding signal in the 
encoder input belonged to the domain Dc. The image 
transform module, previously used in encoder, followed by the 
Dc check block and few logical blocks generate this signal. 
The LSB of WIA determines if the received pair was 
transformed. If the LSB, WIA(0), is equal to logical ‘1’ then 
the pair was transformed. Consequently the pair is fed to the 
inverse transform module; else it is passed on to the Dc check 
block. This control is achieved by the 8-bit 2-1MUX and 
DEMUX pair. If the generated signal Dc is satisfied, then the 
pair corresponds to one of the odd pairs transmitted by the 
encoder. It is then passed forward for further processing. 
 
Inverse Transform: 

This module is the most important part of the decoder and 
consumes major processing time. The received transformed  
pairs are performed inverse transform to get original image 
pixel. As mentioned in [5], the inverse transform is achieved 
by the mathematical expressions as given below: A ൌ ඄23 כ A୲୰ୟ୬ୱ୤୭୰୫ ൅ 13 כ B୲୰ୟ୬ୱ୤୭୰୫ඈ ൌ ቒଵଷ כ ሺ2 כ A୲୰ୟ୬ୱ୤୭୰୫ ൅ B୲୰ୟ୬ୱ୤୭୰୫ሻቓ                                  (3) B ൌ ඄23 כ B୲୰ୟ୬ୱ୤୭୰୫ ൅ 13 כ A୲୰ୟ୬ୱ୤୭୰୫ඈ ൌ ቒଵଷ כ ሺ2 כ B୲୰ୟ୬ୱ୤୭୰୫ ൅ A୲୰ୟ୬ୱ୤୭୰୫ሻቓ                                  (4) 

where, ۀݔڿ denotes the ceil function (the smallest integer 
greater than or equal to x). 
From (3) & (4), the above inverse transform can be executed 
by addition and division without using multiplier. Addition is 
performed twice followed by division by 3. All of these tasks 
are executed by the inverse transform block in Fig. 5. Keeping 
the cost constraint in mind, the division is performed by 
repetitive subtraction method limiting the overall decoding 
speed. However, the delay due to other combinatorial blocks is 
low enough to facilitate a high frequency clock. The divider 
used in this module had to be 10-bit because the upper limit of 

Atransform and Btransform (inputs WIA and WIB at the decoder) is 
255 which could result a 10 bit input at the divider. The ceil 
function is achieved by a check operation performed on the 
two LSBs, 0th and 1st bit, followed by adder block. In Fig. 5, 
the check is performed by a single OR gate, and the output is 
added with the counter output, quotient, of the divider block. 

Image and Watermark Extraction:  
 

As mentioned earlier, watermark extraction isentirely 
performed depending on the control signals. The watermark 
image, embedded into the LSB of WIB, is extracted by using 
the signal labeled Watermark_seq_sig in Fig. 5. This signal 
determines the WIB that contains the embedded watermark 
sequence. The watermark sequence is stored in a 128 byte 
RAM (four 32-word by 8-bit SRAM). The size of the storage 
device depends on the size of the watermark image. The signal 
labeled Watermark_seq_sig is applied to the Write Enable 
(WE) input to the RAM as shown in Fig. 5.  The A and B 
output signals from the 8 bit MUX forms the extracted image. 
The select line of this MUX is generated from the LSB of the 
WIA and carry out (Cout) of the inverse transform block as 
shown in Fig. 5. 

IV. ANALYSIS AND EXPERIMENTAL RESULTS 
The simulation and implementation of the entire architecture 
is carried out in ISE Design suite and other tools of Xilinx. 
The hardware is optimized in terms of hardware cost. A ሺ32 ൈ 16ሻ size binary watermark image is used to perform the 
watermark embedding and its extraction. The watermarking is 
performed on an 8 bit gray image of sizeሺ32 ൈ 32ሻ. The 
experimental results and their analysis are summarized in 
following part of this section. 

1. Encoder Results : 
As discussed earlier, the watermark encoding process is 
carried by important blocks like the transform block, control 
signal block and the final watermark image embedding block. 
Considering the hardware complexity of these blocks, they 
were designed and implemented separately and then integrated 

Fig. 4. Circuit diagram of the watermark data embedding module of encoder
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to perform the desired operation. The multiplier requirement 
of the transform operation of the pair of pixels is achieved 
using four subtractors in order to maintain hardware 
efficiency. The complex watermark embedding operation is 
very efficiently performed by using the control signals 
generated from combinational logical gates. Finally, the 
watermark embedding is realized using customized 
multiplexers and logical blocks. The implementation of the 
entire encoder required 303 slices and 528 four input LUTs. 
The hardware utilization of encoder along with its sub-blocks 
is given in Table I. 

TABLE I: DEVICE UTILIZATION SUMMARY (ESTIMATED VALUES) 

Logic Utilization Different modules 

 
Pixel 

transform 
Control 
signal  

Watermark 
embedding  

Watermarking 
encoder 

Number of 4 input LUTs 432 17 19 528 

Number of occupied Slices 268 9 10 303 

Number of bonded IOBs 152 23 50 230 

The encoder module is practically devoid of any clock signals 
as the module is realized only using combinatorial and logical 
elements. As a result, the watermarking process is fast 
although some intensive operations are being performed. The 
clock less architecture can be extended by incorporating 
parallel processing and pipelining, enabling the system to be 
highly effective in real time applications like in digital 
cameras, printers, medical and military applications etc. 
A concern of the implemented encoder is the combinational 
path delay whose maximum value is found out to be 31.642ns. 
However, there is a high scope of reducing this delay by 
employing pipeline architecture. 

2. Decoder results:  
The decoder module is having a higher complexity as 
compared to the encoder mainly because of the pixel inverse 
transform and the recovery of the original pixels. As a result, 
the hardware requirement is also higher that the encoder part 

which is detailed in Table II. The divider (division by 3) used 
for pixel inverse transformation is application specific and is 
of subtraction followed by right shifting type. It require only 
613, 4-input LUTs, 347 slices and 56 slice flip-flops.This 
transform module also involved 4 adders, 1 subtractor, 8 bit 
counter and multiplexers. 

TABLE II: DEVICE UTILIZATION SUMMARY (ESTIMATED VALUES) 

Logic Utilization Different modules 

 
pixel inverse 

transform 
control 
signal 

Watermark 
extraction 
(decoder) 

Number of Slice Flip Flops 48 8 56 

Number of 4 input LUTs 217 13 613 

Number of occupied Slices 125 8 347 

Number of bonded IOBs 42 20 37 

Because of the hardware complexity, the implemented 
architecture is prone to lower response time. The incorporation 
of the pipelined architecture facilitated in reducing the delay to 
a minimum of 22.663 ns. The maximum clock frequency of 
the watermark extraction module is 45 MHz. 

V. CONCLUSION 
This paper focuses on the design and implementation of a fast 
FPGA(Field Programmable Gate Array) based architecture 
using reversible contrast mapping (RCM) based image 
watermarking algorithm. To the best of our knowledge, prior 
research on RCM based watermarking algorithm with its 
VLSI implementation is very shallow. This limited the 
comparison of this hardware implementation with others and 
hence sole significance has been summarized. The encoder 
requires528 4 input LUTs and 303 slices. On the contrary, the 
decoder requires 613 LUTs and 347 slices. The encoder 
module is practically independent of clock, so the embedding 
of the watermark is possible as soon as the input is fetched. 
This feature along with low hardware cost facilitates the 

Fig. 5. Circuit diagram of the decoder comprised of all necessary modules

                                                                                                   351



prospect of its use in real-time applications like digital 
cameras, medical and military applications. The hardware 
complexity of the decoder module is higher compared to the 
encoder module because of the division followed by the ceil 
function in inverse transform module. The maximum clock 
frequency of the decoder is 45 MHz.The design is fast, low 
cost and easily implementable for real time watermarking. 
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Abstract— The I2C (Inter-Integrated Circuit) protocol is used 
to attach two devices for communicating with each other in a fast 
way excluding data losses. With the fast development of 
Integrated Circuits (ICs) technology, the complication of the 
circuits has also raised. Therefore, the complexity of the circuit 
requires self-testability in hardware to palliate the product 
failure. Built-in-self-test (BIST) is such a technique which can 
meet the necessity of self-testability with an effective solution 
over pricy circuit testing system. This paper represents designing 
and implementation of Inter-Integrated Circuit (I2C) protocol 
with self-testing ability. The need of programming for setting up 
a network with two devices is no longer needed in this proposed 
system. In order to attain compact, stable and reliable data 
transmission, the I2C is designed with Verilog HDL language and 
synthesized on Spartan 2 FPGA. An EEPROM and FPGA 
Spartan 2 are used for the communication testing where the 
FPGA is master and EEPROM is a Slave. 

Keywords— Inter-Integrated Circuit; Embedded built-in-self-
test architecture; Verilog HDL;  FPGA  

I.  INTRODUCTION  
I2C or I square C or I2C – commonly known as Inter 

Integrated Circuit, is a bus protocol which enables faster 
devices to communicate with slower devices without any data 
loss. I2C (Inter IC) protocol was invented by Philips 
Semiconductors in January 2000. I2C protocol is considered as 
one of the very best among the systems that are connected to a 
number of devices and make the communication smooth and 
fast [1].  

Several works have been done using VHDL in designing 
I2C. An FPGA based interface model is designed and 
implemented for scale-free network using I2C bus protocol on 
Quartus II 6.0 in [2]. On that paper, a generic design on an 
FPGA platform is presented and the entire design has been 
coded in VHDL and verified using Quartus II 6.0. A prototype 
of On-chip I2C module is designed for FPGA Spartan 3A 
series using Verilog HDL in [3].  

This paper emphasizes on a new approach of designing I2C 
with BIST using Field Programmable Gate Array (FPGA) 
technology. Testing of a circuit has become increasingly tough 
as the scale of integration grows. I2C with the BIST capability 
provides the specified testability requisites and lowest-price 
with the highest performance implementation. Much lesser 
blocks and modules are used to design this I2C so that the 

testing complexity can be reduced. This system can be 
fabricated into a single chip. Verilog HDL is used for the 
coding of this system & designed, tested and evaluated using 
the ISE 6.0 tool of Xilinx and VeriloggerPro 6.5. For the 
design implementation the Xilinx Spartan-2 FPGA 
(XC2S150) is used [7].  

The I2C protocol architecture, implementation technique of 
the system, circuit schematic and simulation results will be 
discussed briefly in the following sections. The system 
demands of high integration, low bit error rate and low cost 
can be satisfied by this I2C.   

II. I2C PROTOCOL ARCHITECHTURE 
In this paper, the I2C protocol implementation uses two 

main buses: clock and data bus. Clock is a unidirectional bus 
which fed into the slave devices. Data is bidirectional bus 
which can transfer data from slave to master and vice versa. 
Master device first initiates a data transfer and generates the 
clock. Slave device then give acknowledge signal back. To 
transfer a data from master device to slave, there are three 
types of data formats required. Fig. 1 shows the data format of 
I2C protocol. 
 
A. Slave Address 

It is 8 bit data format. By this slave address, the master 
determines the address of the slave device where it transmits 
the data.  

B.  Word Address 

It is also 8 bit data format. By this word address, the 
master tells the slave device the address of data. So, word 
address is actually like the address bus of the data.  

C. Data Value 

Data values are 8 bit long. These are the values which 
transmit from master to slave. 

 
Fig. 1:  Format of I2C Protocol Bus. 
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III. PROPOSED ARCHITECHTURE 
The Proposed structure consists of two modes. One is 

BIST mode where the I2C test itself. Another is normal mode. 
In normal mode the device works like usual I2C device. 

A. BIST Module 

The design technique that grants a circuit to test itself is 
called Built-In-Self-Test (BIST). Combinational and 
sequential logic, memories, multipliers, and other embedded 
logic blocks can test themselves with this technique. Many 
cores are integrated into a single chip in the modern System-
on-a-Chip (SoC) design. From outside of the chip cannot be 
accessed directly because most of them are embedded. Such 
SoC designs make the test of these embedded cores a great 
challenge [4]. 

Fig. 2 shows the structure of the I2C with BIST. The BIST 
control signal controls the BIST module. In the BIST module, 
there are four sub blocks. They are three random pattern 
generators and a comparator.   

 
Fig. 2. BIST Structure. 

1) Random Pattern Generators (RPG): Random Pattern 
Generator (RPG) generates random patterns which can be 
used for the verification of device like I2C. The RPG is a part 
of the BIST in the verification of the circuits. Many methods 
have been proposed for the BIST equipment design [6], [8]. 
To produce bytes to test the circuit the method of a random 
pattern generator (RPG) is used.  

This RPG consists of three LFSRs. LFSR 1 is used to 
generate the slave address. LFSR 2 produces word address. 
LFSR 3 gives the data. The generated bytes are used directly 
in the I2C to obtain better fault coverage. A comparator 
evaluates the response of the I2C with these bytes. 

2) Comparator: This is a comparator which is used to 
compare the received and transmitted bit pattern. And then it 
gives the value of error. If the comparator gives bit stream of 
111 then the device is perfect and running good. If it gives 101 
then there are some faults occur in the protocol. 

B. I2C Structure 

Fig. 3 shows the I2C flow chart. Table I demonstrates the 
operating modes with reset and reset_n signal. In the table it is 
seen that, BIST mode is on when reset pin is set low i.e. 0 & 
reset_n is 1 and vice versa.  

 
Fig. 3. I2C Flow Chart with BIST Mode. 

 
TABLE I. OPERATING MODES OF I2C 

reset reset_n BIST Mode NORMAL Mode 

1 0 OFF ON 

0 1 ON OFF 

 
From Fig. 3, it is shown that when reset =1 and reset_n=0, 

then normal mode begins and master starts to communicate 
with its slave devices. 
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a) Step 1: Master sends the start bit at first to initiate 
transmission. The start condition is when the data line goes 
low and immediately after the clock line goes low. 

b) Step 2: Master send the adress of the slave device. 
c) Step 3: Slave give a acknowledgement signal to the 

master device. 
d) Step 4: After receiving the acknowledgement signal, 

the master then sends the address of the register where to save 
the data.  

e) Step 5: Slave again sends an acknowledgement signal 
to master device about the confirmation of word address 
reception.  

f) Step 6: Master then sends the data to the slave using 
the data bus.  

g) Step 7: After the reception of data the slave again 
gives an acknowledgement signal.  

h) Step 8: Master then send the stop bit. When the clock 
line goes high from low and immediately after the data line 
goes high then this indicates a stop bit. 

IV. SYSTEM SYNTHESIZE & IMPLEMENTATION 

A. Circuit Schematic  
Fig. 4 & Fig. 5 show the pin diagram and top level 

diagram of the I2C with BIST capability circuit respectively. 
Table II shows the pin descriptions of the top level schematics 
of the Verilog HDL implementation shown in the Fig. 4. In 
this table, the input and output pins are also specified.  

 

Fig. 4. Pin Diagram of I2C. 
 

In Fig. 6, the top level schematic of BIST module is 
shown. As described earlier, BIST module consists of three 
LFSRs and one comparator is depicted in the Fig. 6. 

 
Fig. 5. Top level schematics of I2C with BIST capability. 

 

Fig. 6. Top level schematics of BIST Module. 

TABLE II. I2C PIN DESCRIPTION 
Pin IN/OUT Description 

CLK IN Clock generator 
reset IN Bit for controlling BIST mode 

reset_n IN Bit for controlling NORMAL 
mode 

enable IN Enables the Random Pattern 
Generator 

GO IN Control bit of the I2C 
in_data_simple IN Input data byte of the I2C 

in_control_simple IN Input control byte of the I2C 
in_address_simple IN Input word address of the I2C 
SD_COUNTER OUT CLK pulse counter for BIST Mode 

SD_COUNTER_simple OUT CLK pulse counter for NORMAL 
Mode 

I2C_SCLK OUT Output pin for I2C CLK for BIST 
Mode 

I2C_SCLK_simple OUT Output pin for I2C CLK for BIST 
Mode 

I2C_SDAT OUT Output data bus for BIST Mode 
I2C_SDAT_simple OUT Output data bus for NORMAL 

Mode 
bit_correct OUT Output pin of Comparator for 

correct bits 
bit_error OUT Output pin of Comparator for 

wrong bits 
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B. Simulation Results  
The timing diagram achieved from Testbencher showed 

that the received data in the receiver. Then the design is tested 
in the Xilinx FPGA where it also gave the correct output. The 
8 bits of outputs are converted here into 2-digits Hexadecimal 
numbers. 

1) Simulation Results  for BIST Mode 
a) 8-bit Random Bit Pattern Generator 

 
 

Fig. 7. 8-bit random bit pattern. 
 
b) Output Data Format 

 
Fig. 8. BIST mode Output. 

Fig. 7 demonstrates the output of the LFSR 1 in random 
pattern generator. Same type of outputs also come from the 
LFSR 2 and 3. These ouputs from LFSRs are directly goes 
into the I2C module. 

Fig. 8 shows the timing diagram of the I2C output in the 
BIST mode. Three Random Pattern Generators generate 
random bits for the 8-bit control byte, 8-bit word address and 
8-bit data. When the “reset_n” is low and “GO” is high then 
the control bytes, word address and data bits are passed 
depending on the “ACK” from the slave. When the “START” 
bit is passed, then the control byte start passing through the 
I2C bus. After that, an acknowledgement (ACK) is given by 
the slave. The next 8-bit is the word address or the memory 

address which is passed. Then, an “ACK” from the slave is 
given and 8-bit data is passed. Then, the “ACK” is given from 
slave and at last, the stop bit ends the operation. The process 
continues. And in this process, the efficiency and bit error rate 
of the I2C can be tested.   

2) Simulation Results NORMAL Mode 
 

Fig. 9 depicts the output of the I2C bus at “NORMAL 
Mode”. The Control Byte, Word Address and Data in 
hexadecimal are “CA”, “00” and “AA” respectively which are 
found in the I2C bus as “11001010”, “00000000” and 
“10101010” respectively when the “reset_n” is low and “GO” 
is high. The after receiving each byte (i.e., control byte, word 
address and data) an acknowledgement (ACK) is given by the 
slave. With the “START” bit the operation starts and with the 
“STOP” bit the operation ends. 
 

 
 

Fig. 9. Normal Mode Output Stream. 

This output is justified by Table III.   

Table III. RECEIVER OUTPUT FORMAT 
Input 
Type 

Binary Hexadecimal

Control 
Byte 

11001010 CA 

Word 
Address 

00000000 00 

Data 10101010 AA 

 
C. FPGA Implementation 

FPGAs can be used to implement any logical function that 
can be performed by an ASIC, and it should also be noted that 
FPGA design is more cost-effective than that of ASIC. They 
have lots of advantages over microcontrollers, such as greater 
speed, number of I/O ports and performance.  
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The proposed design is implemented on Xilinx Spartan-2 
FPGA (XC2S150). So here, the master device is Xilinx 
Spartan-2 FPGA. The slave device used here is EEPROM in 
FPGA. Here, EEPROM means electrically erasable 
programmable read only memory. EEPROM is a non-volatile 
memory. It is used as a slave device to store small amounts of 
configuration information.  Fig. 10 shows the FPGA 
implementation with Clock and Data bus. 

 

Fig. 10. FPGA Implementation of I2C Bus Protocol. 
 

The Device utilization summary and timing summary are 
given in Table IV and Table V respectively. From the table it 
is seen that only 21% if the flip flops are used. In case of input 
output buffers it is 28%. So that, there are many more feathers 
can be added with the proposed architecture. In the timing 
summary, it is seen that the maximum delay is 5.936ns which 
is much lesser than conventional UARTs.   

Table IV. DEVICE UTILIZATION SUMMARY 
Name Used Blocks Percentages (%)

Number of Slices 41  out of 192 21 
Number of Slice Flip 

Flops 
44  out of  384 

(FDRE:35 
         FDSE :3 

LD: 2, LD_1: 4) 

 
11 

Number of 4 input 
LUTs 

72  out of 384 18 

Number of bonded 
IOBs 

26  out of 90 
(IBUF :6 

OBUF : 18 
OBUFT: 2) 

 
28 

Number of GCLKs 2  out of  4 50 

Table V. TIMING SUMMARY 
Parameters Seconds 

Minimum period 6.016ns 
Minimum input arrival time before 

clock 
8.641ns 

Maximum output required time after 8.183ns 

clock 
Maximum delay 5.936ns 

V. CONCLUSION 
In this paper, an FPGA based implementation of I2C with 

BIST capability is presented. Here all the modules are 
designed and simulated with Verilog HDL. Then the system is 
downloaded in the Xilinx Spartan-2 FPGA (XC2S150). This 
I2C is much more flexible, speedy, low cost, and stable with 
respect to conventional one. This I2C control bus architecture 
can enable the industrial fabrication of chip in a way where 
only a pressing of one switch can test itself. So that, it would 
save valuable time and cost of testing circuits significantly.   
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Abstract— A Midimew connected Mesh Network (MMN) is
a MInimal DIstance MEsh with Wrap-around links network
of multiple basic modules, in which the basic modules are
2D-mesh networks that are hierarchically interconnected
for higher-level networks. In this paper, we present a new
assignment of free links to form the higher level networks
of the MMN (called HMMN), addressing of node, routing
of message, and evaluate the static network performance
of the HMMN, its counter rival VMMN, TESH, mesh, and
torus networks. It is shown that the proposed HMMN pos-
sesses several attractive features, including constant degree,
small diameter, low cost, small average distance, moderate
bisection width, and same fault tolerant performance than
that of other conventional and hierarchical interconnection
networks. It is also shown that with the same node degree,
arc connectivity, bisection width, and wiring complexity, the
diameter and average distance of the HMMN is lower than
that of the TESH network and trivially higher to that of
VMMN.

Index Terms— Massively Parallel Computers, Interconnec-
tion Network, Free Links, MMN, and Static Network Per-
formance.

I. INTRODUCTION

The demand of computation power will never stop, it

is increasing day by day. However, sequential computer

steadily increases their speed to meet the computation

demand, and it has already been reached saturated. Thus,

the only way to meet the increasing demand of com-

putation power to solve the grand challenge problems

is to use parallel computers. Parallel computers provide

computationally efficient techniques for the solution of

large and difficult problem in a reasonable time [1]. To

solve the grand challenge problems in many areas such

as development of new materials and sources of energy,

development of new medicines and improved health care,

strategies for disaster prevention and mitigation, weather

forecasting, and for scientific research including the ori-

gins of matter and the universe. This makes the current

supercomputer changes into massively parallel computer

(MPC) systems with thousands of node (Tianhe-2, Titan,

Sequia, Kei, Cray XT5-HE [2]), that satisfy the insatiable

demand of computing power. In near future, we will need

computer systems capable of computing at the tens of

petaflops or exaflops level, or even more. To achieve

this level of performance, we need MPC with tens of

thousands or even millions of nodes [3]. It is predicted

that the parallel systems of the next decade will contain

10 to 100 millions of nodes [4], [5].

One crucial step on designing such a MPC systems is

to determine the topology of the interconnection network,

because the overall performance is significantly affected

by the network topology [6]–[8]. Many recent exper-

imental and commercial parallel computers use direct

networks for low latency and high bandwidth of inter-

node communication. For future MPC with millions of

nodes, the large diameter of conventional topologies is

completely infeasible. The hierarchical interconnection

network (HIN) provides a cost-effective way in which

several network topology can be integrated together [9].

Therefore, HIN is a plausible alternative way to intercon-

nect the future MPC [9] systems. A variety of hypercube

based HINs found in the literature, however, its huge

number of physical links make it difficult to implement.

To alleviate this problem, several k-ary n-cube based HIN

have been proposed [10], [11]. However, the performance

of these networks does not yields any obvious choice of

a network for MPC. No one is clear winner in all aspect

of MPC design.

Since reducing the diameter is likely to improve the

performance of an interconnection network, the problem

of designing interconnection network with low diameter

with scalability of network size is still desirable [11], [12].

A Tori connected mESH (TESH) network [13], [14] is an

HIN aiming for large-scale 3D MPC systems, consisting

of multiple basic modules (BMs) which are 2D-mesh

networks. The BMs are hierarchically interconnected by a

2D-torus etwork to build higher level networks. The topol-

ogy of the contemporary massively parallel computers use

k-ary k-cube networks. No HIN draws the potential at-

tention from the industry community yet. However, TESH

network is a suitable network because of constant & small

node degree and scalability for modular expansion.

The main objective of this paper is to find a network
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which is suitable for interconnecting a large number of

nodes while keeping small diameter. It has already been

shown that a MInimal DIstance MEsh with Wrap-around

links (midimew) network is an optimal topology in the

sense that there is no direct symmetric network of degree

4 with lower diameter or average distance [16]. To fulfill

our objective, with this key motivation, we have replaced

the higher level 2D-torus of a TESH network by a 2D

midimew network. To use the free ports in the periphery

of the 2D-mesh network for higher level interconnection,

we kept the basic module as 2D-mesh network same as

TESH network. This modified TESH network is a 2D-

midimew networks of multiple BMs, in which the BMs

are 2D-mesh networks that are hierarchically intercon-

nected for higher-level networks. Analogous to the TESH

network, we called it Midimew-connected Mesh Network

(MMN). MMN is a hierarchical interconnection network,

thus allowing exploitation of computation locality, as well

as providing scalability up to a million of nodes.

In this paper, we address a new assignment of the free

links of the BM to interconnect the higher level network

of the MMN and evaluate its static network performance.

The static network performance will be evaluated in terms

of node degree, network diameter, cost, average distance,

bisection width, and arc connectivity.

The remainder of the paper is organized as follows.

In Section II, we briefly describe the new assignment

of the free links of the MMN. Addressing of nodes of

the MMN and the routing of messages are discussed

in Section III and Section IV, respectively. The static

network performance of the proposed MMN is discussed

in Section V. Finally, in Section VI, we conclude this

paper.

II. INTERCONNECTION OF THE MMN

The Midimew connected Mesh Network (MMN) is a

hierarchical interconnection network consisting of mul-

tiple basic modules (BM) that are hierarchically inter-

connected to form a higher level network. A (2m × 2m)
BM consists of a 2D-mesh network of 22m processing

elements (PE) having 2m rows and 2m columns, where

m is a positive integer. Considering m = 2, a BM of

size (4 × 4) is portrayed in Fig. 1. Each BM has 2m+2

free ports at the contours for higher level interconnection.

All ports of the interior nodes are used for intra-BM

connections. All free ports of the exterior nodes, either

one or two, are used for inter-BM connections to form

higher level networks. In this paper, BM refers to a Level-

1 network.

Successive higher level networks are built by recur-

sively interconnecting (22m) immediate lower level sub-

networks in a (2m × 2m) (midimew) network. In a

midimew network, one direction (either horizontal or

vertical) is symmetric tori connected and other direction is

diagonally wrap-around connected. In our previous study

[17], we have assigned the horizontal free links of the

BM for symmetric tori connection and vertical free links

are used for diagonal wrap-around connection. To the
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Figure 1. Basic module of the MMN

thirst of more efficient way to interconnect the higher

level networks, we reverse the connection, i.e., vertical

free links of the BM for symmetric tori connection and

horizontal free links are used for diagonal wrap-around

connection. For clarification, let us call the former one as

vertical MMN (VMMN) and this proposed one is called

horizontal MMN (HMMN).

As depicted in Fig. 2, considering (m = 2) a Level-2
HMMN can be formed by interconnecting 22×2 = 16
BMs. Similarly, a Level-3 network can be formed by

interconnecting 16 Level-2 sub-networks, and so on. Each

BM is connected to its logically adjacent BMs. It is useful

to note that for each higher level interconnection, a BM

uses 4 × (2q) = 2q+2 of its free links, 2(2q) free links

for diagonal interconnections and 2(2q) free links for

horizontal interconnections. Here, q ∈ {0, 1, .....,m}, is

the inter-level connectivity. q = 0 leads to minimal inter-

level connectivity, while q = m leads to maximum inter-

level connectivity. For example the (4×4) BM has 22+2 =
16 free ports as shown in Figure 1. If we chose q = 0, then

4(20) = 4 of the free ports and their associated links are

used for each higher level interconnection, 2 for horizontal

and 2 for diagonal interconnection. Among these 2 links,

one is used for incoming link and another one for used for

outgoing link, i.e., a single links is used for diagonal in,

diagonal out, horizontal in, and horizontal out.

A HMMN(m,L, q) is constructed using 2m×2m BMs,

has L levels of hierarchy with inter-level connectivity q. In

principle, m could be any positive integer value. However,

if m = 1, then the network degenerates to a hypercube

network. Hypercube is not a suitable network, because its

node degree increases along with the increase of network

size. If m = 2, then it is considered the most interesting

case, because it has better granularity than the large BMs.

If m ≥ 3, the granularity of the family of networks is

coarse. If m = 3, then the size of the BM becomes (8×
8) with 64 nodes. Correspondingly, the Level-2 network

would have 64 BMs. In this case, the total number of

nodes in a Level-2 network is N = 22×3×2 = 4096 nodes,

and Level-3 network would have 262144 nodes. Clearly,

the granularity of the family of networks is rather coarse.     
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Figure 2. Higher level network of a MMN

In the rest of this paper we consider m = 2, therefore,

we focus on a class of HMMN(2, L, q) networks.

The highest level network which can be built from

(2m × 2m) BM is Lmax = 2m−q + 1. With q = 0
and m = 2, Lmax = 5, Level-5 is the highest possible

level. The total number of nodes in a HMMN having

(2m × 2m) BMs is N = 22mL. Using maximum level of

hierarchy, Lmax = (2m−q + 1), the maximum number of

nodes which can be interconnected by a HMMN(m,L, q)
is N = 22m(2m−q+1). For the case of (4 × 4) BM with

q = 0, a network consists of 1 million nodes.

III. ADDRESSING OF NODES

Base-2m numbers are used for convenience of address

representation. As seen in Figure 1, nodes in the BM

are addressed by two digits, the first representing the

row index and the next representing the column index.

More generally, in a Level-L HMMN, the node address

is represented by:

A = ALAL−1AL−2 ... ... ... A2A1

= an−1an−2an−3 ... ... ... a2a1a0

= a2L−1a2L−2 a2L−3a2L−4 ... ... ... a3a2 a1a0

= (a2L−1 a2L−2) (a2L−3 a2L−4) ... ...

... ... ... (a3 a2) (a1 a0) (1)

Here, the total number of digits is n = 2L, where

L is the level number. AL is the address of level L

and (a2L−1a2L−2) is the co-ordinate position of Level-

(L − 1) for Level-L network. Pairs of digits run from

group number 1 for Level-1, i.e., the BM, to group

number L for the L-th level. Specifically, l-th group

(a2l−1 a2l−2) indicates the location of a Level-(l−1) sub-

network within the l-th group to which the node belongs;

1 ≤ l ≤ L. In a two-level network the address becomes

A = (a4 a3) (a1 a0). The first pair of digits (a4 a3)
identifies the BM to which the node belongs, and the last

pair of digits (a1 a0) identifies the node within that BM.

The assignment of inter-level ports for the higher level

networks has been done quite carefully so as to minimize

the higher level traffic through the BM. The address

of a node n1 encompasses in BM1 is represented as

n1 =
(

a1
2L−1a

1
2L−2 ... ... ... a1

3a
1
2 a1

1a
1
0

)

. The address

of a node n2 encompasses in BM2 is represented as

n2 =
(

a2
2L−1a

2
2L−2 ... ... ... a2

3a
2
2 a2

1a
2
0

)

. The node n1

in BM1 and n2 in BM2 are connected by a link if the

following condition is satisfied.

∃i{a1
i = (a2

i ± 1)mod 2m ∧ ∀j(j 6= i → a1
j = a2

j )}
where i%2 = 0, i, j ≥ 2
∃i{a1

i = (a2
i ± 1) ∧ ∀j(j 6= i → a1

j = a2
j )}

where a1
i = a2

i , a1
j < 3

∃i{a1
i = (a2

i ± 1)mod 2m ∧ ∀j(j 6= i → a1
j = a2

j + 2)
%(2m − 1)} where i%2 = 1, i, j ≥ 2

IV. ROUTING ALGORITHM FOR MMN

Routing of messages in the MMN is performed from

top to bottom as in TESH network [14], [15]. That is, it

is first done at the highest level network; then, after the

packet reaches its highest level sub-destination, routing

continues within the sub-network to the next lower level

sub-destination. This process is repeated until the packet

arrives at its final destination. When a packet is generated

at a source node, the node checks its destination. If

the packets destination is the current BM, the routing is      
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performed within the BM only. If the packet is addressed

to another BM, the source node sends the packet to the

outlet node which connects the BM to the level at which

the routing is performed. At each level, horizontal routing

is performed first when the packet reaches the destined

column, then diagonal routing start to reach the packet in

the destination.

Let us consider an example in which a packet is to

be routed from source node 000000 to destination node

130303. In this case, routing is to be done at Level-3,

therefore the source node sends the packet to the outlet

node of Level-3, 00 30 30, whereupon the packet is routed

at Level-3, as shown in Figure 3. To avoid clutter diagonal

wrap-around links are not shown in the figure. After the

packet reaches the Level-2 (1, 1) network, then routing

within that network continues until the packet reaches the

BM(1, 0). Finally, the packet is routed to its destination.

V. STATIC NETWORK PERFORMANCE

Although the actual performance of a network depends

on many technological and implementation issues, several

topological properties and performance metrics can be

used to evaluate and compare different interconnection

networks in a technology-independent manner. Most of

these properties are derived from the graph theoretic

model of the topology. In this section, we discuss some

graph theory metrics that characterize the cost and per-

formance of an interconnection network. These parame-

ters have a direct impact on network performance. For

the performance evaluation, we have considered mesh,

torus, TESH network, and proposed HMMN along with

VMMN.

A. Node Degree

The node degree is defined as the maximum number

of physical links emanating from a node. Constant degree

networks are easy to expand, and the network interface

cost of a node remains unchanged with increasing net-

work size. The I/O interface cost of a particular node is

proportional to its degree. For fair comparison, we have

consider degree 4 network. It is shown in Table I that the

degree of the mesh, torus, TESH, VMMN, and HMMN

are equal, it is 4 are independent of network size.

B. Diameter

The distance between two adjacent nodes is unity.

The diameter of a network is the maximum inter-node

distance, i.e., the maximum number of links that must

be traversed to send a message to any node along the

shortest path. Diameter is the maximum distance among

all distinct pairs of nodes along the shortest path. The

diameter is commonly used to describe and compare

the static network performance of the interconnection

network topology. Networks with small diameters are

preferable. The smaller the diameter of a network, the

shorter the time to send a message from one node to

the node farthest away from it. Also, network diameter

determines the highest latency.

We have evaluated the diameter of the TESH, VMMN

and HMMN network by simulation and mesh and torus

network by their static formula and the results are tabu-

lated in Table I. Clearly, the HMMN has a much smaller

diameter than that of TESH and mesh networks; and a

slightly high diameter than that of VMMN and torus

networks.

C. Cost

Inter-node distance, message traffic density, and fault-

tolerance are dependent on the diameter and the node

degree. The product (diameter × node degree) is a

good criterion for measuring the relationship between cost

and performance of a parallel computer systems [18]. An

interconnection network with a large diameter has a very

low message passing bandwidth, and a network with a

high node degree is very expensive. In addition, a network

should be easily scalable; there should be no changes in

the basic node configuration as we increase the number of

nodes. The cost of different networks is plotted in Table I,

and it is shown that the cost of HMMN is far lower than

that of mesh and TESH networks, exactly equal to that of

VMMN, and slightly higher than that of torus network.

D. Average Distance

The average distance is the mean distance between all

distinct pairs of nodes in a network. Average distance is      
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TABLE I.

COMPARISON OF STATIC NETWORK PERFORMANCE OF VARIOUS NETWORKS

Node Diameter Cost Average Arc Bisection Wiring
Degree Distance Connectivity Width Complexity

2D-Mesh 4 30 120 10.67 2 16 480

2D-Torus 4 16 64 8.00 4 32 512

TESH(2,2,0) 4 21 84 10.47 2 8 416

VMMN(2,2,0) 4 17 68 9.07 2 8 416

HMMN(2,2,0) 4 17 68 9.33 2 8 416

reflected on the average network latency. A small average

distance results small communication latency, especially

for distance-sensitive routing, such as store and forward.

But it is also crucial for distance-insensitive routing, such

as wormhole routing, since short distances imply the use

of fewer links and buffers, and therefore less communica-

tion contention. We have evaluated the average distances

for HMMN, VMMN, and TESH network by simulation

and mesh and torus networks by their corresponding

formulas and the results are tabulated in Table I. It is

shown that the average distance of HMMN is lower than

that of mesh and TESH networks, and slightly higher than

that of VMMN and torus networks.

Although the dynamic communication performance of

a program on a parallel computer depends on the actual

times taken for data transfer, a smaller average distance

and diameter of an interconnection network yields a

smaller communication latency of that network.

E. Bisection Width

The Bisection Width (BW) of a network is defined as

the minimum number of links that must be removed to

partition the network into two equal halves. Many prob-

lems can be solved in parallel using binary divide-and-

conquer: split the input data set into two halves, and solve

them recursively on both halves of the interconnection

network in parallel, then merge the results from both

halves into the final result. Small bisection width implies

low bandwidth between the two halves, and it can slow

down the final merging phase. On the other hand, a large

bisection width is undesirable for the VLSI design of the

interconnection network, since it implies a lot of extra

chip wires.

Bisection bandwidth reflects the communication capac-

ity between any two halves of the network when dealing

with uniform, non-uniform, local, and non-local traffic.

It is calculated by counting the number of links that

need to be removed to partition the Level-L HMMN. We

have calculated the average distance of HMMN, VMMN,

TESH, mesh, and torus networks by their respective static

formula and they are shown in Table I. It is shown that

the the bisection width of the HMMN is exactly equal to

that of the VMMN and TESH network; and it is lower

than that of mesh and torus network.

F. Arc Connectivity

Arc Connectivity measures the robustness of a network

and the multiplicity of paths between nodes. Arc con-

nectivity is the minimum number of links that must be

removed in order to break the network into two disjoint

parts. High arc connectivity improves performance during

normal operation by avoiding link congestion, and also

improves fault tolerance. The ratio between arc connec-

tivity and the degree of a node gives a measure of static

fault tolerance performance. A network is maximally

fault-tolerant if its connectivity is equal to the degree of

the network. The arc connectivity of various networks

are tabulated in Table I. Clearly, the arc connectivity

of the HMMN is exactly equal to that of VMMN and

TESH network. However, the arc connectivity of the torus

network is exactly equal to its degree. Thus, torus is more

fault tolerant than all the networks. HMMN is exactly

equal fault tolerant to that of VMMN, mesh, and TESH

networks.

G. Wiring Complexity

The wiring complexity of an interconnection network

refers to the total number of links required to form the

network. It has a direct correlation to hardware cost

and complexity. A (16 × 16) 2D-mesh and 2D-torus

networks have {Nx × (Ny − 1) + (Nx − 1) × Ny} =
16 × (16 − 1) + (16 − 1) × 16 = 480 and

(2 × Nx × Ny = 2 × 16 × 16) = 512 links,

respectively. Ni represents the number of nodes

in the ith dimension. The wiring complexity of

a Level-L HMMN, VMMN, and TESH networks is
[

# of links in a BM × k2(L−1) +
∑L

x=2 2(2q) × k2(L−1)
]

.

Considering, m = 2, a BM of HMMN, VMMN, and

TESH network have 24 links. Hence the total number of

links of a Level-2 HMMN, VMMN, and TESH are 416.

Table I compares the wiring complexity of a HMMN

with that of several other networks. It is shown that the

total number of links of HMMN is lower than that of

mesh and torus network and exactly equal to that of

VMMN and TESH network.

H. Some Generalization

The question may arise, whether we need HMMN over

torus, where torus network results lower diameter and

average distance to that of HMMN as shown in Table

I. The answer is ’yes’. The torus network has a large

number of long wrap-around links. The operating speed of

a network is limited by the physical length of its links. The

length of the longest wire may become more important

than the diameter of the network.       
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This is the very first stage of research on MMN. We

tried in different way to find the best suitable assignment

of free links for higher level interconnection of MMN. As

mentioned earlier in our previous study [17], we used the

horizontal free links as tori connected and vertical free

links as diagonal wrap-around connected, called VMMN.

In this research we reverse the connection. We used the

vertical free links as tori connected and horizontal free

links as diagonal wrap-around connected, called HMMN.

It is seen from Table I that the static network perfor-

mance of the HMMN is better than that of mesh and

TESH network. And almost equal to that of VMMN. Only

the average distance of the HMMN is slightly higher than

that of VMMN. However, the difference is trivial.

VI. CONCLUSION

A new hierarchical interconnection network, called

HMMN, is proposed for the future generation MPC

systems. The architecture of the HMMN, addressing of

nodes, and routing of message have been discussed in

detail. We have evaluated the static network performance

of the HMMN, as well as that of several other networks.

From the static network performance, it has been shown

that the HMMN possesses several attractive features,

including constant node degree, small diameter, low cost,

small average distance, and better bisection width. We

have seen that with the same degree, arc-connectivity,

bisection width, and wiring complexity, the diameter and

average distance of the HMMN is lower than that of the

TESH network. Also, the diameter and average distance

of the HMMN is lower than that of mesh network and

slightly higher to that of HMMN. The HMMN yields

better static network performance with reasonable cost,

which are indispensable for next generation MPC sys-

tems.

This paper focused on the architectural structure and

static network performance. Issues for future work include

the following: (1) evaluation of static network perfor-

mance considering different value of m, L, & q and (2)

evaluation of dynamic communication performance using

dimension order routing algorithm.
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Figure 1. Four Terminal FinFET Device [4]. 

Power, Delay and Area Optimization in a Full-Adder 
Circuit using FinFETs 

Imam-Uz-Zaman, Tonmoy Roy*, and M. S. Islam* 
Bangladesh University of Engineering and Technology, Bangladesh 

* E-mail: tonmoy_roy@live.com, islams@eee.buet.ac.bd 
 
 

Abstract—This paper proposes power, area and delay 
optimization for one bit full adder circuit using FinFETs. Double 
gate FinFET currently is the most attractive choice among the 
multi-gate transistor structure and has emerged as one of the 
most likely successors to the classical planar MOSFET. FinFET 
is more versatile than planar single-gate FET because it has two 
gates that can be biased to control the drive current and 
threshold voltage. By controlling the back gate static power, 
dynamic power, delay, area of a circuit can be improved. 
Moreover FinFETs’ second gate can be utilized to implement 
circuit with fewer transistors which are important when area 
efficiency is necessary. This paper mainly deals with various logic 
design styles to obtain low leakage, minimum delay and area 
efficient circuits through the judicious use of FinFETs. 
Simulation shows various modes of circuits constructed using 
FinFETs have trade-offs in terms of leakage power, dynamic 
power, propagation delay and area. 

Keywords—FinFET, VLSI, Full-Adder, Static Power. 

I.  INTRODUCTION 

Continuous demand for high performance and smaller 
electronic equipment has forced the fabrication technology of 
CMOS to a significant reduction in the possible minimum 
feature size of the transistor to the nanometer regime. This 
reduction also scaled down other device parameters such as 
gate oxide thickness, threshold voltage and supply voltage to 
maintain stability rules [1]. The main barrier to this continuous 
reduction is the leakage phenomenon. This leakage becomes a 
major concern in the sub-32nm CMOS technology due to poor 
channel electrostatic potential which leads to a degraded short-
channel behavior and high leakage current [2]. Recently 
double-gate FET specially, FinFET (Fig. 1) has become a 
suitable candidate for the future generation of CMOS 

technology. 

The motivation of this paper is to develop low leakage, low 
delay, area efficient Full-Adder circuits utilizing FinFETs. 
Design and simulation of different modes of FinFET circuits 
were conducted. Simulation of similar CMOS circuits was 
done for comparison as well. 

 The rest of the paper is organized as follows, a concise 
review of four terminal FinFET technology, design 
methodology and simulation results. 

II. THE FINFET TECHNOLOGY 

Contrast to planar single and double gate device, the 
FinFET effective channel width is perpendicular to the 
surface. That’s why increasing of effective channel width and 
on current is possible by varying fin height. FinFET transistors 
overcome the static power dissipation problem by providing 
effective control over the channel potential by using two gates 
wrapped around the fin [3]. A FinFET can be used to replace 
two parallel transistors with one if the gate signals of the two 
transistors are applied to it its two independent gates. This 
makes it useful for low power area efficient circuits. FinFET 
device parameters used throughout this paper are listed in 
Table I. For traditional bulk CMOS simulation, channel length 
of 32nm, channel width for the NMOS of 100nm and for 
250nm for PMOS channel width was chosen. These 
parameters were selected to make the power and speed of 
CMOS comparable to the FinFET technology being used. 

TABLE I.  DEVICE PARAMETERS FOR THE FINFET MODEL 

Parameter Value 

Length of the channel (L) 32nm 

Thickness of front gate/back gate oxide 1.4nm 

Thickness of the fin (TFIN) 20nm 

Height of the fin (hFIN) 15nm 

Power supply (VDD) 1.0V 

Channel Doping 2×1016cm-3 
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Figure 3. The 1-Bit Full Adder Independent Gate (IG) Mode Design. 

 

Figure 2. The 1-Bit Full Adder Short Gate (SG) Mode Design.

 

Figure 4. The 1-Bit Full Adder Low Power (LP) Mode Design 

 

Figure 5. The 1-Bit Full Adder Independent Gate-Low Power (IG-LP) 
Mode Design. 

 
At the sub-32nm technology, it is evaluated that leakage 

power might account for as much as 40-50% of total power 
consumption in CMOS technology [5]. This problem can be 
significantly mitigated by the use of FinFET. Independent 
control of front gate and back gate of FinFET can be 
effectively used to reduce power consumption and to improve 
circuit performance. FinFET also provides much less sub-
threshold leakage. 

III. DESIGN METHODOLOGY 

Four modes have been proposed for design of circuits 
using FinFETs [6]. All of these modes have been studied 
previously for simple logic circuits like NAND gates [7]. The 
first mode is the short gate (SG) mode. In this mode, the front 
gate and back gate of a device is shorted together. Hence, both 
the gates get biased to the same voltage. This gives better 
drive strength and better control over the channel [6]. The 
second mode is the independent gate (IG) mode [8] [9]. In this 
mode, the front and back gate of the device is driven from 
different sources and are biased at different voltages. In 
properly designed logic circuits this can decrease the required 
area considerably. The third mode is the low power (LP) mode 
[10]. In this mode, the back gates of all the n-channel 
transistors are connected to the ground and the back gates of 
all the p-channel transistors are connected to the logic high 
voltage. This increases the threshold voltage of the device and 
decreases leakage current and hence the amount of static 

power consumed gets decreased significantly. The final mode 
is the IG-LP mode which is the combination of the IG and LP 
modes. This mode offers low power circuits which also 
require fewer transistors as well. 

TABLE II.  REQUIRED AREA FOR THE CIRCUITS OF DIFFERENT MODES 

Circuit Mode 
Number of 
Transistors 

Required Area 
(m2) 

Short Gate (SG) 12 2.4192×10-14 

Low Power (LP) 12 2.4192×10-14 

Independent Gate (IG) 10 2.016×10-14 

Independent Gate-Low Power (IG-LP) 10 2.016×10-14 

 

In this paper we have shown design and simulation of a 1-
bit Full Adder circuit utilizing FinFETs in the discussed four 
modes as well as with traditional CMOS technology for 
comparison. The full adder circuit used was first designed 
using FinFETs in SG mode. This is shown in Fig 2. Here the 
front and back gates of all the transistors are shorted, giving 
better drive current and consequently higher speeds which 
make it best suited for high performance operations. The full 
adder circuit using FinFETs in IG mode is shown in Fig 3. In 
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Figure 7. Dynamic Power (W) for the Circuits of Different Modes. 

 

Figure 6. Static Power (W) for the Circuits of Different Modes 

this circuit the front gate and back gates of the transistors are 
operated at different bias voltages and can be used for separate 
inputs. Every two traditional transistors connected in parallel 
are replaced by one FinFET with the inputs of the two 
transistors connected to the two gates of the FinFET. This 
reduces the number of transistors required and hence reduces 
the circuit area. Reduced number of transistors also means 
lower power consumption. However this mode suffers from 
long propagation delays for some input configurations. The LP 
mode of the circuit is shown in Fig 4. In this circuit all the 
back gates of the n-channel FinFETs are connected to the 
ground and the back gates of the n-channel FinFETs are 
connected to the logical high voltage. This configuration 
increases the threshold voltage of each transistor. Increased 
threshold voltage reduces leakage current and power 
consumption in static condition. However this mode suffers 
from increased propagation delay and does not provide any 
area benefit either. Finally, the IG-LP mode is shown in Fig 5. 
This circuit is a combination of both the IG and the LP mode. 
In this circuit all the parallel transistors are replaced by single 
IG mode transistor. On the other hand, all the other transistors 
are connected in LP mode with the n-channel transistors’ back 
gates and the p-channel transistors’ back gates connected to 
the ground and the logic high respectively. This circuit gives 
reduced area and consumes less power, but suffers from 
slightly increased propagation delays. 

The effective channel width of the FinFET is quantized by 
the fin number. Our experiments showed that 2 fins for the p-
channel transistor and 1 fin for n-channel transistor produces 
the minimum difference between rise time and fall time at the 
output for the circuits in consideration. This configuration was 
used in the simulation of the circuits. 

Table II shows the chip area required for the full adder 
circuits operating in different modes. It can be seen that the 
short gate mode and the low power modes require more area. 
This is expected as they require more transistors. The 
independent gate mode and the independent gate low power 
modes on the other hand require relatively lower area as they 
are made with fewer transistors. 

IV. SIMULATION RESULTS 

In this section, the simulation results for power and circuit 
of the 1-bit full adder delay using FinFET is presented. The 
simulation was done on Synopsys HSPICE [11] using Arizona 
State University Predictive Technologies Model (ASU-PTM) 
Double Gate model [12]. The model parameters used in the 
simulation is given in Table I. The effective width per fin of the 
device was calculated from the fin width and fin height using 
the following equation [13]:

 Weff  2×hFIN + WFIN (1) 

For CMOS simulation, Predictive Technologies Model [12] 
high-performance model (PTM-HP) was used with parameters 
taken from International Technology Roadmap for 
Semiconductors (ITRS) 2008 for 32nm Technology. All the 
aforementioned circuits were loaded with fan out of four 
inverters to simulate heavy load. For static power calculations, 

uniform distribution of the input vector was assumed. For 
dynamic power calculation, transient analysis was made with 
the inputs stimulated with signals of 1GHz frequency. The 
propagation delay was calculated from transient analysis of the 
circuits. The maximum of all the delays of all the inputs to 
output paths was taken into consideration. 

TABLE III.  SIMULATION RESULTS FOR THE CIRCUITS OF DIFFERENT 
MODES 

Circuit Mode 
Static Power 

(Watt) 

Dynamic 
Power 
(Watt) 

Propagation 
Delay (sec) 

Short Gate (SG) FinFET 7.55×10-08 2.01×10-05 3.53×10-11 

Low Power (LP) 
FinFET 

6.63×10-08 1.36×10-05 5.28×10-11 

Independent Gate (IG) 
FinFET 

6.73×10-08 9.07×10-06 4.25×10-11 

Independent Gate-Low 
Power (IG-LP) FinFET 

6.01×10-08 9.12×10-06 4.16×10-11 

CMOS 1.10×10-07 5.80×10-05 3.99×10-11 

 

The results for static power, dynamic power and 
propagation delay obtained from the simulations are given in 
Table III. It is evident that the results are comparable to the 
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Figure 8. Propagation Delay (s) for the Circuits of Differnet Modes. 

 

 

Figure 9. Sample Transient Response for the SG Mode Circuit. 

expected values. While the SG mode circuit consumes the most 
static power, the IG-LP mode consumes the lowest static power 
(Fig. 6) due to lower leakage loss and a lower number of 
transistors. From the dynamic power data (Fig. 7), it can be 
observed that the SG mode consumes the most dynamic power 
as well while the LP and IG-LP modes consume the least 
amount of dynamic power. The IG-LP mode gives comparable 
propagation delay to other FinFET modes (Fig. 8). Normal 
CMOS circuits exhibit the highest static and dynamic powers 
(Figs. 6 and 7), as expected.  

Fig 9 shows samples of the transient response used for 
propagation delay calculation. All the input to output paths are 
considered and the longest delays for each circuit are given in 
Table III. As expected, the SG mode wields the lowest delay 
because of the higher drive current. The delay for IG mode was 
found to be the worst among the FinFET circuits. The 
estimated area required for each circuit is given in Table I in 
the previous section. The SG and LP modes require more area 
as compare to the IG and IG-LP mode as they require more 
transistors. This suggests a trade-off of power, delay and area 
among these modes of the circuit. 

V. CONCLUSIONS 

In this paper, we have showed the design and simulation of a 
Full Adder circuit using double gate (DG) FinFET device as 
well as traditional bulk CMOS for comparison. The back gates 

of the FinFETs were used to control the threshold voltage of 
the front gate. This ability to control the threshold voltage of 
the front gate dynamically provides the design opportunity to 
construct digital circuits in various modes to optimize for 
leakage, power, area or delay according to the needs. From the 
simulation results it was evident that the SG, while consuming 
the most power is the fastest among the modes studied.  It was 
also observed that the LP and IG-LP modes consumed the 
least static and dynamic powers whereas the IG and IG-LP 
modes require fewer transistors, reducing the area requirement 
of the circuits. All the FinFET circuit modes were superior 
compared to the traditional bulk CMOS in terms of both static 
and dynamic power and the propagation delay was 
comparable to the delay of CMOS. 
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Abstract—Vehicular Ad-hoc Network is a new technology in the 
modern era and due to road accident daily occurrence which has 
taken enormous attention in the recent years. Because of rapid 
topology changing and frequent disconnection makes it difficult 
to design an efficient routing protocol for routing data among 
vehicles, called V2V or vehicle to vehicle communication and 
vehicle to road side infrastructure, called V2I.To design of an 
efficient routing protocol has taken significant attention because 
existing routing protocols for VANET are not efficient to meet 
every traffic scenarios. For this reason it is very necessary to 
identify which protocol is better. By using simulation of protocols 
we can understand existing routing protocols behavior. In this 
research paper, we focus on VANET topology based routing 
protocols and also measure the performance of two on-demand 
routing protocols AODV & DSR in random waypoint scenario. 

Keywords—VANET, AODV, DSR, TCP, CBR, PDR, E-2-E 
Delay, LPR 

I.  INTRODUCTION 
VANET (Vehicular adhoc network) is a special form of 

MANET which is an autonomous & self-organizing wireless 
communication network, where nodes in VANET involve 
themselves as servers and/or clients for exchanging & sharing 
information. Due to new technology government has taken 
huge attention on it. There are many research projects around 
the world which are related with VANET such as COMCAR 
[1], DRIVE [2], FleetNet [3] and NoW (Network on Wheels) 
[4], CarTALK 2000 [5], CarNet [6]. There are several VANET 
applications such as Vehicle collision warning, Security 
distance warning, Driver assistance, Cooperative driving, 
Cooperative cruise control, Dissemination of road information, 
Internet access, Map location, Automatic parking, and 
Driverless vehicles. 

In this paper, we mainly focus on VANET topology based 
routing protocols and we also have evaluated performance of 
AODV and DSR based on random waypoint model.  The 
remainder of the paper is organized as follows: Section 2 
describes the VANET characteristics. Section 3 describes 
shortly about VANET topology based routing protocols. 
Section 4 discusses briefly about two on demand routing 
protocols AODV and DSR procedure. Section 5 describes 
connection types like TCP and CBR. Section 6 presents 
performance metrics and the network parameters.  Section 7 

presents our implementation. Section 8 presents experimental 
analysis. Section 9 presents our decisions. We conclude in 
Section 10 and with the references at the end. 

II. VANET TOPOLOGY BASED ROUTING PROTOCOLS 
Topology based routing protocols use link’s information 
within the network to send the data packets from source to 
destination. Topology based routing approach can be further 
categorized into proactive (table-driven) and reactive (on-
demand) routing. Figure1 shows a summary of unicast 
VANEL Routing protocols: 

Figure 1.  Unicast routing protocols in VANET 

A. Proactive (table-driven) 
Proactive routing protocols are mostly based on shortest path 
algorithms. They keep information of all connected nodes in 
form of tables because these protocols are table based.  

1) Fisheye State Routing 
FSR [7] is a proactive or table driven routing protocol where 
the information of every node collects from the neighboring 
nodes. Then calculate the routing table. It is based on the link 
state routing & an improvement of Global State Routing. 

B. Reactive (On Demand) 
Reactive routing protocol is called on demand routing because 
it starts route discovery when a node needs to communicate 
with another node thus it reduces network traffic. 

1) AODV 
Ad Hoc On Demand Distance Vector routing protocol [8] is a 
reactive routing protocol which establish a route when a node 
requires to send data packets. 

2) DSR  
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The Dynamic Source Routing (DSR) protocol presented in [9] 
which utilize source routing & maintain active routes. It has 
two phases route discovery & route maintenance. 

3) Temporally Ordered Routing Protocol (TORA) 
Temporally Ordered Routing Protocol [10] is based on the link 
reversal algorithm that creates a direct acyclic graph towards 
the destination where source node acts as a root of the tree. 

III. PROCEDURE OF AODV & DSR PROTOCOL 
A routing protocol is necessary to forward a packet from 
source node to destination in adhoc network. Thus for packet 
forwarding numerous routing protocols have been proposed. 
In this paper we focus on two important protocols AODV [8] 
& DSR [9]. AODV & DSR are reactive routing protocols 
which are also called on demand routing protocol because 
routes are created only when source node wants to send packet 
to destination. 

A. AODV 
AODV routing protocol mechanism is that if a source node 
wants to send a packet to a destination node at first the entries 
in routing table are checked to confirm that whether current 
route exists to that destination node or not. If exists the data 
packet will forward to the next hop otherwise the route 
discovery process is initiated. For Route discovery process 
using Route Request (RREQ) & Route Reply (RREP). The 
route is established when receiving RREP message from 
destination to source. This procedure is called backward 
learning. Figure 2 and Figure 3 shows the RREQ and RREP 
for the AODV route discovery. 

Figure 2.  Propagation of the RREQ for AODV route discovery 

B. DSR 

The Dynamic Source Routing (DSR) [9] protocol has two 
phases route discovery & route maintenance. It does not use 
periodic routing message. All the intermediate nodes ID are 
stored in the packet header of DSR that it has traversed. Thus 
when destination occurs then from the query packet it retrieves 
the entire path information which is used to respond to the 
source. 
As a result, establish a path from source node to the 
destination node. If there has multiple paths to go to the 
destination DSR stores multiple path of its routing 
information. If any route breaks occur in that case an 
alternative route can be used in DSR. It will generate an error 
message if there is any link failure. DSR route discovery 
process shown in Figure 4.  

Figure 3.  Path of the RREP to the Source for AODV route discovery 

Figure 4.  DSR Route Discovery 

IV. CONNECTION TYPES 
There are several types of connection pattern in VANET. For 
our simulation purpose we have used CBR and TCP 
connection pattern. 

A. Constant Bit Rate (CBR) 
In CBR, data packets are sent with fixed size and fixed 
interval between each data packets. Establishment phase of 
connection between nodes is not required here. 

B. Transmission Control Protocol (TCP) 
TCP is a connection oriented and reliable transport protocol. 
To ensure reliable data transfer TCP uses acknowledgement, 
time outs and retransmission.  

V. PERFORMANCE METRICS & NETWORK PARAMETERS 
For network simulation, there are several performance metrics 
which is used to evaluate the performance. In our simulation 
purpose we have used the below three performance metrics 
equations. 
i. Packet Delivery Ratio (PDR) = (no of received packets / no of 
sent packets) * 100 
ii. Average end-to-end delay (E-2-E Delay) = (time packet 
received - time packet sent) / total no of packets received * 100 
iii. Loss Packet Ratio (LPR) = (no of sent packets – no of 
received packets) / no of sent packets * 100 

VI. OUR IMPLEMENTATION 

For implementing our simulation we used Network Simulator 
NS-2.34 [11, 12]. Also we used random waypoint mobility 
model for our simulation. To measure the performance of 
AODV and DSR same scenario is used for both the protocols.  

A. Simulation Parameters 
Parameter Value 
Protocols AODV, DSR 

Simulation Time 200 s 
Number of Nodes 30,  90,  150 
Simulation Area 840 m x 840 m 
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Speed Time 5 , 10 , 15 , 20 , 25 m / s 
Pause Time 50 ,100, 150, 200, 250 s 
Traffic Type CBR , TCP 

Mobility Model Random Waypoint 
Network Simulator NS 2.34 

B. Performance Measure Script 
Generally, in NS-2 [12] when we execute a program there 
creates two types of file trace file and nam file where nam file 
is used to visualize the simulation and trace file keep records 
of various interesting quantities such as each individual 
packets as its arrives, departs or is dropped at a link or queue 
by which we can measure a protocol performance. 
Awk script is required to analysis trace file for performance 
measure. To measure packet delivery ratio, loss packet ratio & 
average end-to-end delay of AODV and DSR we make two 
awk scripts. The scripts sudo codes are given below. 
          PDR and LPR Measure AWK Script 
START 
//initialization 
SET nSentPackets to 0 
SET nReceivedPackets to 0 
IF $1 =  "s" AND  $4 = "AGT" THEN  
    INCREMENT nSentPackets  
ENDIF 
IF $1 =  "r" AND  $4 = "AGT" THEN  
    INCREMENT nReceivedPackets 
ENDIF 
COMPUTE rPacketDeliveryRatio as nReceivedPackets / nSentPackets * 100 
COMPUTE  lpr as ((nSentPackets-nReceivedPackets) /  nSentPackets) * 100 
PRINT  nSentPackets 
PRINT  nReceivedPackets 
PRINT  rPacketDeliveryRatio 
PRINT  lpr 
END 

END-TO-END DELAY AWK Script 
START 
//initialization 
SET seqno to -1 
SET count to 0 
IF $4 = "AGT" AND $1 = "s" AND seqno < $6 THEN  
    COMPUTE seqno as $6 
ENDIF 
IF $4 = "AGT" AND  $1 == "s" THEN  
    COMPUTE  start_time[$6] as $2 
ELSE IF $7 = "tcp" AND $1 = "r" THEN 
    COMPUTE  end_time[$6]  as $2 
ELSE IF $1 = "D" AND $7 = "tcp" THEN 
    COMPUTE  end_time[$6] as -1 
ENDIF 
FOR   X = 1 to seqno 
   IF  end_time[X] > 0 THEN 
    COMPUTE delay[X] as end_time[X] - start_time[X] 
                INCREMENT count 
   ELSE 
     COMPUTE  delay[i] as  -1 
           ENDIF 
END FOR 
FOR   X = 1 to seqno 
 IF  delay[X] > 0 THEN 
  COMPUTE n_to_n_delay as n_to_n_delay + delay[X] 
 ENDIF 
END FOR 
COMPUTE   n_to_n_delay as  n_to_n_delay / count * 1000 
PRINT   n_to_n_delay 
END  

C. Standard for Analysis  
For analyzing our experiment we define a standard for 
simulation results. We consider 30 nodes as low density, 90 
nodes as average density and 150 nodes as high density. We 
also consider 5 m/s as low speed, 15 m/s as average speed and 
25 m/s as high speed.  
The standard for PDR values (approx.) defines below  
For speed & pause time: High: >=98%,   Average: 96% to 
97%, Low: <=95% 
The standard for E-2-E values (approx.) defines below  
For pause time: High: >=351ms, Average: 151ms to 350ms, 

Low: <=150ms 
For speed time: High: >=150%, Average: 51% to 150%, 
Low: <=50% 
The standard for LPR values (approx.) define below 
For pause time: High: > 2%, Average: 1% to 2%, Low: < 1% 
For speed time: High: > 3%, Average: 1.5% to 3%, Low: < 
1.5% 

D. Simulation Results 
The performance of AODV & DSR has been analyzed with 
varying pause time 50s to 250s and speed time 5 to 25 m/s for 
number of nodes 30, 90, 150 under TCP & CBR connection. 
We measure the packet delivery ratio, loss packet ratio & 
average end-to-end delay of AODV and DSR. Based on the 
simulation result we have generated the graph which shows the 
differences between AODV and DSR.  
The graphs are given  
below. 
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    Figure 5.   PDR (w.r.t. Pause) of 30 nodes using TCP 
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Figure 6.   Avg.E2E delay (w.r.t. Pause) of 30 nodes using TCP 
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Figure 7.   LPR (w.r.t. Pause) of 30 nodes using TCP 
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Figure 8.   PDR (w.r.t. Pause) of 30 nodes using CBR 
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       Figure 9.   Avg.E2E delay(w.r.t. Pause) of 30 nodes using CBR 
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           Figure 10.   LPR (w.r.t. Pause) of 30 nodes using CBR 
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Figure 11.   PDR (w.r.t. Speed) of 30 nodes using TCP 
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Figure 12.   Avg.E2E delay (w.r.t. Speed) of 30 nodes using TCP 
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Figure 13.   LPR (w.r.t. Speed) of 30 nodes using TCP 
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Figure 14.   PDR (w.r.t. Speed)  of 30 nodes using CBR 
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Figure 15.   Avg.E2E delay (w.r.t. Speed) of 30 nodes using CBR 
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Figure 16.   LPR (w.r.t. Speed) of 30 nodes using CBR 
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Figure 17.   PDR (w.r.t. Pause) of 150 nodes using TCP 
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Figure 18.   Avg.E2E delay (w.r.t. Pause) of 150 nodes using TCP 
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Figure 19.   LPR (w.r.t. Pause) of 150 nodes using TCP 
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Figure 20.   PDR (w.r.t. Pause) of 150 nodes using CBR 
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Figure 21.   Avg.E2E delay (w.r.t. Pause) of 150 nodes using CBR 
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Figure 22.   LPR (w.r.t. Pause) of 150 nodes using CBR 
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Figure 23.   PDR (w.r.t. Speed) of 150 nodes using 
TCP
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Figure 24.   Avg.E2E delay (w.r.t. Speed) of 150 nodes using TCP 
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Figure 25.    LPR (w.r.t. Speed) of 150 nodes using TCP 
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Figure 26.    PDR (w.r.t. Speed) of 150 nodes using CBR 
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Figure 27.    Avg.E2E delay (w.r.t. Speed) of 150 nodes using CBR 
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Figure 28.    LPR (w.r.t. Speed) of 150 nodes using CBR 

VII. EXPERIMENTAL ANALYSIS 
Our simulation area considered is 840 × 840 and simulation 
run time is 200 seconds. Speed has been varied from 5m/s to 
25 m/s.  Pause time has been varied from 50s to 250s.  Based 
on our standard in section 7.2 we can summarize the following 
differences between AODV and DSR based on our estimated 
parameters. 

A. Pattern analysis of 30 nodes using TCP connection 
From our experimental analysis we observe that for TCP 
connection using pause time as a parameter in low mobility 
low pause time the packet delivery ratio (PDR) is average for 
AODV and high for DSR. In that scenario average end to end 
delay (E-2-E Delay) is average for AODV and high for DSR. 
The loss packet ratio for TCP connection is high for AODV 
and average for DSR. If the pause time is high the PDR for 
both routing protocols is high and E-2-E Delay for both 
protocols is high. LPR of DSR is low but for AODV it is 
average. 
On the other hand, using speed as a parameter in low mobility 
low speed the packet delivery ratio for both protocols is high. 
In that scenario average E-2-E Delay is high, the loss packet 
ratio is low for both routing protocol. But in low mobility high 
speed, the PDR for AODV is average but high for DSR. E-2-E 
Delay for both protocols is high. LPR of AODV is average. 
But for DSR it is low. 

B. Pattern analysis of 30 nodes using CBR connection 
We observe that for CBR connection using pause time as a 
parameter in low mobility low pause time the PDR of CBR for 
both routing protocols is high. In that scenario average E-2-E 
Delay is low for both protocols .The loss packet ratio is 
average for AODV and low for DSR. If the pause time is high 
the PDR for both routing protocols is high and E-2-E Delay is 
low for both routing protocols. LPR of DSR is low but for 
AODV it is low. On the other hand, using speed as a 
parameter in low mobility low speed the packet delivery ratio 
for both protocols is high. In that scenario average E-2-E 
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Delay and the loss packet ratio is low for both routing 
protocol. But in low mobility high speed, the PDR for AODV 
is high but average for DSR. E-To-E for both protocols is low. 
LPR is average for both routing protocols. 

C. Pattern analysis of 150 nodes using TCP connection 
Pause time as a parameter in high mobility low pause time 
PDR for both protocols is high. In that scenario average E-2-E 
Delay is average for AODV and high for DSR. The LPR is 
average for both protocols. If the pause time is high the PDR 
for both routing protocols is average and E-2-E Delay is 
average for AODV and high for DSR. LPR is high for AODV 
and DSR. 
On the other hand, using speed as a parameter in high mobility 
low speed, PDR of AODV is average but high for DSR. 
Though, E-2-E for AODV & DSR is high. LPR is low for 
DSR and high for AODV. If the speed is high AODV 
performs average and DSR performs high. E-2-E is high for 
both routing protocol. LPR of AODV is high but for DSR it is 
average. 

D. Pattern analysis of 150 nodes using CBR connection 
We observe that for CBR connection using pause time as a 
parameter in high mobility low pause time the PDR of CBR it 
is average for AODV and low for DSR. E-2-E for AODV is 
average but it is high for DSR. The loss packet ratio is high for 
both protocols. If the pause time is high the PDR for AODV 
and DSR using CBR is high. E-2-E and LPR is low for both 
routing protocols.  
On the other hand, using speed as a parameter in high mobility 
low speed the packet delivery ratio for AODV is average but 
high for DSR, Though E-2-E and LPR for AODV is high but 
low for DSR. If the speed is high the PDR for AODV and 
DSR is low. E-2-E is high for both routing protocol. LPR of 
AODV and DSR is high for CBR connection. 
} 

VIII. OUR DECISIONS 

After analyzing the performance of AODV & DSR we now 
summarize our decisions in the below decision tables based on 
our standard defined in section VII(C). In figure29 we have 
shown the performance of PDR, E-2-E and LPR for TCP and 
CBR connections where speed and node density is varied. In 
figure30 we have shown the performance of PDR, E-2-E and 
LPR for TCP and CBR connections where pause time and 
node density is varied. 

IX. CONCLUSION 
In this paper we mainly focus on VANET topology based 
routing protocols. At first, we describe about VANET 
topology based routing protocols. We choose two on demand 
routing protocols AODV & DSR on the basis of packet 
delivery ratio, average End-to-End delay and Loss packet ratio 
for analysis their performance. We analysis the performance 
of AODV & DSR using decision Tables & observe that the 
performance of AODV and DSR depends based on scenarios. 
For further development of these protocols the performance 
evaluation should shed some light in near future. 

Figure 29.    PDR, E-2-E and LPR for TCP & CBR connections where 
varying speed & node density 

 Figure 30.    PDR, E-2-E and LPR for TCP & CBR connections where 
varying pause time & node density 
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Abstract— Inter-cell interference is the most challenging issue in 

femtocell deployment within the coverage of Macro base station 

(MBS). In this paper, we have explored the role of femtocell in   

LTE   network   and   proposed a Dynamic Resource allocation 

management algorithm (DRAMA) for hybrid access control in 

spectrum shared OFDMA network to optimize the interfer-

ence 

and increase the quality of service (QoS).  The user gets the 

privilege to assign the femtocell service level ensuring a minimum 

level of QoS. A simulation setting  is  developed  to  study  

the  

performance  of  DRAMA  in hybrid access control 

femtocell 

network and compared it to closed and open access control. 

Keywords—Femtocell network, inter-cell interference, 

co- channel interference, resource allocation, interference avoid-

ance. 

I.  INTRODUCTION 

Femtocell, which is also known as femtocell access point 
(FAP), is a promising technology that fills up the coverage and 
capacity gaps in a heterogeneous network. As the growth rate 
of the internet users increasing rapidly, new technologies that 
requires huge amount of traffic (video sharing, video 
conference, online storage, gaming, medical imaging etc.) are 
on peak demands. The number of mobile phone users is 
increasing rapidly and it is anticipated that by the end of 2013 
the number of mobile phone users worldwide will be 5.63 
billion. The data traffic in mobile phones  during the years 
2008-2012 had increased by a factor of 30 while at the same 
time the numbers internet users has grown up to 1.6 billion [1]. 
In figure 1, a chart of Voice, Data, Average Revenue per User 
(ARPU), and Mobile subscriber growth-rate is illustrated from 
the duration 2007 to 2013. 

Femtocell makes it feasible to extend the radio properties of 
the macro cellular network while exploiting on the terrestrial 
broadband backhaul system. They are the customized small-
scale mobile phone access points that customers can 
conveniently install inside their residence and office. Femtocell 
can offload large quantity of traffic (up to 80%) from 
macrocell’s [3]. It can also act as a true enabler for high 
efficiency multimedia transmission such as the next generation 
high definition (HD) streaming that requires very high data 
rates and constrained delay performance. According to studies 
in [4], there has already been a 1600x increase in spectral 

efficiency since 1957, due to the spatial reuse provided by 
reducing cell sizes and transmission distances. With further 
reduction in cell size, and additional isolation arising from in-
building operation in many femtocell scenarios, this trend is 
expected to continue, with great benefits for high capacity 
services such as multimedia. 

Due to dense deployment of FAP, interference among the 
existing macro-channels is a regular alarming issue regarding 
the performance of FAP. There are two types of interference 
scenario in two-tier networks. Co-tier interference occurs 
between the same elements of the network e.g. interference 
among femtocells. Cross-tier interference occurs between 
different elements of the network e.g. interference between 
macrocell and femtocell. The major interference occurrence 
scenarios in a two-tier femtocell network are listed below. 

 Femtocells interfering with Macrocell on the same 
spectrum. 

 Macrocell interfering with femtocells on the same 
spectrum. 

 Neighboring femtocells that are close, interfering with 
one another. 

Figure 1.  Global internet and mobile growth usage [2] 
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 User hand-equipment transmitting with a sufficiently 
high power may reach the macrocell that will have an 
impact on the level of noises received by the macrocell. 

The access control mechanism for FAP is one of the most 
effective methods for reducing cross-tier interferences. The 
performance of FAP greatly depends upon the mechanism that 
decides the user connection with a particular cell. Open access 
allows all the subscribers to connect the network within the 
range of a FAP. In close access, FAP denies the access to the 
subscriber who does not belong to a particular group even if it 
provides the best signal quality. Hybrid access reaches a 
compromise between the impact on the performance of 
subscribers and the level of access granted to non-subscribers 
allowing them to access to a limited amount of FAP resources 
[5]. Figure 2 shows briefly the access control mechanism in 
existing femtocell network. 

Resource partitioning hybrid access mechanism ensures a 
quality service to the high priority subscribers and utilize the 
rest for unregistered subscribers. Recent studies have 
considered the performance of closed access [4-6], open access 
[7-9] and resource allocation management [10-12] in a 
heterogeneous network. In [13] a resource allocated OFDMA 
femtocell network is designed considering instantaneous FUEs 
power control for a target SINR. Joint resource allocation and 
admission control design for dynamic frequency sharing was 
discussed in [13-16]. In this paper, a dynamic resource 
allocation scheme- DRAMA is proposed that serves two 
different level of users on priority basis to limit the cross-tier 
interference in the two-tier network. It also ensures a higher 
network performance by offloading the excess macrocell 
traffic. 

II. SYSTEM ANALYSIS AND MODELLING 

OFDMA in the downlink is robust against multi-path 
interference and frequency selectivity. It facilitates frequency 
domain scheduling, co-channel deployment and advanced 
MIMO techniques [17]. Within the coverage of the FAP, the 
user gives the highest priority to that FAP for better signal 
quality. MBS is relaxed to execute mobility towards FAP to 
reduce user congestion and signaling overhead. When FAP 
does not allow access, than the user tries to stay connected to 
the MBS to avoid call drop or network disconnect. In this 
paper, a spectrum sharing two-tier OFDMA downlink network 
is considered in an area of 400m x 400m consisting of one 
MBS in the middle. Random number of FAPs are distributed in 
this area using homogeneous Poisson Point Distribution (PPP). 
FAPs are in the middle of a rectangular house. We assumed 
that the FAPs do not overlap with each other or with the MBS. 
During the selection, users are considered to be at least 1 m 
apart from the MBS and the FAPs. 

The path-loss among the users and the cells are calculated 
by using 3GPP-LTE standard HATA small/large city model 
[18]. For outdoor users: 
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where cf , MBSh , mh  and Kmd  are frequency in MHz, MBS 

antenna height, mobile equipment height and distance between 

MBS and mobile equipment in Km, respectively. 
Indoor path-loss scenarios for both line-of-sight (LOS) and 

non-LOS, WINNER II channel models is considered [19]. 
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where cf , md , w , wL are frequency in GHz, distance between 

FAP and user, number of penetrated walls and penetration loss 

for each wall, respectively. 

For m  number of macro users (outdoor users) and k   

number of sub-carriers, the expression of SINR is: 




F kFmkF

kMmkM

km
GPfN

GP
SINR

,,,0

,,,

,  (4) 

where 0N , f , kFP , , kMP , , kMmG ,,  and kFmG ,, are white 

noise power spectrum density, sub-carrier spacing, gain 

(depends on path-loss), transmitting power of neighboring 

FAP, transmitting power of serving MBS, channel gain 

between the macro user and their serving MBS on subcarrier k  

and channel of macro user and neighboring FAP on sub-carrier 

k , respectively [20]. 

 
Figure 2.  FAP network with different access method 

 

                                                                                                   375



For f  number of femto-users and k  number of sub-

carriers, the expression of SINR is: 



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where kFP ,  and kFfG ,,   are the transmitting power of 

neighboring FAP and channel gain between the femto user and 

neighboring FAP, respectively. 

In OFDMA network, FAP has the advantage of allowing 

the allocation of orthogonal frequency/time resources. In the 

simulation, the whole bandwidth is divided into certain 

resource blocks and certain numbers of sub-carriers are allotted 

to each of the resource blocks. These resource block 

assumption is adopted from the 3GPP-LTE standard concept 

defined in [21]. The randomly deployed FAP operates in the 

same bandwidth and same carrier frequency. A frequency reuse 

factor of 1 is proposed so that each cell has the full system 

bandwidth [22]. 

III. RESOURCE ALLOCATION MANAGEMENT ALGORITHM 

(DRAMA) BASED HYBRID ACCESS 

The algorithm is a combination of both centralized and 
distributed resource management approach. Radio Network 
Controller (RNC) controls the network centrally and FAP 
controls the rest locally. FAP connects to the RNC through the 
backhaul connection. The central controller determines the 
relative position of the FAP and MBS. FAP synchronizes the 
strongest signal with the desired macro signal. 

}N{, R  fr CC  (6) 

where fC , rC  and  RN  are the assigned capacity of FAP 

owner, random users and number of random user under that 

FAP, respectively. 

Assuming a hybrid resource distribution constant rK  

f

r
r

C

C
K  , }0:{  xKx r

 (7) 

If rK  all the resources of that FAP will be, assign to the 

Random users. 

If 0rK , the FAP will act like a Closed access FAP 

And if 1rK , the FAP will act like an Open access FAP 

For Hybrid access: 10  rK  

The FAP allows RN  number of random users to ensure the 

minimum assign capacity for both type of users. If the 

assigned bandwidth for the random users is not higher enough, 

the user might experience a lower service even if they get a 

better coverage. Any random user, who gets better service 

from MBS, will switch stations. 

Whenever a user is active within the range of the FAP, it 

will check the user according to the enlisted owner id. The 

subscribed owner id for each FAP is different. FAP reserves 

fC  for each owner and rC  for any other user within the 

range. Detecting the total number of users, FAP selects RN  

and calculates owners and random users’ throughput. MBS 

also calculate the available service for random users. If the 

reserved throughput for the random from FAP is not higher 

than the MBS, the FAP reduces RN  by 1 each time to 

calculate the higher service before executing. 

IV. SIMULATION RESULT 

To simulate the performance of the network, a simulation 

environment is developed in MATLAB©. The simulations are 

event-based and according to 3GPP standards. The plotted 

values are an average of 100 independent simulations. 

TABLE II.             SYSTEM PARAMETERS 

System Parameters Value/Range 

MBS 1 

FAP  1-15 

Active user 200-600 

Active owners in FAP 3-5 

Range of MBS 400 m 

Range of FAP 20 m 

MBS Antenna height  30 m 

FAP Antenna height 1 m 

User equipment height 1 m 

Frequency 2 GHz 

Bandwidth 10 MHz 

Sub-carrier spacing 15 KHz 

MBS transmission power 46 dBm 

Macro antenna gain 13 dB 

FAP transmission power 20 dBm 

Distribution time interval  400 

Shadow fading std 6 dB 

White noise power density -174 dBm/Hz 

Modulation Scheme 64-QAM 

Number of Resource block 50 

Sub-carrier per resource block 12 

Resource block size 180 Khz 

BER 10-6 

TABLE I.             ALGORITHM 

Algorithm: Dynamic Resource Allocation Management Algorithm  

 
% both MBS and FAP are active in the system 
for  n=1 to N 

n number of users gets active and looks for the strongest cell 
coverage 

if    MBS has the strongest coverage than it connects to the MBS 
else  

if     the user is FAP owner, fC  assigned by FAP 

else the user is Random user, rC  assigned by FAP 

end if 

calculate RN  

i=0 
while i=0 

 calculate rC  and fC   

 calculate MBS rC  

if      FAP rC > MBS rC  

         i=1 

else  1 RR NN  

end if  
end while 

end if 
end for 
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The standard length of the cyclic prefix in LTE is 4.69 µs 
[23]. This enables the system to tolerate path variations of up 
to 1.4 km with the symbol length set to 66.7 µs. Each sub-
carrier can carry maximum data rate of 15 Ksps (kilo-symbols 
per second). Modulation 64-QAM represents 6 bits per symbol 
[24]. Therefore, 10 MHz can provide a raw symbol rate of 9 
Msps or 54 Mbps. This enables the system to 
compartmentalize the data across standard numbers of 
subcarriers. 

Figure 3 shows a sample layout of the simulation. 

 

Figure 3.   Two layouts of the simulation taking 5 FAPs and 30 UEs 

 

 

Figure 4.   Avg. Throughput vs. number of FAPs for 200 users and 3 owners 

per FAP 

It the figure 4, 5, and 6, the performance of MBS and 
overall system is increasing along with the number of active 
FAP. The throughput of FAP owners is always high in the 
closed access. This high throughput rose the average 
throughput of all the users even though the throughput of the 
random users is comparatively low. In the case of open access, 
the average throughput of the random users grew gradually 
with the number of FAP as higher number of random users got 
better service from nearby FAP. The hybrid access average 
throughput line shows a better performance comparing with the 

open access. Random users got a boost-up in average 
throughput as FAPs assigned the unoccupied resources to 
them. However, the ratio of the unoccupied resources can vary 
in different FAPs. Floating users who gets access to FAP 
service possess better throughput than the MBS users. The 
number of users for each FAP is high enough for minimizing 
the cross-tier interference and low enough to ensure quality 
service with less congestions. 

V. CONCLUSION 

The paper represents an algorithm for hybrid access 
mechanism in femtocell network. The network can offload a 
certain amount of excess MBS load by diverting them to FAPs. 
It utilizes the unused resources and ensures a superior level of 
service for the roaming users. Based on the capacity selection, 
it ensures the minimum resources for the FAP owners and rest 
to assist MBS offloading. It minimizes macro-femto 
interferences and suggestively increases the network 
performance that is suitable for higher deployment densities of 
femtocell. Future research will focus on the spectrum leasing 
features to different tier of users. 

 

 

Figure 5.   Avg. Throughput vs. number of FAPs for 400 users and 4 owners 

per FAP 

 

Figure 6.   Avg. Throughput vs. number of FAPs for 600 users and 5 owners 

per FAP 
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Abstract—Cloud computing concept is a reality now due to the 
advancement and transformation of computer generations. 
However, the implementation of this concept as a technology is 
still at infancy stage due to several issues such as policy, 
standards, users, security etc. This paper features the basic 
concepts of cloud computing, security issues and proposes an 
encryption and decryption process which is the parity encryption 
and decryption. The parity encryption and decryption algorithm 
proposed for the cloud environment integrating Kerberos bit 
conversion procedure and two-dimentional parity scheme. It is 
introduced because that can enhance the security in public cloud 
through several stages encryption. Stages are determined by 
authenticated user id and password. The novelty of parity 
encryption is that for “n” stages encryption it increases in every 
message blocks 2n-1 bits in encrypted bit stream comparing to 1st 
stage message blocks. Furthermore, the proposed encryption 
provides concrete cryptography.  

Keywords—Cloud service model, public cloud system, parity 
encryption, security issues, two-dimensional parity scheme. 

I.  INTRODUCTION 
Cloud computing is a paradigm shift against traditional IT 

resources setup which offers dynamically scalable resources 
provisioned as services over the internet [1], [3], [4]. It is 
believed that cloud computing offers tremendous economic 
benefits. In addition, it allows service becomes convenient and 
users can demand network access to a shared pool of 
configurable computing resources (e.g., servers, networks, 
storage, applications, and services). It can also rapidly 
provision, deploy, and release with the minimal management 
effort. The cloud computing has some essential characteristics, 
such as resource pooling, on-demand self-service, broad 
network access, measured service, and rapid elasticity [2]-[5], 
which means users access information easily from anywhere. 

Based on the cloud service model, the security 
responsibility will be separated to 2 parts: one is the service 
providers and another one is the consumer. The service 
provider responsibilities are for security up to hypervisor, 
including physical security, environmental security, and 
virtualization security. The consumer is responsible for 
security controls that relate to the IT system, including the 
operation system, application, and data.  

Irrespective of the service mentioned above cloud 
computing is commonly deployed in four models [6] based 
upon customers’ requirement. They are Private Cloud, 
Community Cloud, Public Cloud, and Hybrid Cloud. Public 
cloud computing model is adopted in this study because 
provide increased user mobility, mass energy reduction and 
cost saving. Public Cloud is a setup which is open for use by 
the general public [7]. This setup could be controlled, 
maintained and manipulated by different government 
organizations or corporate organizations or academic 
institutions, or any combination of them permitted by the 
Cloud Service Provider (CSP). On the other hand, public 
cloud exposes users, their assets in cloud and data to extreme 
danger since they can be publicly accessed through the 
Internet. Due to these reasons, users and organizations are not 
confident in adapting to public cloud. This is why the other 
three models are more favorable to public cloud model. 
Integration of security, authentication and functionality is vital 
in maintaining an efficient and effective working environment 
for the business. One of the essential tasks in maintaining a 
secure environment is the control of user identities. Creating 
and deleting identities, monitoring them, enforcing password 
policies are routines that are important IT operational tasks. 
This does not change with the public cloud. Using strong 
passwords and changing them on regular basis are crucial in a 
public environment. Even though identity federation ensures 
these tasks but these identities may be easily stolen and 
imitated. 

The key benefits of cloud computing is the ability to 
instantly expand or contract computational capacity as 
required and this make it more possible to be attacked. The 
attackers could precisely map where a target's data is 
physically within the cloud and then use various tricks to 
gather intelligence. Sitting on the same physical machine is 
still the problem for the hackers to hack in even creates the 
unreachable virtual walls between the virtual machines. It can 
also detect the victim’s passwords through a so-called 
keystroke attack or from a victim’s previously idle virtual 
machine. If an attacker sits on the same server as his victim, a 
conventional denial-of-service attack becomes easier by 
amplifying up his resource usage [7]. Therefore, the cloud 
security becomes one of the most important subjects. On this 

1st International Conference on Electrical Information and Communication Technology (EICT 2013)
13-15 February 2014, Khulna-9203, Bangladesh

978-1-4799-2299-4/13/$31.00 ©2013 IEEE                           379



paper, we will focus on the proposed algorithm which can 
enhance the public cloud security matter.   

The rest of the paper is divided into the following sections. 
Section II describes the three major cloud computing service 
models, section III describes employment model and section 
IV is for security issues of cloud. The main thrust of this paper 
– to introduce with an algorithm that is described in section V 
and VI which enhance the security matter of public cloud 
system. The proposed algorithm is “Parity encryption and 
decryption” which follow the rules of two-dimensional parity 
scheme. 

II. CLOUD COMPUTING SERVICE MODEL 
Cloud computing consists of three service models [3]-[7]. 

Infrastructure-as-a-Service (IaaS) is the bottom most layer. It 
provides basic computing infrastructure components such as 
storage, CPU, memory offered by Citrix, 3tera and VMware 
who are among the IaaS vendors. These resources are offered 
to users over the internet ondemand and rental basis. The 
second layer which serves as a platform to deploy and 
dynamically scalable web applications such as Google App 
Engine is known as Platform-as-a-Service (PaaS). The top 
most layer is called as Software-as-a-Service (SaaS) [8]. It 
provides users with ready to use applications such as Zoho, 
Google Docs and Microsoft CRM. In addition these services 
are supported by two main technologies, web services and 
web browsers to access these services [9]. Web services are 
commonly used to provide access to IaaS services and Web 
Browsers are used to access SaaS applications. Both 
approaches can be found in PaaS. The cloud computing 
service model is showed in Fig. 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

III. PUBLIC CLOUD EMPLOYMENT MODEL     

Depending on infrastructure ownership, there are four 
deployment models of cloud computing each with its merits 
and demerits. This is where the security issues start. 
The Public Cloud - this is the traditional view of cloud 
computing in every day lingua. It is usually owned by a large 
organization (e.g., Amazon’s EC2, Google’s AppEngine and 

Microsoft’s Azure). The owner-organization makes its 
infrastructure available to the general public via a multi-tenant 
model on a self-service basis delivered over the Internet. 
Public cloud deployment models and issues are shown in 
Table I. This is the most cost-effective model leading to 
substantial savings for the user, albeit with attendant privacy 
and security issues since the physical location of the 
provider’s infrastructure usually traverses numerous national 
boundaries. 

TABLE I.  PUBLIC CLOUD DEPLOYMENT MODELS AND ISSUES 

Models Cost issues Security 
Issues 

Control 
Issues 

Public Setup: 
Highest 
Usage: lowest 

Least 
secure 

Least control 

IV. PUBLIC CLOUD SECURYTY ISSUES IN CLOUD 
COMPUTING 

A. Availability 
This is one of the prime concerns of mission and safety 

critical organizations. Availability concerns also extend to the 
need to migrate to another provider, uptime periods of current 
provider or long-term viability of the cloud provider [10].  

B. Security 
Security has always been the main issue for IT Executives 

when it comes to cloud adoption. In two surveys carried out 
by IDC in 2009, security came top on the list (see Fig. 2). 
However, cloud computing is an agglomeration of 
technologies, operating systems, storage, networking, 
virtualization, each fraught with inherent security issues. For 
example, browser based attacks, denial of service attacks and 
network intrusion become carry over risks into cloud 
computing. There are potentials for a new wave of large-scale 
attacks via the virtualization platform. Chow et al. described 
the “Fear of the Cloud” by categorizing security concerns into 
three traditional concerns, availability and third party data 
control. Research firm Gartner posited seven security risks 
ranging from data location and segregation to recovery and 
long-term viability. The European Network and Information 
Security Agency also published a list of 35 issues in cloud 
computing in 4 categories. Organizations such as ISACA and 
Cloud Security Alliance publish guidelines and best practices 
to mitigate the security issues in the cloud [10]-[11]. 

C. Data Security 
This risk stems primarily from loss of physical, personnel 

and logical control of data. Issues include virtualization 
vulnerabilities, SaaS vulnerabilities (e.g., a case in which 
Google Docs exposed private user files) [11], phishing scams 
and other potential data breaches. Other data security risks 
mentioned in include data leakage and interception, economic 
and distributed denial of service and loss of encryption keys. 
Unique risks also arise due to the multi-tenancy and resource-
sharing models as pointed out in [12]. The inability to fully 
segregate data or isolate separate users can lead to undesired 

 
 

Figure 1. Cloud computing service model 
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exposure of confidential data in the investigation of a situation 
involving co-tenants. Hypervisor vulnerabilities can also be 
leveraged to launch attacks across tenant accounts. Data 
containing social and national insurance details, health data 
and financial information raise issues about authorization, 
rights management, authentication and access controls  
 
 
 
 
 
 
 
 
  
 
  
 
 
 

V. PARITY ENCRYPTION AND ITS POTENTIAL IN THE 
CLOUD 

Data in the cloud typically resides in a shared environment, 
but the data owner should have full control over who has the 
right to use the data and what they are allowed to do with it 
once they gain access. To provide this data control in the 
cloud, a standard-based heterogeneous data-centric security 
approach is an essential element that shifts data protection 
from systems and applications. In this approach, documents 
must be self-describing and defending regardless of their 
environments [13], [14].  

Cryptographic approaches and usage policy rules must be 
considered. When someone wants to access data, the system 
should check its policy rules and reveal it only if the policies 
are satisfied [14]-[17]. Existing cryptographic techniques can 
be utilized for data security, but privacy protection and 
outsourced computation need significant attention—both are 
relatively new research directions. Data provenance issues 
have just begun to be addressed in the literature. In some 
cases, information related to a particular hardware component 
(storage, processing, or communication) must be associated 
with a piece of data. 

In our method, we used the concept of even parity by using 
the parity checker. As we already know that even parity means 
that the data value contains even number of “1”.  We inserted 
“1” at a data value if it had odd parity otherwise “0”. In case, 
if even parity is not present at that location then we made even 
parity over that location by adding “1”. In this way we can 
insert “0” or “1” at specific location. The insertion process is 
shown in Fig. 3. 

For Retrieval of message, again we used the parity checker. 
If even parity is present at the selected location then “0” is 
message bit, else message bit is “1”. Retrieval process was 
repeated for all locations where message bits were hidden. In 
this way, we retrieved the message bits from all the locations 
where the message bit were inserted.  Fig. 3 shows a two-
dimensional generalization of the single bit parity scheme. A 

parity value is computed for each row and for each column. 
With this two dimensional parity scheme, the parity of both 
columns and the row containing the flipped bit will be in error. 
The receiver can thus not only detect the fact that a single bit 
error has occurred, but can use the column and row indices of 
the column and row with parity errors to actually identify the 
bit was corrupted  and correct that error. Two-dimensional 
parity can also detect any combination of the two errors in a 
packet. 
 

Example: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

VI. PROPOSED ALGORITHM FOR PARITY ENCRYPTION AND 
DECRYPTION FOR PUBLIC CLOUD 

Larger block sizes mean greater security (all other things 
being equal) but reduced encryption/decryption speed for a 
given algorithm. The greater security is achieved by greater 
diffusion. A block size of 64 bits has been considered a 
reasonable tadeoff and was nearly universal in block cipher 
design. For this 64 bits block size is used here for our total 
encryption process. The essence of this proposed algorithm is 
that a single round offers inadequate security but the multiple 
rounds or stages offer increasing security. The basic parity 
encryption process showed in Fig. 4. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
(Scale: 1 = Not at all concerned 5 = Very concerned)  
Source: IDC Enterprise Panel, 3Q09, n = 263, September 2009 
 

Figure 2. Cloud User Surveys - Challenges 

 
 

Figure 3. Example for two dimensional even parity scheme 

 
 

Figure 4. Summary of proposed parity encryption and decryption 
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A. Total Stage Determination for Encrypting and Decrypting 
Process 
When a user is requesting to connect to the cloud to access 

his resources 
Let, 
u = id for the authenticated user; 
pass = Authenticated user password;  
Doing AND operation among u and pass. After completing 
the operation, the data then convert into digital value which is 
considered as total stage number to perform encryption as well 
as decryption event. For bit conversion here “Kerberos” bit 
conversion process is applied. By this process data are 
represented in a 7-bit ASCII format. Data of arbitrary length is 
converted into bit stream which is then assign as below 
following Kerberos process. This bit stream is used for 
encryption process. Kerberos process also follow for the 
conversion bit to data in decryption section. Karberos bit 
conversion process is showed in Fig. 5. 
 

  
 
 
 
 
 
 
 
 
  
 
 

B. Algorithm for nth Stage Parity Encryption 
Steps are:  
i. Takes bits to encrypt 2n (example for stage 1 then 21=2 

bits for each message block from original message).For 
nth stage original message divided as message block- 

Original message block = m1 + m2 + m3 + -- + mn; 
ii. Add extra bits”0” in last message block if (mn < 2n). 
iii. Add parity result to construct cipher text. For nth stage 

message block then represent as- 
Cipher  text = m1p1 + m2p2 + m3p3 + -- + mnpn + (c1 + c2 + 

c3 + --- + cn + C); [see Fig. 6, 7 and Fig. 8] 
So we can rewrite Cipher text as- 
Cipher text= a + b + c + d + f; 
Where, 
 a= m1p1; 

b= m2p2; 
c= m3p3; 
- - - - - - - - - 
- - - - - - - - - 
d= mnpn; 
f= c1+c2+c3+---+cn+C; 

iv. After successful encryption some information need to 
assign: 
  PRE= p1 +p2 +………+pn; 

 
 PCE= c1 +c2 +………+cn; 
 Ee , Se = nth; 

 If extra bit added 
Bextra= {added bit “0”, number of bits } 

where “+”=bit by bit added 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
  
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

 

Figure 5. Bit conversion process 
 

 
Figure 7. Parity encryption process (row parities)

 
 

Figure 8. Parity encryption process (column parities) 

 
 

Figure 6. Two-dimensional parity encryption process 
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A desirable property of any encryption algorithm is that a 
small change in plaintext should produce a significant change 
in the cipher text. In particular, a change in one bit of the 
plaintext should produce a change in many bits of the cipher 
text. Table II shows that after just 4 stages 15 bits increased in 
a block from the main block. As brief, for the 1st stage every 
message blocks contain 2 bits (21=2). After parity encryption 
every message blocks become 3 bits. So bit increased occur 
here 1 (3-2). According to the previous manner 2nd stage 
contains 5 bits after encryption which is increased about 3 bits 
from stage 1 original message blocks. Table II shows the 
avalanche effect in parity encryption in every stage’s message 
block with respect to stage 1 message blocks. Also parameters 
are showed in Table III. 

TABLE II.  AVALANCHE EFFECT IN PARITY ENCRYPTION 
 

Change in plaintext block 

Round/stage Number of bits that increased 

1 1 
2 3 

3 7 

4 15 
------ ------- 

n 2n-1 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

C. Algorithm for nth Stage Parity Decryption 
Steps are opposite of parity encryption except some matter. 
Steps are:  
 

i. Takes bits to encrypt 2n+1 (example for stage 1 then 
21+1=3 bits for each message block from cipher 
message); 
Cipher message block = m1p1 + m2p2 + m3p3 + -- + 
mn-1pn-1+ mnpn ; [see Fig. 9] 

ii. Last bit from message block {1 to (n-1)}   which are 
row parity and last message block (nth block) assign 
as column parity: 
 PRD= p1 + p2 +………+ pn-1; 

PCD= mnpn; 
 

iii. For(Sd=nth (initializing) to stage 1) 
  { For(Se=nth(initializing) to stage 1) 

  { If(Sd
th = = Se

th) 
   { If(PRD ==PRE && PCD== PCE) 
    {  
     PRD, PCD are discarded; 

Then message=m1+ m1+------ + 
mn-1; 
If(extra bits present==true) 
{ Original message = m1+ m1+------ 
+mn-1;} 
else 
{  
Original message 
=m1 + m1 + ------  + mn-1 – Bextra; 
} 

    }  
   }   
   Else{data retrieve by parity checking;} 
  }end For; 
 }end For; 

iv. Get final original message; 

TABLE III.  PARITY ALGORITHM PARAMETERS 

 For encryption For decryption 
Block size(bits) 2n 2n+1 
Message block m1 + m2 + m3 + -- + mn m1p1 + m2p2 + m3p3 + 

-- + mn-1pn-1+ mnpn 
Parity scheme Two-dimensional 

parity 
Two-dimensional 

parity 
Number of 

event 
Same as total stage Same as total stage 

Output m1p1 + m2p2 + m3p3 + -
- + mnpn + (c1 + c2 + c3 

+ --- + cn + C) 

m1 + m1 + ------  + mn-

1 

or 
m1 + m1 + ------  + mn-

1- Bextra 
Parity(Row 

,column) 
PRE,PCE PRD,PCD 

Stage Se
th Sd

th 

 
 

Figure 9. Parity decryption process 
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VII. CONCLUSION AND FUTURE WORK 
In this study, parity encryption and decryption algorithm is 

proposed for public cloud computing model. Public cloud 
computation model contains least secure. So, proposed model 
is enhanced the security with its simply coding model for the 
cloud system. The main superiority aspect of this algorithm is 
there is a great benefit in making the algorithm easy to 
analyze. It is easier to analyze as well as difficult for 
cryptanalyst. Because it is impossible to get all the parameters 
which are stored in cloud system in every encryption stages.  
For that encryption stage is not accessible or imaginable by 
others. Also another matter is that if anything wrong occur in 
bit stream then that can be find out and retrieve the original bit 
streams, which is the another best feature of two-dimensional 
parity scheme. 

The cloud environment involves the scalable, expandable, and 
virtualized. It makes security become more complex. To have 
more understanding, more experiments are needed. There are 
still several areas which can enhance the security matter that 
are not addressed in this paper. These areas can be ventured in 
further works of this research. The proposed algorithm 
presented in this paper is the initial step and needs more 
modifications; however it can provide the basis for the deeper 
research on security deployment of cloud computing for the 
research community working in the field of Cloud Computing. 
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Abstract— The ever-growing need for higher data transmission 
capacity drives the network service providers to build cellular 
Long term evolution (LTE) networks in urban areas. 3rd 
Generation Partnership Project (3GPP) LTE is the evolution of 
the UMTS in response to the ever-increasing demand for high 
speed data and high quality multimedia broadcast services. LTE 
promises to deliver an unrivalled user experience with ultrafast 
broadband and very low latency and at the same time, a very 
compelling business proposition for operators with flexible 
spectrum bandwidth, smooth migration and the ability to deliver 
low cost per bit voice and data services. LTE is designed to have 
wider channels up to 20 MHz, with low latency and packet 
optimized radio access technology. The peak data rate envisaged 
for LTE is 100 Mbps in downlink and 50 Mbps in the uplink. 
LTE has many promising features like bandwidth scalability. It 
is developed to support both the time division duplex as well as 
frequency division duplex mode. This paper provides analyses of 
the performance of radio parameters required for efficient LTE 
radio planning through numerous simulations in different 
transmission modes and radio environments. It mainly highlights 
the throughput and Blok Error Rate (BLER) with respect to 
Signal-to-Noise Ratio (SNR) on the physical layer and in network 
context through different simulation environments. 

Keywords— LTE,  BLER, SNR, CQI, Throughput  

I.  INTRODUCTION  
LTE is a 3GPP standard considered a major advancement 

in wireless technology. It is expected to be the mobile 
broadband platform for services in innovation for the 
foreseeable future [1]. LTE is a fourth generation technology 
envisaged to provide a peak data rate of 100Mbps in the 
downlink and 50Mbps in the uplink. It is designed to have 
wider channels up to 20MHz, with packet optimized radio 
access technology. LTE has very promising features for 
example high scalability, Frequency Division Duplex (FDD) 
and Time Division Duplex (TDD) duplexing mode. To meet 
the user’s expectations, LTE aims at better spectral flexibility, 
higher data rates, low latency, improved coverage and better 
battery lifetime. To achieve these targets, mainly three enabling 
technologies are employed namely; Orthogonal Frequency 
Division Multiple Access (OFDMA), Single Carrier Frequency 
Division Multiple Access (SC-FDMA) and Multiple Input 
Multiple Output (MIMO). LTE employs OFDMA in the 
downlink direction and SC-FDMA in the uplink data 
transmissions [2],[3]. To substantially enhance the air interface, 

MIMO employs multiple transmit and receive antennas, for 
higher data rates and fight against multi path fading. 

The remainder of this paper is organized as follows: 
Section II contains the brief summary of related works. In 
Section III an overview of transmission modes has been given. 
Afterwards, the uses of the link level and system level 
simulations are presented in Section IV. In Section V, link and 
system level simulation results and their analyses have been 
given.  

II. RELATED WORKS 
Similar works using link level results include: SNR to 

Channel Quality Indicator (CQI) mapping for different MIMO 
settings [4], limiting downlink Hybrid Automatic Repeat 
Request (HARQ) retransmission in poor link [5]. Radio 
network planning for Dhaka city- coverage and capacity 
analysis approach has been suitably presented in [6], [7]. An 
open-source framework is presented to provide a complete 
performance verification of LTE networks in [8]. But none of 
those had the clear motive to thoroughly investigate the LTE 
radio parameters in different transmission modes and 
environments running simulation [9] with numerous different 
settings. So, this has been chosen as the focus of this paper as it 
will further improve the network planning issue of LTE.  

III. TRANSMISSION MODES 
During dynamic resource scheduling, suitable transmission 

mode can be adapted semi-statically according to various 
channel conditions. Physical Downlink Shared Channel 
(PDSCH) channel employs different transmission modes 
utilizing multiple antennas in both transmitting and receiving 
sides. Till now nine transmission modes have been released but 
only first four have been implemented [2]. The nine 
transmission modes are:  
1.  Single antenna; port 0,  
2.  Transmit diversity,  
3.  Open loop spatial multiplexing,  
4.  Closed loop spatial multiplexing,  
5.  MU-MIMO,  
6.  Closed loop rank=1 precoding,  
7.  Single antenna; port 5,  
8.  Dual layer transmission; port 7 and 8 and  
9.  Up to 8 layer transmission; port 7-14. 
 

1st International Conference on Electrical Information and Communication Technology (EICT 2013)
13-15 February 2014, Khulna-9203, Bangladesh

978-1-4799-2299-4/13/$31.00 ©2013 IEEE                           385



Among these transmission modes, single antenna, transmit 
diversity and spatial multiplexing will likely be the point of 
interest based on the implementations.  

A. SISO 
SISO is used in transmission mode 1. It uses single antenna 

at the eNodeB. The data rate is the lowest compared to other 
transmission modes. 

B. Transmit Diversity 
Transmit Diversity (TxD) is used in transmission mode 2. 

Transmit diversity increases the SNR at the receiver instead of 
directly increasing the data rate. Each transmit antenna 
transmits essentially the same stream of data and so the 
receiver gets replicas of the same signal. It improves the cell 
edge user data rate and coverage range. The transmit diversity 
is an open-loop scheme and feedback from the UE is not 
required. Transmit diversity is only defined for 2 and 4 transmit 
antennas and one data stream. The number of layers is equal to 
the number of antenna ports. 

C. Spatial Multiplexing 
Spatial multiplexing allows multiple antennas to transmit 
multiple independent streams. So it is sometimes referred to 
as the true MIMO technique. 
• Open-Loop Spatial Multiplexing (OLSM) is used in 

transmission mode 3. It makes use of the spatial 
dimension of the propagation channel and transmits 
multiple data streams on the same resource blocks. The 
feedback from the UE indicates only the rank of the 
channel using Rank Indication (RI) and not a preferred 
precoding matrix and hence, it is termed as open-loop. 

• Closed-Loop Spatial Multiplexing (CLSM) is used in 
transmission mode 4. In this case, the UE estimates the 
radio channel and selects the most desirable entry from a 
predefined codebook. Then the UE sends a feedback to 
the eNodeB and hence, it is termed as closed-loop. 

 

IV. SIMULATIONS FOR PERFORMANCE ANALYSIS 
For efficient deployment of LTE, performance analyses of 

different radio parameters are worth investigating. Simulations 
are necessary to test and optimize algorithms and procedures. 
These have to be carried out on both the physical layer and in 
the network context. LTE physical layer is important for 
conveying both data and control information between an 
eNodeB and UE. To enable reproducibility and to increase 
credibility of our results, simulation of the physical layer is 
done using a link level simulator [9],[10] and in the network 
using a system level simulator [9],[11]. 

A. Link level Simulation  
Link level simulations allow for the investigation of 

channel estimation, tracking, and prediction algorithms, 
synchronization algorithms, MIMO gains, Adaptive 
Modulation and Coding (AMC) and feedback. Furthermore, 
receiver structures, modeling of channel encoding and 

decoding, physical layer modeling crucial for system level 
simulations and alike are typically analyzed on link level [7]. 

B. System level simulation 
System level simulations analyze the performance of a 

whole network, It focuses more on network-related issues, such 
as resource allocation and scheduling, multi-user handling, 
mobility management, admission control, interference 
management, and network planning optimization [12]. 

V. SIMULATION RESULTS AND ANALYSIS 

A. Link Level 
The analysis with link level simulations was carried out 

using parameters stated in Table I. The focus was to analyze 
throughput and BLER values with the change of SNR. Number 
of subframes was varied from 100 to 1000 to visualize the 
effect. Results of throughput vs SNR were obtained and shown 
in Fig. 1 and 2 respectively. Again, the results of BLER vs 
SNR are presented in Fig. 3 for 100 subframes, and in Fig. 4 
for 1000 subframes. With different transmission modes: SISO, 
TxD 2×1, TxD 4×2 and OLSM 4x2 simulation of both 
throughput and BLER were performed taking Pedestrian B 
(PedB) and Flat Rayleigh channel using CQI value 7. 

TABLE I.  BASIC SETTINGS USED FOR LINK LEVEL SIMULATOR. 
Parameter  Settings 

Number of UEs 1 
Bandwidth  1.4MHz 
Retransmissions 0 and 3 
Channel type  Flat Rayleigh, PedB uncorrelated 
Filtering Block Fading 
Receiver Soft Sphere Decoder 
Simulation length 100,1000 subframes 
Transmit modes  SISO, TxD (2x1 and 4x2) and OLSM (4x2) 

 
 

 
Figure 1.  Throughput vs SNR Results For 100 Subframes. 
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Figure 2.  Throughput vs SNR for 1000 Subframes. 

 

 

Figure 3.  BLER vs SNR results for 100 subframes 

It is quite clear from Fig. 1 to 4 that as the number of 
subframes was increased, the plots became smoother and more 
realistic. Again, plots obtained using Flat Rayleigh channel 
look almost similar to those of PedB channel. 

1) Throughput analysis: Considering the case of 1000 
subframes from Fig. 2, if SNR requirement is fixed at 15dB, 
the maximum throughput is found as 1.52Mbps achieved with 
OLSM 4x2 and the least throughput is about 0.78Mbps 
obtained with TxD 4x2.  

 

 

Figure 4.  BLER vs SNR results for 1000 subframes. 

2) BLER analysis: BLER is defined as the ratio of the 
number of erroneous blocks received to the total number of 
blocks sent. An erroneous block is defined as a Transport 
Block, the cyclic redundancy check (CRC) of which is wrong. 
A 0% BLER is not always necessary or practical, due to the 
extra time it takes to resend blocks with errors. In LTE, 
adaptive modulation and coding has to ensure a BLER value 
smaller than 10 % [10]. If the case of 1000 subframes is 
considered as per Fig. 4 and BLER value is limited at 
maximum 10-1 (10% of the max.); at least a SNR of about 4 
dB is required to reach this target BLER. It is achieved 
through TxD 4x2. This means less signal power is needed with 
this transmission mode- TxD 4x2 for minimum possible 
BLER. The same BLER can also be achieved with a 
maximum SNR of 14dB given by SISO and this implies that 
more signal power has to be given using that scheme. So, 
SISO is supposedly not a good choice for BLER sensitive 
environment because of its higher power requirement. 

3) Limitations and future work: The link level simulator 
used [9] for this work was implemented for MIMO modes: 
Transmit diversity, OLSM only. But CLSM was out of the 
scope of it, and the simulator could only support one UE per 
eNodeB, multiple UEs could not be simulated. So, these 
limitations should be kept as considerations for improvement 
in future radio planning work. 

B. System Level  
To determine the level at which predicted link level gains 

impact network performance, system level simulations were 
performed [9],[12] and results shown in Fig. 5-6. Parameters 
set for the simulator were 21 cells which form the region of 
interest. A simulation length of 50 TTIs was used. Scheduler: 
Proportional fair, 2 transmitting and 2 receiving antennas, and 
MIMO Transmit mode was CLSM. Table II-VI show case 
studies carried out through numerous simulations taking 
consecutively 10 to 30 user equipments per cell.
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Figure 5.  Region of Interest, eNodeB-UE Distribution for 30 UEs per cell 

 

Figure 6.  Throughput and aggregate results 
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TABLE II.  CASE STUDY WITH 10UES PER CELL  

User Equipment Region Average Throughput 
(Mb/s) 

UE 311 Close 7.17 
UE 315 Intermediate 7.83 
UE 320 Far 5.68 

TABLE III.  CASE STUDY WITH 15UES PER CELL 

User Equipment Region Average Throughput 
(Mb/s) 

UE 474 Close 5.66 
UE 467 Intermediate 5.43 
UE 472 Far 4.16 

TABLE IV.  CASE STUDY WITH 20UES PER CELL  

User Equipment Region Average Throughput 
(Mb/s) 

UE 631 Close 3.61 
UE 656 Intermediate 2.12 
UE 651 Far 1.38 

TABLE V.  CASE STUDY WITH 25UES PER CELL 

User Equipment Region Average Throughput 
(Mb/s) 

UE 790 Close 3.70 
UE 792 Intermediate 3.23 
UE 795 Far 2.33 

TABLE VI.  CASE STUDY WITH 30UES PER CELL 

User Equipment Region Average Throughput 
(Mb/s) 

UE 978 Close 0.84 
UE 973 Intermediate 2.79 
UE 988 Far 2.33 

 
1) Throughput analysis: From the simulation results, with 

21 cells as region of interest in all the cases average throughput 
of 5.87Mb/s, 4.27Mb/s, 3.00Mb/s, 2.45Mb/s and 2.05Mb/s 
were attained for 10UEs, 15UEs, 20UEs, 25UEs and 30 UEs 
per cell respectively. This indicates that the average throughput 
deteriorates with the increase of UEs per cell. Further analysis 
at close, far and intermediate regions also implies that UE 
throughput fades as they move away from the eNodeB. 
However some UEs at close region were found with low 
throughput which might result from other factors such as 
fading, scattering, interference or other phenomenon. Table II – 
VI show the distributed UEs at different regions with their 
corresponding throughputs. 

2)  Spectral efficiency analysis: Spectrum efficiency is the 
optimized use of spectrum or bandwidth so that the maximum 
amount of data can be transmitted with the fewest transmission 
errors. It equates to the maximum number of users per cell that 
can be provided while maintaining an acceptable quality of 
service (QoS). Here a spectral efficiency of 3.73bit/cu, 
4.00bit/cu, 3.79bit/cu, 3.74bit/cu and 3.94bit/cu were also 
attained for 10UEs, 15UEs, 20UEs, 25UEs and 30 UEs 
respectively. 

3) Aggregate UE results: Fig. 6 shows the aggregate UE 
results, as well as some cell-related statistics.  For the UE-
related results, only active UEs from the selected cells were 
used. Results of the Empirical Cumulative Distribution 
Function (ECDF) of the UE average throughput, ECDF of the 
UE average spectral efficiency and UE wideband SINR were 
obtained. In the case of 30 UEs per cell, the average throughput 
was 2.05 Mb/s, its corresponding CDF was 0.5 as seen in Fig. 
6, and this same average throughput had a wideband signal to 
interference and noise ratio (SINR) of about 7 dB. Average 
spectral efficiency of 3.8 bit/cu was also obtained at the same 
CDF. 

4) Limitations and future considerations: The system level 
simulator could support maximum 30 user equipments per cell. 
So, the obtained radio parameter values involve the effect of 
this limitation along with those of link level simulator. But as 
broader arrays of variations were made while creating 
simulation environments, these limitations aren’t likely to 
create any noteworthy negative impact. But to get a more 
accurate radio network planning these limitations should be 
overcome and thus all those fall under possible future works. 

VI. CONCLUSION 
From the simulation, it is observed that the highest 

throughput is achieved with MIMO scheme: Open Loop 
Spatial Multiplexing (OLSM) 4x2 mode, while the suitable 
BLER is achieved with the transmit diversity (TxD) 4x2 Mode. 
Besides these, effect of changed number of subframe on 
throughput; spectrum efficiency for different UE/cell, BLER 
and aggregate UE parameters involving throughput and CDF 
were also evident and analyzed with different case-studies. In 
short, this paper should help guiding the LTE radio network 
planning work with more precision. 
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Abstract— In this work, a computational model for optimization 
of material gain of the active region of a multiple quantum well 
(MQW) edge emitting laser (EEL) using genetic algorithm has 
been developed. Through this optimization procedure, the values 
of the width of quantum wells (QW), width of barriers, lattice 
temperature, injection carrier density and number of QWs which 
are related to material gain of the active region are optimized for 
optimizing the design of a MQW EEL. For the above mentioned 
optimization the numerical simulation of the optical gain 
expression of MQW EEL along with the solution of the 
Schrodinger’s equation has been performed using MATLAB. 
The developed optimization based design technique has been 
applied for the design of (i) a 1550nm In0.72Ga0.28As0.82P0.18 / 
In0.42Ga0.58As0.82P0.18 MQW EEL having 3 QWs and also (ii) for a 
1550nm In0.72Ga0.28As0.82P0.18 / In0.42Ga0.58As0.82P0.18 MQW EEL 
having 5 QWs for testing the validity. The computation indicates 
clearly that the optimization based computational model works 
well and can be easily used for the design of MQW EELs.  
 

Keywords— MQW Edge Emitting Laser, Material Gain, 
Optimization. 

I.  INTRODUCTION 
The active region material of a laser is usually chosen 

depending on some of the important properties of laser e.g. (i) 
laser emission wavelength, (ii) output optical power, (iii) 
method of laser excitation whether by optical pumping or 
electrical current injection, (iv) laser power consumption and 
efficiency, (v) high speed modulation or short pulse generation 
ability, (vi) wavelength tunability, (vii) output beam quality 
and (viii) device size [1], [2]. Moreover, the types of 
application of the laser also limit the choice of active region 
materials. To obtain a compromise between the required 
properties of a laser and the types of applications, the choice 
of semiconductor material for the active region is of 
significant importance in the design of a laser. Semiconductor 
diode laser is popular in modern optical fiber communication 
because such a laser can be fabricated for the wavelengths 
within the range of around 900–1700 nm [3], [4]. It is also 
easy to couple a semiconductor diode laser to single mode 
optical fiber. On the other hand, solid state laser and fiber laser 
can only emit discrete values of wavelengths restricted by the 
electronic transitions in ions [1].  

Among the semiconductor materials which are commonly 
used in laser structure, quaternary compounds are mostly used 
now a days because using these compound semiconductors 

one can adjust simultaneously the band gap as well as the 
lattice constant. InGaAsP is one of the commonly used 
quaternary semiconductor material to achieve the long 
wavelengths within the range of 1100nm -1650 nm [4]. 1550 
nm wavelength is significantly used for long distance fiber-
optic communication for its low path loss (0.15 dB/km) [4]. 

The material gain of the active region material is defined 
as a fractional increase in photons per unit length [5]. It is an 
amplification factor that a gain material imparts to the 
stimulated emission produced by radiative recombination of 
the conduction sub-band electron and the valence sub-band 
hole. The amplification of the output optical power happens 
after overcoming the loss component of the laser [6]. This 
material gain spectrum contains the information of optimizing 
operating characteristics like threshold current, lasing 
wavelength, gain bandwidth etc [7][8][9]. For these reasons, 
gain optimization is an important issue for the design of laser 
structure. In this work, the laser structure is an asymmetric 
MQW EEL where the active region material is chosen to be 
In0.72Ga0.28As0.82P0.18 and the barrier and the separate 
confinement hetero-structure (SCH) materials are chosen to be 
In0.42Ga0.58As0.82P0.18 which is lattice matched. 

  To obtain the optimization of the material gain, genetic 
algorithm is one of the most popular algorithms. The genetic 
algorithm performs the optimization process by using the idea 
of the principles of biological evolution, repeatedly modifying 
a population of individual points using rules modeled on gene 
combinations in biological reproduction. Due to its random 
nature, the genetic algorithm possesses high probability of 
finding a global solution. It enables to solve unconstrained, 
bound-constrained, and general optimization problems, and it 
does not require the functions to be differentiable or 
continuous [10].        

II. COMPUTATIONAL MODEL 

A. Energy sub-band calculation 
In quantum well region, from the solution of the well 

known Schrödinger’s equation, it is observed that some sub-
band energy levels are created above the conduction band edge 
and below the valence band edge. The actual carrier transitions 
take place between these conduction sub-bands to valence sub-
bands. For the calculation of discrete energy levels in the 
quantum well region for both conduction and valence band the 
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time independent Schrodinger equation under effective mass 
approximations is used because of parabolic band nature [11]. 

Considering the effective mass approximations and the 
parabolic band nature, the time independent Schrodinger’s 
equation [11] is written as. 

             − ħమ

ଶ௠∗ߘଶߖ + ߖܸ =  (1)                                     ߖܧ

Where, Ψ is the particle wavefunction, ħ is the Planck’s 
constant divided by 2π, m* is the effective mass of the carrier, 
V is band potential and E is energy levels of conduction or 
valence band.  

B. Optical gain calculation 
The optical gain of a material is written as a function of 

photon energy to emphasize that the optical gain experienced 
by an incoming photon is dependent on the photon’s energy 
[5]. The optical gain for a material is achievable over a narrow 
band of photon’s energy. Gain calculation of quantum well is 
more complicated than the gain calculation of bulk material 
due to many quantized energy levels between which transitions 
can occur [12]. Among the all possible transitions between the 
conduction(C) sub-band and valence (V) sub-band, some 
transition are allowed and some are forbidden [5] according to 
the calculation of the transition occurrence probability. The 
allowed and the forbidden transitions are shown in figure 1. 

 

 
 
 
 
 
 
 

 

 

 

 

 

 

Figure 1:  Allowed and forbidden energy transitions between the C sub-bands 
to V sub-bands of the quantum well. 

For the calculation of gain spectra of a MQW 
semiconductor laser, two expressions of optical gain are used. 
For the first expression, spectral broadening effect by 
intraband scattering is not considered. The first gain 
expression is [5] 

(ܧ)݃    = ݃଴(ܧ)|ܯ௕|ଶ∑ )(ܧ)௥,௝௡ߩ ௖݂ − ௩݂)ா,௝௡௝,௡           (2) 

Here, g0 is gain prefactor, Mb is the average, energy 
independent, momentum transition matrix element for the 
dipole transition in the bulk semiconductor; ρr,jn is the volume 
density states, fc and fv are the electron quasi-Fermi level 

functions in the conduction and valence bands respectively, j 
and n are for C sub-band and V sub-band numbers. The 
second gain expression is presented later in this section. 

However, for the first gain expression the photon energy 
dependent gain prefactor and momentum transition matrix 
element for dipole transition in the bulk semiconductor are 
expressed as [5] 

                  ݃଴(ܧ) = గħ௤మ

௠బ
మ௡೐೑೑ா௖ఌబ

                                      (3) 

And, 

௕|ଶܯ| = ଶ
ଷ
ቀ௠బ
௠೎
−1ቁ [ ா೒ା∆

ଶ(ா೒ାଶ/ଷ∆)
]݉଴ܧ௚                            (4) 

Where, q is electron charge, m0 is the mass of free electron, 
mc is the effective mass of electron for active region, Eg is the 
energy gap between the conduction and valence band edge, Δ 
is split off band energy, neff is the effective refractive index of 
the laser structure, E is photon energy, c is the vacuum speed 
of light and ε0 is the free space permittivity. The expression of 
volume density of state is as presented below [5] 

(ܧ)௥,௝௡ߩ =  
௠ೝ,ೕ

ଶగħమ௅೥
ܧ)ܪ −  ௚,௝௡)                                         (5)ܧ

Here, [7]  
                        ݉௥,௝ =  

௠೎௠ೡ,ೕ

௠೎ା௠ೡ,ೕ
                                       (6) 

mr,j is the spatially weighted reduced effective mass for 
transition where mc and mv are conduction and valence band 
effective masses respectively and j is for denoting the heavy 
and light holes of valence band. Lz is the width of a QW. 
ܧ)ܪ −  ௚,௝௡) is the Heaviside unit step function where, [5]ܧ

௚,௝௡ܧ               = ௚ܧ ௖,௡ܧ+  ௩,௝௡                                 (7)ܧ+

Eg,jn is the energy gap between the sub-band pairs 
conduction and valence band where, Ec,n is the energy gap 
between C band edge to n C sub-band and Ev,jn is the energy 
gap between V band edge to n V heavy hole sub-band or light 
hole sub-band. These energy levels are shown in figure 2 with 
an arbitrary unit. 

The Fermi-Dirac functions fc and fv for the QW 
semiconductor laser are evaluated with the respective quasi-
Fermi levels being fixed by the injection carrier density. The 
expressions for the fc and fv are [5] 

[ ௖݂]ா,௝௡ = [1 + exp {(ܧ′௝௡ ௖,௡ܧ+  ௖)/݇௕ܶ}]ିଵ        (8a)ܨ−
   [ ௩݂]ா,௝௡ = [1 + exp {−(ܧ′′௝௡ + ௩,௝௡ܧ −  ௩)/݇௕ܶ}]ିଵ       (8b)ܨ

Where, Fc and Fv are the quasi-Fermi levels measured 
from the respective band edges of the bulk semiconductor and 
kb is Boltzmann’s constant. From the parabolic band 
approximation, for constant effective masses the energies in 
the expressions of fc and fv are calculated from following 
relationships [5]. 

௝௡′ܧ             = ൫ܧ −  ௚,௝௡൯݉௥,௝/݉௖                                       (9)ܧ
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௝௡′′ܧ              = ൫ܧ −  ௚,௝௡൯݉௥,௝/݉௩,௝                                (10)ܧ

 

 

 

 

 

 

 

Figure 2: E versus K energy band diagram for a particular sub-band pair 
showing all the energy level including energy band gap, Fermi-level and the 

transition energy levels. 

For accurate calculation of gain spectra, energy and 
density dependent broadening [8][9][13]  is considered in the 
second gain expression which is given below [5][14]. 

(ܧ)݃    = ݃଴(ܧ)|ܯ௕|ଶ 
∑ ∫ )௜௝ܥ௜௝ܣ෠൯ܧ௥,௝௡൫ߩ ௖݂ − ௩݂)ா෠,௝௡

ா೒,್
ா೒,ೕ೙௝,௡ ܧ)ܮ − ෠ܧ݀(෠ܧ      (11) 

Where, 

ܧ൫ܮ        − ෠൯ܧ = ܧ൫](ߨ/௜௡ܧߜ) − ෠൯ܧ
ଶ

+  ଶ]ିଵ           (12)(௜௡ܧߜ)

ܧ൫ܮ        −  ෠൯ is the normalize Lorentzian lineshape functionܧ
where ܧߜ௜௡ = ħ/߬௜௡ , is the intraband energy broadening 
factor. Aij is angular anisotropy factor [15] and Cij is the spatial 
overlap factor between the states i and j [15]. For this second 
gain expression the photon energy dependent gain prefactor, 
momentum transition matrix element for dipole transition in 
the bulk semiconductor, quasi Fermi level equation, equations 
for the reduced density states are same as equations (3)- (10). 

In this work, for the active region optimization of an 
MQW EEL at 1550 nm, Genetic algorithm has been applied. 
This global search heuristic algorithm searches for the global 
optimum for a multi-variable problem. From a batch of initial 
population (i.e., probable solutions) the genetic algorithm 
repeatedly modifies the population of individual solutions at 
each step (or generation). Over successive generations, the 
population evolves toward optimal solutions [16]. In this 
work, maximum value of gain is taken as the fitness function 
for the Genetic algorithm (GA). Minimization of the fitness 
function is done using the Genetic algorithm; therefore, 
negative value of the target functions G (material gain) is 
used.  

For evaluating the fitness of the solutions the Pareto 
ranking technique is used. The implemented Genetic 
algorithm uses tournament type selection function with 
tournament size of 2 and adaptive feasible mutation function 

that generates adaptive directions depending on previous 
generations. The intermediate crossover function is used for 
reproduction with crossover fraction equal to 0.8 and 
crossover ratio equal to 1. After every 20 generations, forward 
migration is used with a migration fraction of 0.2. The initial 
populations are crated randomly within the given boundary 
conditions. For this optimization problem, the input vector 
consists of the physical device parameters such as layer 
thicknesses and temperature. Layer thicknesses are only 
allowed to have integer values in angstroms and kept within a 
reasonable boundary. The impact of these boundary conditions 
is discussed in the following section.  

III. CALCULATIONS AND RESULTS 
For solving the Schrodinger’s equation, shooting method 

in [11], has been used. Optimization of gain spectra has been 
performed using genetic algorithm toolbox of MATLAB 
taking the six variables mentioned in abstract. With 4 parallel 
schedulers of configurations manager of MATLAB, the whole 
simulation procedure took around a time range of 6 hours to 8 
hours to get a satisfactory results. For the calculation of the 
quaternary parameter of In0.72Ga0.28As0.82P0.18, the following 
interpolation scheme is used [17]. 

,ݔ)ܳ (ݕ = ௔஺௦ீܤݕݔ + 1)ݔ − ௔௉ீܤ(ݕ + (1 − ூ௡஺௦ܤݕ(ݔ +
(1 − 1)(ݔ −        ூ௡௉                            (13)ܤ(ݕ

For the calculation, corresponding binary material 
parameter are listed in following table [14][17][18]. 

 
TABLE I.  PARAMETRS OF THE BINARIES 

Materials mc/m0 mhh/m0 mlh/m0 a0(A0) 

GaAs 0.067 0.55 0.083 5.6533 

GaP 0.114 0.52 0.17 5.4508 

InAs 0.024 0.36 0.026 6.0583 

InP 0.0793 0.69 0.11 5.8690 

 

To calculate the band gap of the chosen InGaAsP material, 
the following equation has been used [19]. 

௚ܧ = 1.35 + ݔ0.642 − ݕ1.101 + ଶݔ0.758 + ଶݕ0.101 −
ݕݔ0.159                              − ݕଶݔ0.28 +  ଶ                (14)ݕݔ0.109

Calculation of the optimization process using the 
computational model has been performed considering 6 
variables for asymmetric laser structure including 3 QW’s 
widths, 2 barrier widths and temperature for fixed injection 
carrier density and laser cavity. As the number of obtained 
bands from shooting method is not fixed, for gain calculation 
2-4 energy sub-bands are considered during gain calculation 
process. The optimization process has been performed using 
the genetic algorithm for 3 and 5 Qws for various injection 
carrier density based on [6], [15], [19].  

From the 1st and 2nd gain model, a gain spectrum is 
calculated for 3 QWs ridge waveguide with 8×1018 cm-3 
injection carrier density. In this performance, 3 conduction sub 
band has been considered. In Figure 3, the discontinuity of the 
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gain plot indicates the energy sub bands existence without 
considering the energy broadening. From the calculation, it 
has found that the first conduction sub band and the first 
valence sub band has been created at 40.35 meV above the 
conduction band edge and 3.73 meV (for heavy hole) and 19.6 
meV (for light hole) below the valence band edge. The laser 
structure parameters for this calculation are taken from Table 
II.     

 
Figure 3: Material gain spectral of InGaAsP MQW EEL with 3 QWs for 

8×1018 cm-3 carrier density. Spectra is calculated for 3 conduction sub band. 

Next, from the 1st and 2nd gain model, another gain 
spectrum is obtained for 5 QWs ridge waveguide with same 
injection carrier density. In this calculation, 3 conduction sub 
band has been considered. In Figure 4, the discontinuity of the 
gain plot indicates the energy sub bands existence without 
considering the energy broadening. From the calculation, it 
has found that the first conduction sub band and the first 
valence sub band has been created at 44.75 meV above the 
conduction band edge and 24.58 meV (for heavy hole) and 
19.85 meV (for light hole) below the valence band edge. The 
laser structure parameters for this calculation are taken from 
Table III.  

The optimized results for the optimum material gain of the 
active region material In0.72Ga0.28As0.82P0.18 have been 
presented in the tables II and III. All the values are taken from 
the output of the genetic algorithm process for same QW 
material and barrier material. Optimized parameters values of 
an MQW EEL for 3 QWs are presented in table II for 3 
different injection carrier densities.   

 
Figure 4: Material gain spectral of InGaAsP MQW EEL with 5 QWs for 

8×1018 cm-3 carrier density. Spectra is calculated for 5 conduction sub band. 

TABLE II.  LASER PARAMETERS VALUE FOR OPTIMIZED     
GAIN FOR 3 QUANTUM WELLS 

Laser parameters for 3 QWs 

Injection Carrier 
Density (cm-3) 3×1018 5×1018 8×1018 

Well width 1 (nm) 3 2.8 4.1 

Well width 2 (nm) 4.2 4.8 8.1 

Well width 3 (nm) 6.9 8.4 5.7 

Barrier width 1 (nm) 12.4 13.5 13.0 

Barrier width 2 (nm) 12.4 13.6 13.1 

Temperature (K) 276 278 276 

Optimized gain (cm-

1) 3.1177×103 4.6141×103 5.9952×103 

 

Table III represents the optimized values of the optimized 
design parameters of an MQW EEL for 5 QWs using the same 
well and barrier material for 3 different injection carrier 
densities.  
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TABLE III.  LASER PARAMETERS VALUE FOR   
OPTIMIZED GAIN FOR 5 QUANTUM WELLS 

Laser parameters for 5 QWs 

Injection Carrier Density 
(cm-3) 3×1018 5×1018 8×1018 

Well width 1 (nm) 6.4 6.8 7.5 

Well width 2 (nm) 6.7 7.3 6.5 

Well width 3 (nm) 7.6 7.2 7.1 

Well width 4 (nm) 5.7 7.1 6.9 

Well width 5 (nm) 5.4 5.4 3.4 

Barrier width 1 (nm) 11.7 11.2 13.0 

Barrier width 2 (nm) 11.5 11.4 12.1 

Barrier width 3 (nm) 11.7 11.4 13.0 

Barrier width 4 (nm) 11.5 11.3 12.1 

Temperature (K) 276 287 282 

Optimized gain (cm-1) 3.7668×103 4.854×103 5.8524×103 

 
The optimized gain spectra for 3 QWs with different 

injection carrier density are illustrated in figure 5. It is 
observed from the figure that with high injection the gain co-
efficient and the gain band width increase. This gain spectrum 
is calculated considering TE mode in laser cavity. With the 
increase in injection carrier density, threshold gain point is 
also shifted towards lower values.   

 
Figure 5: Gain spectra for different injection carrier density for 3 QWs with 
the optimized laser design parameters.  
 

In case of 5 QWs, variations in gain properties are not 
regular as can be seen from the presented plots obtained after 
optimization which have been presented in figure 6. For a 
value of injection carrier density of 5×1018/cm3, gain spectrum 
shows better results. For other carrier densities, the 
wavelengths of the design structures are shifted because of the 
lower transition energy. Gain bandwidths and threshold gain 

points show irregularity. Overall, the results obtained using 
this gain optimization method has been found to be 
satisfactory.  

 
Figure 6: Gain spectra for different injection carrier density for 5 QWs with 
the optimized laser design parameters obtained from genetic algorithm. 

 

IV. CONCLUSIONS 
For application in quantum wells of an edge emitting laser, 

an MATLAB based optimization technique using genetic 
algorithm has been presented which works well for the material 
gain of any quaternary compound semiconductor. In this 
technique, the optimization has been carried out for well width, 
barrier width and temperature. The obtained optimized 
parameters can be utilized in designing an MQW Edge 
Emitting semiconductor laser. This technique is made for 
unequal widths of quantum wells and barriers. The above 
mentioned computational model for the optimization work has 
been designed on the basis of well known analytical expression 
of material gain and the Schrodinger’s equation. The 
computational model for optimization has been applied for 
designing an EEL using InGaAsP as the well and barrier 
materials for unequal widths of quantum wells and barriers. For 
the presented design, optimization has been performed 
considering 6 variables for 3 QWs at first for a 3 different 
injection carrier densities by using genetic algorithm. Next, the 
optimization has been performed considering 10 variables for 5 
QWs with 3 different injection carrier density values also by 
using the same genetic algorithm. This optimization shows that 
with the increase of injection carrier density, material gain 
increases. In this work, the effects of threshold current and heat 
profile is avoided for simplicity. These effects limit the choice 
of optimum injection current density. Overall, the results 
obtained using this gain optimization method has been found to 
be satisfactory. The outcome of the design indicates clearly that 
the program works well. 
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Abstract—Intraband transition based quantum cascaded 
photodetector is designed using GaN/AlN system. Carrier density 
distribution and dipole matrix element is calculated to determine 
the strength of optical transition. Doping effect on absorption 
spectrum has been investigated numerically. 

Keywords—Photodetector, intersubband, dipole matrix element, 
absorption coefficient, photo-excitation. 

I.  INTRODUCTION 
Photodetector is a special type of electrical device that 

converts optical signal directly into electrical signal. So, if light 
is given as an input to the photodetector than current or voltage 
is produced as an output. When radiating energy is absorbed by 
the electrons, they gain power and move into the upward 
energy levels. These excited charge carriers can be collected by 
placing electrodes across the device and then can be used to 
drive external loads. Photodetectors can play a vital role in 
renewable energy field as they can utilize solar energy or any 
other heat radiation. Day by day, demand of power is 
increasing beyond imagination. Fossil fuels are the major 
sources of power in present time. If this conventional energy 
source is exploited in this rate, there is a much higher 
probability of unavailability of this long time dependable 
energy source in the next century. So, it is high time to take 
step of using renewable energy sources as a substitute of 
conventional energy sources. But even today, technology 
regarding the extraction of renewable energy is not developed 
so much. Only an insignificant percentage of available 
renewable energy sources is used to generate electricity. 
Special effort of developing technology regarding this field 
should be taken as early as possible to meet the challenge of 
increasing demand. 

Photodetector can be classified in two groups. One of these 
is interband photodetector. In this detector, when light is 
absorbed by the valence band electrons, they move into 
conduction band. That means transfer occurs between two 
bands. As a result free electron-hole pairs are created by photon 
absorption i.e., electron in the conduction band and hole in the 
valence band [1]. Another type of photodetector is intraband 
photodetector. Here, transition of electron occurs inside the 
same energy band. Holes have much higher effective mass than 
electrons. In case of a photodetector, faster carrier movement 
process is required to ensure larger current flow from the 
device. For this reason, only conduction band is important from 

design perspective [2]. Intraband i.e., intersubband transition 
based photodetectors are normally designed to operate at 
infrared region of electromagnetic spectrum. Till date, different 
matured semiconductor systems are used to operate as an 
intersubband photodetector. Due to low conduction band 
offset, they operate at far-infrared or at best at mid-infrared 
region [3]. Systems having larger conduction band offset can 
be used to design detector which is capable of operating in 
near-infrared range. In present work, we are mainly 
concentrating on the group-III nitride based quantum cascaded 
photodetector heterostructure. 

Doping is a very important parameter for intersubband 
photodetector in a view of design corner. Transition of 
electrons between different eigen energy levels depends on the 
available carrier density in those corresponding energy levels. 
Doping effect should be analyzed carefully to maximize 
absorption capability as well as to ensure faster relaxation 
process. 

The organization of this paper is as follows: In Sec. II, we 
will present the design procedure of quantum cascaded 
heterostructure based photodetector. In Sec. III, we will 
analyze and calculate carrier density of different energy levels. 
In Sec. IV, we will investigate the doping dependency on the 
absorption capability numerically. In Sec. V, we will draw 
conclusions. 

II. PHOTODETECTOR HETEROSTRUCTURE DESIGN 
In this work, we have assumed that the GaN/AlN 

heterostructure is grown on Sapphire (Al2O3) substrate. As 
GaN/AlN epitaxial layers are not fully lattice matched with 
Sapphire substrate, the designed structure is strain 
compensated. Though AlN and GaN can exist in the cubic 
zincblende phase, only the hexagonal wurtzite phase is 
thermodynamically stable. In the wurtzite phase, group-III 
nitrides form a continuous alloy system with direct bandgaps 
[4]. So, the total conduction band offset of the material system 
can be exploited for intersubband transitions. In this work, we 
have considered the wurtzite phase of nitrides. Here, GaN 
serves as a well material and AlN serves as a barrier material. 
These samples can be created by using either plasma assisted 
molecular beam epitaxy (PAMBE) or metal organic vapor 
phase epitaxy (MOVPE) process. The different parameter 
values that are important to design GaN/AlN heterostructures 
are given in Table I [4]–[8]. 
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The valley conduction band diagram and the associated 
wavefunctions of designed quantum cascade structure have 
been shown in Fig. 1. We adjust the thickness of the barrier and 
well materials so that a broadband light absorption is possible. 
Here, we have doped in three quantum wells (QW). Optical 
transition will take place inside these three quantum wells. As a 
result, absorption of energy at different range is possible.  

To increase the current and hence the efficiency of the 
quantum cascade structures, as the carriers are photo-excited to 
the upper states, they should be available at the lower states of 
the next stage at a very short time. The fast transport of the 
excited carriers can be achieved by employing scattering due to 
Longitudinal Optical (LO) phonons. We design the structures 
so that the path through which the excited carriers relax is 
divided into steps of energy levels which differ in energy 
comparable to the LO phonon energy of the material system. 
The LO phonon energy of GaN material is 91.2 meV. In this 
structure, the energy spacing between any two consecutive 
levels in the relaxation path is between 80 to 110 meV. 

 

Figure 1.   Energy wavefunctions with squared envelope functions of the 
designed structure. The layer thicknesses (shown in Angstrom unit) of this 
designed structure are 7/20/7/19/7/18/7/15/7/12/7/9/7/8/7. The numbers in 
bold fonts are AlN layers (barrier material) and the numbers in normal fonts 
are GaN (well material) layers. The underlined layer has been n-type doped. 
The photo-excitation of the carriers from one period (red coloured) to the next 
period (blue coloured) i.e., photon absorption process has been shown by the 
vertical arrow. The carrier relaxation from the upper energy levels to lower 
energy levels through subsequent stages i.e., photo-carrier collection process 
has been shown by the inclined arrow. The electric field F = 50 kV/cm across 
the structure corresponds to the operating photovoltage point. Doped Quantum 
Wells (DQW) are shown by a two-headed arrow and corresponding eigen 
energy levels related to charge carrier transition process are shown. 

Therefore, carriers relax from the upper states of an active 
region to the lower states of the next active region at a faster 
rate. 

We have designed the structure in such a way, that higher 
energy transition is possible for excited charge carriers. We 
have also ensured stronger transition after absorbing photons. 
Strength of an optical transition between two subbands depends 
on the dipole matrix element between them. Dipole matrix 
element does not depend on the doping. It depends on the 
electric dipole moment associated with the two states. In 
general it is a complex vector quantity that includes the phase 
factors associated with the two states. Its direction gives the 
polarization of the transition, which determines how the system 
will interact with an electromagnetic wave of a given 
polarization. The dipole matrix element between two states       
i (initial) and f (final) is given by [9] 

1 1| | ,
2( ) *( , ) *( , )ij j z z i

j i j i

z p p
E E m E z m E z

ψ ψ= 〈 + 〉
−

 (1) 

 
where m* is the energy dependent effective mass and pz is the 
momentum operator, E is the eigen energy level and Ψ is the 
probability function describing the availability of carrier at the 
corresponding state. Calculated dipole matrix element of 
different energy levels for these three doped wells of our 
designed structure has been shown in Table II. 

Higher value of dipole matrix element denotes the stronger 
interaction between subbands. So, stronger transition is 
possible between the lower energy levels and upper energy 
levels for our designed structure as dipole matrix elements are 
stronger for these corresponding energy levels. As a result, 
stronger absorption of optical illumination is possible. 

III. CARRIER DENSITY CALCULATION 
Number of available carriers in a definite energy state 

depends on the doping as well as density of states. In case of a 
quantum well, there are only two degrees of freedom. As a 
result a two-dimensional electron gas is created inside the well. 
Density of states for a single subband in a quantum well can be 
calculated numerically using [10]  
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where, Θ is the unit step function and n is total confined states 
within the quantum well system. 

We have assumed that, before photo-excitation system is in 
thermal equilibrium. So, carriers are distributed among 

TABLE I.  MATERIAL PARAMETERS OF THE SYSTEM 

Parameters [unit] GaN AlN 
Bandgap, Eg [eV] 3.438 6.25 
Effective mass, m*/m0 0.18 0.30 
Refractive index, n 2.335 2.154 
High Permittivity, ε∞ 5.31 4.35 
Static Permittivity, ε0 10.2 9.32 
LO-phonon energy, ħωLO [meV] 91.2 99 

 

TABLE II.  DIPOLE MATRIX ELEMENT 

Doped 
QW 

Initial Energy 
Level, i 

Final Energy 
Level, f 

Dipole Matrix 
element, zij (Å) 

1 3 22 1.2761 
2 5 25 0.3628 
3 8 29 0.3525 

 

3 5 
8 

22 
25 29 
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different energy levels according to Fermi-Dirac probability 
function as [10] 

 1( ) ,
1

F

B

E
k T

f
e

εε −=

+

  (3) 

 
where kB is the Boltzmann constant, T is the device 
temperature. As the photodetector operates in the room 
temperature, T is taken as 300 K. Here, EF is the quasi-Fermi 
energy level which describes the carrier population within a 
subband. Quasi-Fermi distribution of carriers depends on the 
doping concentration. For a quantum well, we need to know 
the two-dimensional carrier density which is calculated by 
multiplying the doping density of the well by the thickness of 
the doped wells. If n2D is the total carrier density than quasi-
Fermi level, EF can be calculated as [10] 
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where Emin is the subband minima and Emax is the top energy 
level of the quantum well. 

Carrier density of energy levels where optical transition 
takes place plays a vital role to determine the absorption 
characteristics. As photon is absorbed by the electrons of the 
lower energy levels, there should be higher availability of 
electrons to utilize this optical power. After photon absorption, 
these electrons move to the upper energy level. So, there 
should be available empty states where photo-excited carriers 
will be moved. Lower carrier density at upper energy levels 
before photo-excitation is required to fulfill this requirement. 
As a result, stronger absorption directly depends on the carrier 
density difference between the two energy levels taking part in 
transition. At higher energy levels, there is less number of 
available carriers as carriers are mostly distributed in the lower 
energy levels. In our designed structure, absorption takes place 
in higher energy range. So, it can absorb electromagnetic 
radiation effectively and strongly. Two-dimensional carrier 
density of a state i with energy Ei can be calculated as [11] 

 2

*
ln(1 ) .

F i

B

E E
k TB

i
m k T

N e
π

−

= +   (5) 

 
To calculate the effect of doping on carrier density 

distribution, we have considered two different doping. One is 
lower doping of Ndop= 1017/m3 and other one is high doping 
with Ndop= 1026/m3. In present work, we will study and analyze 
the effect of these two different doping levels on the carrier 
density distribution as well as on absorption capability. Two-
dimensional carrier density at different energy levels of three 
doped well in designed structure has been shown in Table III. 

So, by higher doping, larger carrier density difference 
between the energy levels can be achieved. But excess heavy 

doping can cause random tunneling through barrier. Different 
secondary leakage mechanisms will be significant resulting in 
uncertain behavior of photo-detection process. Moreover, 
excess carrier density requires greater time to relax to lower 
energy levels resulting slower carrier relaxation process. As a 
result, higher power generation process will be interrupted. So, 
for effective design moderate doping should be taken. 
Normally group-III nitride based quantum well heterostructure 
is doped at a range of 1×1023/m3 to 1×1026/m3 [4]. 

IV. ABSORPTION SPECTRUM 
Absorption coefficient (α) is the measurement of how well 

a device absorbs energy from the optical source. Higher value 
of this coefficient denotes higher absorption ability of the 
structure. In our work, we have considered two-dimensional 
absorption coefficient (α2D) that means absorption coefficient is 
normalized to the stage inverse thickness. The absorption 
spectrum can be calculated using [12] 
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where “gl” denotes the ground energy levels and “el” denotes 
the upper excited energy levels. The ground energy levels are 
at the bottom of vertical arrow and the upper excited energy 
levels are on the top of the vertical arrows in Fig. 1. Here, ω is 
the radian frequency, n is the refractive index, c is the velocity 
of the light, q is the charge of an electron, ε0 is the static 
dielectric constant of quantum well material, zij is the dipole 
matrix element, Ej is the energy value of upper level and Ei is 
the energy value of lower level. The line width of absorption 
spectrum, Γij, has been assumed to be 11% of the transition 
energy Ej – Ei [4].  

So, absorption coefficient is directly proportional to the 
carrier density difference, Ni – Nj as shown in Eq. (6). Stronger 
absorption coefficient along with wider bandwidth denotes the 
capability of absorbing electromagnetic optical radiation 
effectively by the photodetector structure. These requirements 
can be obtained by creating carrier density difference between 
the corresponding energy levels i.e., by changing doping level.  

Absorption coefficient is plotted against absorbed photon 
energy for Ndop = 1026/m3 in Fig. 2. There are two major peaks 
in the absorption spectrum. They are at 596 meV and 704 meV. 
Peak absorption coefficient is almost 3×10–5 which is at       

TABLE III.  CARRIER DENSITIES 

Eigen Energy 
Level 

2D Carrier Density (no. / m2) 
Ndop = 1017/m3 Ndop = 1026/m3 

3 4.60 × 108 2.89 × 1017 

5 2.48 × 107 2.32 × 1017 
8 4.26 × 105 1.52 × 1017 

22 0 1.15 × 1010 
25 0 2.69 × 108 
29 0 6.68 × 105 
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704 meV. So, our designed structure can absorb from almost 
550 meV to 850 meV of available solar energy as shown in 
Fig. 2. Linewidth i.e., bandwidth of absorption spectrum is 
considered as Full-Width at Half-Maximum (FWHM). 
Effective bandwidth is almost 180 meV for this doping level. 

Absorption coefficient is plotted against absorbed photon 
energy for Ndop = 1017/m3 in Fig. 3. Absorption peaks are in the 
same energy level. It does not depend on the doping 
concentration as peak absorption coefficient occurs at the 
energy difference of two levels where transition takes place as 
shown in Eq. (6). But, peak absorption coefficient is almost 
2.5×10–15 for this low doped structure. So, absorption 
capability decreases in a large scale. To absorb photons, 
enough electrons should be available at lower energy levels. 
Otherwise, only a small portion of available photon energy will 
be used. In case of low doping, there are very few charge 
carriers available in ground states. So, energy transferred by 
these charge carriers is also small. Linewidth for this doping is 

only about 90 meV. So, bandwidth also decreases for low 
doping. As bandwidth is a measurement of effective absorbed 
energy range, lower doping results in ineffective design of 
photodetector. Absorbed optical power leads to the generation 
of photocurrent which is used to drive external loads. So, 
narrow bandwidth of a structure denotes lower generation of 
current. As a result, less power will be generated from this 
designed structure. So, low doping leads to lower efficiency 
quantum well photodetector. So, doping should be increased at 
a certain higher level to absorb more electro-magnetic radiation 
as well as to avoid secondary leakage effects. 

V. CONCLUSIONS 
In summary, we have shown that, absorption spectrum of a 

quantum well cascaded heterostructure is strongly dependent 
on the doping density. Higher doping leads to stronger 
absorption coefficient and wider bandwidth in comparison to 
lower doping. As excess heavy doping leads to the rise of 
different non-linear secondary effects and random tunneling 
probability, moderate doping should be introduced to design an 
effective photodetector. 
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Figure 3.   Absorption spectrum for Ndop = 1017/m3. Absorption coefficient is
normalized with respect to 1×10–15. 

Figure 2.   Absorption spectrum for Ndop = 1026/m3. Absorption coefficient is
normalized with respect to 1×10–5. 
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Abstract—This paper investigates the effects of interlayers to 
reduce the threading dislocation density at the top surface of the 
epilayer in step-graded InGaN heteroepitaxy.  The reaction 
kinetic coefficients are considered as key parameter in the 
dislocation reduction and calculated analytically. The reaction 
model has been solved numerically with different number of 
interlayer. A significant improvement of epilayer quality with 
extremely low threading dislocation densities have been 
evaluated with increasing the interlayer up to 4 where 8% In 
composition difference used for each step-graded interlayers. 

Keywords—Threading dislocation, reaction kinetic coeficient, 
InGaN, step-graded interlayer. 

I.  INTRODUCTION 
In recent years group-III Nitrides with their related alloys 

have been intensively studied with remarkable breakthrough in 
the growth of multilayer structures for device applications. 
Among them InN-based alloys are predicted to show high 
mobility, high absorption coefficient, long lifetime of charge 
carriers, low effective mass of electrons and holes and superior 
resistance against ingredient damages [1], [2]. Especially, the 
ternary nitride alloy InGaN is predicted as a promising 
candidate for multi-junction (MJ) tandem solar cells with high 
conversion efficiency [3], [4]. In order to realize a tandem solar 
cell based on InGaN, it is essential to grow InGaN alloy with 
high indium (In) content [4], [5]. As a result of increasing the 
In composition, it poses many challenges in controlling defect 
densities due to large difference in lattice constant between InN 
and GaN (11%). Therefore, despite the tremendous success, 
these technologies still suffer mostly from the lack of perfect 
substrates and have to cope with strongly mismatched 
heteroepitaxial growth. Consequently, a large lattice and 
thermal expansion coefficient mismatches between the layer 
and substrate results a large number of threading dislocations 
(TDs) in the epilayer. These dislocations act as scattering 
centres and midband gap states, which function as 
recombination centres and reducing minority carrier lifetime 
[6]. Hence the reduction of dislocation density is a budding 
issue for InGaN heteroepitaxial devices. Efforts have been 
carried out in several ways to reduce the TDs [7]. The 
compositional grading is considered as one of the useful 
techniques which can be done in several ways such as step 
grading, linear or nonlinear grading etc [8], [9]. In almost every 
works it has been reported that, the key strategy to reduce 
threading dislocation density is to initiate annihilation and 
fusion reaction among them during their glide process. In this 

process, the inclinations of TDs at layer-substrate or layer-layer 
interface are responsible for interaction between them and 
hence results in reduction by reaction [10]. Consequently, 
linear or nonlinear grading shows poor performance for 
reducing the TDs in the epilayer due to the less interaction 
probability. In step-graded heteroepitaxy growth of InGaN, due 
to the step increase of In composition in the epitaxial layers, a 
multiple step inclination of TDs at each interface will occur. 
This promotes the reaction among the TDs at each interlayer. 
Few experimental works have been carried out on step-graded 
interlayer used for different material system such as 
InGaN/GaN, SiGe/Si, InGaAs/GaAs [8], [11]. The results 
confirmed that, this technology will be a promising solution for 
reduction of threading dislocation during growth of 
heteroepitaxy. A reaction model developed in our previous 
work for step-graded InGaN heteroepitaxy has also predicted 
the superiority of this technique [12]. In order to realize the 
reduction of dislocation it is necessary to properly calculate the 
values of reaction kinetic coefficient at each interlayer. A 
proper evaluation of kinetic coefficients at each interlayers 
need to carry out for a detail investigation of reaction equations 
of step-graded InGaN heteroepitaxy. A one step more analysis 
of the model with different number of interlayer is urgently 
needed for further optimization of the structure.  

II. MATHEMATICAL MODELING 
A step-graded interlayer technique is one, where the In 

composition in InGaN increases step wise in each interlayer 
up to the epilayer. During the growth of each InGaN 
interlayer, the TDs  generated from the misfit dislocations 
(MDs) or propagated from the previous layer experience a 
misfit strain due to the lattice and thermal expansion 
coefficient mismatch with substrate or previous interlayer. 
As a result, the TDs bend at each interlayer depending on 
the applied strain and so the In composition. Due to this 
bending, the TDs interact with each other resulting reaction 
once reaching the interaction radius. The different strategy 
of threading dislocation density reduction such as 
annihilation, fusion and scattering reactions are shown in 
Fig. 1(a) for a step-graded structure. The geometry of two 
TDs (type x and y) connected with their corresponding MD 
segments and their relative motion with film thickness in a 
particular interlayer is shown in Fig. 1(b). All parameters 
indicated in figure are defined elsewhere [12], [13]. Some of 
the physical parameters are important to evaluate the  
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Figure 1. Geometry of dislocations in step-graded structure. (a) Different 

strategy of reaction and (b) Different parameters of two growing up threading 
dislocation connected with MD segments. 

reaction kinetic coefficient, Kxy between these two types of 
dislocations and evaluated from the  geometry according to the 
following approach. 
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Now using these angles for a particular interlayer Kxy can be 
evaluated using the following equation. 
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     Where l and nf represent the dislocation line direction and 
normal to the film-substrate or layer-layer interface. 
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Now these coefficients are used to develop a generalized 
governing equation of TD reduction considering all possible 
reaction for the step-graded structure [12].  
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Here i is the index of interlayer. The possible annihilation, 
fusion reactions between each pair of TDs in each step-graded 
InGaN interlayer, with characteristic radii rA and rF have been 
considered for rI. There are 20 unique families of dislocations 
in InGaN according to their burger vector, b and line directions 
[14]. Among them, two for screw dislocation (+c and -c), six 
different edge dislocations (+a1, -a1, +a2, -a2, +a3 and –a3) and 
twelve for different mixed character dislocations (+a1+c, +a1-c, 
-a1+c, -a1-c, +a2+c, +a2-c, -a2+c, -a2-c, +a3+c, +a3-c, -a3+c, and 
–a3-c). According to the reaction table developed for wurzite 
InGaN, TDs from family 1 can only have annihilation and 
fusion reactions with TDs from family 9, 10, 11, 12, 15, and 16 
that reduce the TDs. The first term of Eq. (07) can be expressed 
for the ith InGaN interlayer as 
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On the other hand it follows from the analysis of the table 
that, TDs from family 1 may be generated within the interlayer 
only as the product of fusion reactions between TDs from the 
following pairs of families 7-8, 7-14, 7-18, 7-20, 8-13, 8-17, 8-
19, 13-18 and 14-17. Therefore, for production of TDs from 
family 1 as a result of fusion, one can write 
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Finally, the threading dislocation of family 1 could be blocked 
by edge type MD in the interlayer. Therefore, TD reduction 
for type 1 due to this effect can be written as 
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Combining (08), (09) and (10) we can write the governing 

differential equation for the density of TD family 1 in the ith 
interlayer of step-graded InGaN. Similarly, 20 nonlinear first 
order differential equations can be formed with corresponding 
burger vector and possible reaction for the step-graded 
structure. 

III. SIMULATION RESULTS AND DISCUSSION 
The set nonlinear differential equations regarding the TD 

densities have been solved by using Euler’s method. The initial 
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values of the TDs are set as the boundary conditions in the 
simulation and found elsewhere [15]. In our previous work we 
have set the misfit dislocation density as the initial value which 
was more reasonable for a complete model considering both 
dislocations. Here we have evaluated only the TD densities 
which are generally propagated to the epilayer are most crucial 
for optoelectronic devices and our main objective is to optimize 
the model for step-graded structure. The calculations have been 
done for a step-graded InGaN with 4 interlayers each of 300 
nm and a final epilayer of 1.5 µm structure with final In 
composition, x = 0.4. A multiple values of reaction kinetic 
coefficients among the TDs are evaluated considering the 
parameters at each interlayer and the annihilation and fusion 
reaction radius of 1000 Å. The Kxy values at the starting 
interlayer in six different structures with different number of 
interlayer have been listed in Table I. The calculation have 
been done by considering the angle between surface normal 
and glide plane normal, the angle between surface normal and 
burger vector. 

TABLE I.  REACTION  KINETIC COEFFICIENTS FOR FIRST  INTERLAYER 

Kxy 

Type 
Values at different interlayer number 

1 2 3 4 5 6 
Edge-
mixed 0.0212 0.0856 0.1971 0.3697 0.6569 1.1898 

Mixed-
mixed 0.0019 0.0082 0.0202 0.0427 0.0984 0.2401 

Screw-
mixed 0.0193 0.0774 0.1769 0.3270 0.5585 1.1308 

 

 A multiple step-inclination at each interlayer in the step-
graded structure increases the angle and subsequently the 
reaction probability among the TDs. As a result the values of 
Kxy increase with interlayer number and the values indicate that 
tendency of mixed types interactions with others is higher than 
by themselves.  

Though we have investigated the behaviour of each type of 
TDs, Fig. 2 only presents the behaviour of mixed type TD  

 

 

 

 

 

 

 

 

 

 

 

    
Figure 2: The variation of mixed TD density with layer thickness in step-graded 

InGaN heteroepitaxy 

density with some specific numbers for 2.7 μm step-graded 
InGaN using 4 interlayers. The mixed type TD decreases 
monotonically with increasing film thickness and these 
decreases are more quickly than any other types. The higher 
rate of decreasing mixed type TDs is due to the more relative 
motion of these TDs even without any glide motion. The nature 
of screw type TDs are slightly different from the others. Both 
type of TDs increase with considerable thickness. The reason 
is, though the screw dislocations are considered very low initial 
values they can be the product of other reaction and allowed to 
participate in reaction with other TDs. As a result, both the 
screw-mixed reaction producing vertical edge dislocation and 
the edge-mixed reaction producing vertical screw dislocations. 
Therefore the mixed TD density becomes so low as to prevent 
the further interaction among TDs, with the end result of 
saturation in TD density.   

      The improvement in TD density in the top surface of the 
epilayer has been understood from the comparison in Fig. 3 
which shows the total TD densities for the step-graded and 
without graded structure and evaluated for the same initial 
density. The TD density has extremely lower values at the top 
surface of the epilayer in the step-graded structure than that of 
the without graded layer. At the top surface of the epilayer a 
total TD density of 1.75×1010 cm-2 and 4.07×1010 cm-2 can be 
found for the step-graded and without graded structure with a 
58.4% and 3.28% reduction respectively. The step inclination 
of TD at each interface promotes the reaction between them in 
case of step-graded layers. Furthermore, a reuse of previous 
dislocation relax the strain in the upper layer instead of 
generation of new dislocation in the step-graded structure is 
also responsible for improved epilayer quality of the graded 
structure. 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3. Comparison the total TD densities for the step graded and without 

graded structure with normalized values. 

 

  In order to realize the effects of interlayer on different types 
of TDs reduction, we have simulated the model with increasing 
the number of interlayers up to 6 where 5.7% In composition 
difference have been used shown in Fig 4. It is clear from the 
figures that the mixed type TDs decreases monotonically with  
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Figure 4. The effects of increasing number of interlayers in average 

dislocations densities of- (a) edge (b) mixed and (c) screw type. 

 

a continuous addition of interlayer instead of being saturation 
as observed in other types. This is due to its increase of Kxy  
values with interlayers. Since Fig. 4(a)-(c) report the significant 
reduction of average TDs up to different number of interlayer 
we are probably unable to select the optimal number which 
could be suggested for the proposed technique. A combination 
of all these results may indicate the optimal point. In this  

 

 

 

 

 

 

 

 

 

 
Figure 5. The effects of increasing number of interlayers on total threading 

dislocations density of a step-graded structure. 

 

purpose, we  have evaluated the total TDs densities with 
different number of   interlayers and shown in Fig. 5. Now, it is 
clear from the figure that, the threading dislocation densities 
are significantly decreased with the insertion of interlayers up 
to 4 where 8% In composition is used for each interlayer. 
However, the epilayer is further improved for 5 interlayers with 
very low increasing tendency. The insertion of more and more 
interlayer increases the experimental complexity and there will 
introduce interfacial dislocations in each layer. These results 
are consistent with the results of improved InGaN epilayer 
quality using step-graded interlayer [8]. 

IV. CONCLUSION 
From the above realization it can be summarized that, step-

graded interlayer technique with an optimized structure can be 
a promising solution for the improved epilayer quality with 
extremely low threading dislocation density. In this work, the 
step-graded interlayer technique for wurzite InGaN 
heteroepitaxy has been investigated and optimized through 
mathematical modeling and numerical simulation. The model 
verification has been confirmed by the judgment with 
published experimental works. Another optimistic site of this 
simulation methodology is its applicability in other wurzite 
heteroepitaxial material for future generation high performance 
devices. 
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Abstract—Detailed theoretical analysis of how QD size variation 
and band-offset affects the confinement energy of InN QD is 
presented. Low dimensional structures show a strong quantum 
confinement effect, which results in shifting the ground state 
away from the band edge and discrete eigen-states. Graphically 
solving 1D Schrödinger ground quantized energy levels of 
electrons were computed and using Luttinger-Khon 4×4 
Hamiltonian matrix ground quantized energy level of holes were 
determined. Our results allow us to tune dot size and band-offset 
to obtain required bandgap for InN based low dimensional device 
design.   

Keywords—Indium Nitride, Confinement energy, Quantum 
dots (QD) . 

I.  INTRODUCTION  

Advancements in the field of III-nitride (InN, GaN, and 
AlN) semiconductors have been remarkable due to their highly 
attractive inherent properties. [1]. With the recent discovery 
that the bandgap of InN is about ~0.64eV [2], InN based III-
nitrides became materials of interest for the researchers 
especially because of their application in most of the near 
infrared optical and optoelectronic applications [3]. InN could 
be very interesting for high performance heterostructure laser 
of 1.55 μm which is the most promising communication 
window for long distance optical fiber communication.  Recent 
research is devoted to the fabrication of low dimensional 
optoelectronic devices, preeminently QD optoelectronic 
devices as they offer ultra-high temperature stability, narrow 
chirp characteristics and higher performance [4].  

The necessity of determining confinement energy for QD 
based device design is very important as it is the most 
significant property of QDs. Confinement energy has fairly 
large impact in the understanding of the physics of QDs and 
their technological application. Two most significant 
phenomena attributed to the quantum confinement effect in 
QDs are: (a) the ground state shifts upward and (b) the eigen 
energies are discrete [5].The ground quantized energy of 
electron and holes add up to the bulk bandgap of the QD 
material, i.e., the total energy of transition is actually the 
summation of bulk bandgap of the QD material (Eg) and 
ground quantized energy levels of electron (Ee) and holes (Eh). 
So it is very important to determine these energies very 
precisely. Instead of predicting confinement energy from 

statistical data or neglecting their effect for the simplification 
of design, as was in most of the previous work on InN and InN 
based III-nitride optoelectronic device design [6], [14] it is 
more important to theoretically  calculate the  confinement 
energy of InN and InN  based  III-nitride  QDs  in  order  to  
have  a  more practical and hence more acceptable design.   

      In this study, we theoretically computed the confinement 
energies for electron and holes in InN QD heterostructure and 
their dependence on the size of the dot as well as the band- 
offset. 1D Schrödinger was graphically solved to determine 
ground quantized energy level of electrons, on the other hand 
ground quantized energy level of holes were determined by 
computing the eigen values of  Luttinger-Khon 4×4 
Hamiltonian matrix.  

II. CALCULATING CONFINEMENT ENERGY 

  In InN quantum dot heterostructure, where different 
barrier materials are combined to form a heterostructure, the 
shift in the band structure induces a step like potential profile 
as shown in figure 1; the height of the discontinuity is called 
band-offsets [7]. The conduction band-offset confines the 
electrons whereas the valence band-offset confines the holes.       
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. The schematic diagram of a quantum structure. The  conduction,  
heavy-hole and light-hole valence band edge profiles, as well as electron and 
hole confined states are shown.    
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Ψ(x) + Vc(x) Ψ(x) = Ee Ψ(x)              (1)    

 ∂ 
∂x 

i√3ħ2    
. m0 

  In figure 1, EC1 and EV1 refer to conduction band and 
valance band profiles of the barrier material respectively. EC2 
and EV2 is the conduction band and valance band profiles of 
the dot material respectively. E1 and E2 represent different 
eigen states of the conduction band of the dot material. Ehh and 
Elh are heavy-hole and light-hole valence band edge profiles. 
ΔEC and ΔEV represents conduction band offset and valance 
band offset respectively.  

Semiconductor with electron and hole confinement offer a 
distinct method to study electrical and optical phenomena as a 
function of variation in dot size and band-offset provided by 
the barrier material [8]. The shift in the ground state energy of 
electrons and holes from their respective band edge has been 
computed using following techniques: 
 

A. Ground quantized energy level of electrons 
The one dimensional Schrödinger equation for conduction 

band is: 

            -ħ2   d2  
             2m*e dx2 

Here Ψ(x) is the conduction band wave function. Ee represents 
electron energy level and Vc(x) for conduction band is actually 
the band-offset (ΔEC) in the conduction band. The nontrivial 
solution of equation (1) has the form [9]: 

                         ξ (tan ξ - cot ξ) = √( α2 – ξ2 )                       (2) 

In equation (2) ξ is a function of Ee [9], effective mass (me
*) of 

electron and base length of the QD whereas α is a function of 
band-offset, effective mass of electron and QD base length. 
Graphically solving the above mentioned transcendental 
equation the value of ξ was determined. We calculated the 
value of Ee by knowing the value of ξ for a particular value of 
base length of InN QD for a known band-offset ΔEC. 

 

Figure 2. Graphical solution of the transcendental equation for ξ to determine 
the value of Ee 

Figure 2, is a plot of equation (2) for some particular value 
of effective mass of electron, base length of dot and band- 
offset. Taking effective mass of electron in InN as 0.04me 
[12], [13] for dot base length of 6 nm and band-offset of 0.15 
eV from figure 2, we graphically calculated the value of ξ as 
0.8156 and we get the value of Ee as 0.0705 eV. 

B. Ground quantized energy level of holes 
 For valance band; to determine the confinement energy of 

holes, we start with effective mass theory on quantum wells 
using the Luttinger-Khon 4×4 Hamiltonian matrix [10]. The 
Luttinger-Khon 4×4 Hamiltonian matrix can be expressed by: 

 
                           H0Ψh(x) = EhΨh                                  (3) 

The components of the resultant Hamiltonian matrix are given 
below: 
 
 

 
                      H0 =                           (4) 
 
 

Here, 
 
    Hhh =                  (γ1 + γ2)k1

2 – (γ1 – 2γ2)           + Vh(x)      (5) 
 

 
 
    Hlh =                   (γ1 – γ2)k1

2 – (γ1 + 2γ2)           + Vh(x)      (6) 
 
 
 

             b =             (–k2 – ik1) γ3                             (7) 
 
and, 
 

        c =                γ2(k1
2 – k2

2) – 2i γ3k1k2                 (8) 
 
 
                            kn =           ;;     for, n = 1,2,3,4,………      (9) 
   
     Here, Eh is the energy of heavy and light holes and m0 is 
free electron mass. Hhh, Hlh, b and c are matrix elements and 
are functions of Luttinger parameters γ1, γ2 and γ3 and 
components of the transverse wave vector k1 and k2. Vc(x) in 
equation (5) and (6) is actually the band-offset (ΔEV) in the 
valance band. L in equation (9) represents the base length of 
InN quantum dot. From the Hamiltonian matrix H0, the eigen-
energies and eigen-vectors are calculated by knowing the 
values of γ1, γ2, γ3, k1 and k2 for InN, which gave the value of 
ground quantized energy level of holes (both for heavy and 
light holes) for a particular value of InN dot size and ΔEV. For 
InN values of Luttinger parameter considered are 3.72, 1.26 
and 1.63 [11]. 

Hhh    b     c     0 

b*     Hlh   0     c 

c*      0    Hlh  -b 

0      c*   -b*  Hhh 
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III. RESULTS AND DISCUSSION 

We have calculated confinement energies for InN QDs 
using methods mentioned in the previous section for different 
dot size and for different band-offset provided by the barrier 
material. Computation and analysis carried out for determining 
confinement energy of electrons are graphically represented as 
follows.  

 

Figure 3. Change in confinement energy with the variation of QDs base length 
(for conduction band). 

 

Figure 4. Change in confinement energy with the variation of  band offset   (for 
conduction band). 

Turning now to the computational evidence of dependency 
of confinement energy on dot size; figure 3, shows how 
confinement energy of electron changes with the change in 
base length of InN QDs, for some fixed values of ΔEC (0.1 eV, 
0.15 eV and 0.20 eV). With the rise in base length of quantum 
dot, confinement energy of electrons decreases. Another 
important finding was that at a very low value of dot base 
length the confinement potential is almost equal to the band 
offset (ΔEC).  

For 3 distinctive value of QD base length (5 nm, 6 nm and 
7 nm) the dependency of confinement energy of electrons in 
the conduction band on band-offset ΔEC is shown in figure 4. 
Ground quantized energy level of electrons shifts up with the 
increase in ΔEC and therefore the confinement energy 
increases. Confinement energy becomes very prominent when 
the band-offset is large. Also the smallest dot provides highest 
confinement at any particular value of ΔEC.    

 
Figure 5. Change in confinement energy with the variation of QDs base length 
(for valance band). 

 

Figure 6. Change in confinement energy with the variation of band offset     
(for valance band). 

      On the other hand calculated values of ground quantized 
energy level of holes with the alteration of dot size and ΔEV are 
graphically represented above. Though in almost all previous 
studies it was the most neglecting parameter because of 
computation complexity and least contribution to the total 
energy of transition, we computed confinement potential for 
holes and plotted it against base diameter of QDs in figure 5. 
Ground quantized energy level shifts away from the band edge 
with decreasing value of base length and become more 
prominent for smaller dot size.  
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       In figure 6, for 2 different value of QD base length (5 nm 
and 6nm); computed confinement energy was plotted against 
the variation in band-offset, ΔEV in valance band. Here also we 
found that increasing value of ΔEV increases the confinement 
energy. The variation in confinement energy with the change in 
band-offset is not very sharp here as was in conduction band, 
which indicates that confinement energy of holes is relatively 
less dependent on the band-offset.  

The evidence from this study suggests that, the total energy 
of confinement for heterostructures composed of same dot 
material and barrier material may not be unique, as it is a 
function of dot size. Another striking finding was the 
dependency of confinement energy on band-offsets, which 
clarifies that changing barrier material or its composition 
would also affect the total energy of transition. It is therefore 
likely that to obtain the actual energy of transition and hence 
the wavelength of the light; confinement energies should be 
determined very precisely. Design considerations of 
optoelectronic devices especially lasers and LEDs used in 
optical fiber communication, where wavelength has to be exact 
to ensure lower attenuation and dispersion, should include the 
effect of confinement properly.    

IV. CONCLUSION 
A convenient method of determining ground quantized 

energy level of electrons and holes was studied. Theoretical 
computation method has been applied to determine the 
confinement potential. In addition, confinement energy of InN 
quantum dot heterostructure was calculated for various dot size 
and band-offsets. Variation of confinement energy as a 
function of dot size, ΔEC and ΔEV was demonstrated, which is 
important for the designing of InN and InN based III-nitride 
QD optoelectronic devices. It was done for the first time with 
an approach to highlight their contribution and to suggest their 
inclusion in design consideration. Thus the overall theoretical 
analysis presented, helped precisely determining the 
confinement energy and taking its effect for more practical 
device designing.    
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Abstract—InxGa1–xN/GaN quantum dot intermediate band solar 
cell (QD–IBSC) is a promising candidate for the purpose of 
efficiency improvement of solar cells. In this work, the influences 
of interdot distance, quantum dot size and indium content of 
InxGa1–xN/GaN QD–IBSC on the position and width of the 
intermediate bands are investigated by solving Schrödinger 
equation using Kronig–Penney model. Finally the effects of 
intermediate band position and width on energy conversion 
efficiency are analyzed. The results reveal that the               
InxGa1–xN/GaN quantum dot intermediate band solar cell 
manifests much larger power conversion efficiency than that of 
conventional solar cells. The maximum efficiency occurs when 
the intermediate band is at the middle position of barrier 
material bandgap and bandwidth is wide enough to increase 
absorption of photons keeping carrier recombination negligible 
by tuning interdot distance, quantum dot size and indium 
content. 

Keywords—Quantum dot, intermediate band, InxGa1–xN 

I.  INTRODUCTION 
The intermediate band solar cell (IBSC) is an advanced 

approach with the potential for exceeding the performance of 
conventional single gap solar cell [1]. Quantum dot (QD) 
approach seems to be the quickest experimental way to 
manufacture prototypes in which intermediate band (IB) 
concepts could be investigated [2]. In this approach, the IB is 
formed by the confined electron energy states introduced by an 
array of QDs embedded in high bandgap barrier region. The 
maximum conversion efficiency of quantum dot intermediate 
band solar cell (QD–IBSC) is higher as the IB formed by the 
QDs increases absorption of longer wavelength sunlight and 
diminishes nonradiative recombination [3]. The maximum 
attainable conversion efficiency of QD–IBSC is predicted to be 
about 66% [4]. 

The III–nitride material system is promising for integration 
into high–efficiency PV systems [5]. Indium Gallium Nitride 
(InxGa1–xN) material is now widely used in various 
optoelectronic devices and is being studied increasingly as a 
prospective material for solar cells as the bandgap energy can 
be engineered from 0.64 eV to 3.4 eV by varying the indium 
composition (x), which covers most of the solar spectrum from 
ultraviolet to infrared region with characteristics of direct 
bandgap, high absorption coefficients, and excellent irradiance 
resistance. Particularly, the InxGa1–xN material system presents 

excellent properties in low–dimensional semiconductor devices 
[6]. It is therefore important to concentrate on InxGa1–xN–based 
QD solar cells. 

At present the InxGa1–xN–based QD research is limited only 
in the growth and characterization, there is no report on the 
fabrication of QD solar cells using nitride materials. Recently, 
the InxGa1–xN–based QD solar cell has been investigated 
theoretically. Deng et al. theoretically investigated the InxGa1–

xN/GaN QD–IBSC and InxGa1–xN /InN QD–IBSC by tuning 
the size of QDs and the interdot distance [7]. These works do 
not clarify about the effects of QD size, interdot distance and 
indium content on IB position and width which are very 
important factors for the realization of the performance of a 
QD–IBSC. In our work, we have investigated the effect of 
quantum dot size, interdot distance and indium content on 
intermediate band position and width, and also on solar cell 
performance which may open the door for future experiment. 

II. THEORY AND MODEL 
An isolated QD is able to create discrete energy levels for 

electrons. A periodic array of QDs results in IB due to coupling 
of wave functions between adjacent QDs. For simplicity, the 
orthorhombic symmetry is used for the QDs as shown in Fig. 1. 
The behavior of an electron in such a system is described by 
the Schrödinger equation [8]: 

)()()(
)(*

1
2

2
rErrVr
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Figure 1. Schematic of orthorhombic QDs. 
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where m* is the effective mass of electron. The potential V(r) 
corresponds to an infinite sequence of QDs of the sizes wx, wy 
and wz separated by the barriers of thicknesses bx, by and bz as 
shown in Fig. 1. Here Lx, Ly and Lz represent the periods of 
QDs in the coordinates x, y and z respectively. The size of QDs 
and interdot distance are assumed to be equal (wx = wy = wz and 
bx = by = bz). 

According to the Kronig–Penney model, solution of the 
Schrödinger equation has already been accomplished by 
following the Lazarenkova and Balandin envelope function 
approximation, which has the following form [8]: 
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are the effective masses of electron in the barrier region and 
QD region, respectively. is the Dirac constant, Eζ and qζ are 
the single electron energy and wave vector along the particular 
coordinate axis, respectively and V0 is the potential barrier. The 
bandgap and the effective mass of InxGa1–xN composite 
material are calculated using the data of InN (0.64 eV, 0.05m0) 
and GaN (3.4 eV, 0.2m0). The bowing parameter for InxGa1–xN 

 

 
Figure 2.  Schematic of InxGa1–xN/GaN quantum dot solar cell. 

 
Figure 3. Energy band diagram of InxGa1–xN/GaN QD–IBSC along the          
[[1 0 0]] direction. 

is 1.43 [9]. 
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For a convenient study, the [[1 0 0]] direction is 
investigated as it defines the charge carrier transport in the 
vertical direction from n–type to p–type layer [10]. This 
direction is related to the ordering of the QDs, but not 
associated with the coordinate axis directions. In this work the 
IB in the potential well and the performance of the solar cell 
are investigated as a function of InxGa1–xN QD size, interdot 
distance and indium content for InxGa1–xN/GaN QD–IBSC. 
The calculations are done by following the standard 
assumptions of the ideal IBSC [1]. The cell is considered to be 
thick enough to ensure full absorption of photons for the 
transition of electrons as in Fig. 2 and to restrict nonradiative 
transitions [1]. The photo induced current for an ideal IBSC 
strongly depends on the number of photons absorbed by the 
device and the number of photons emitted from the device. 
According to Roosbroeck–Shockley formula the photon flux 
absorbed by or emitted from the device is defined as [11]: 
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where Ea and Eb are the lower and upper energy limits of the 
photon flux, respectively. T, h, c, k and u are the temperature, 
Planck constant, light speed in vacuum, Boltzmann constant 
and chemical potential of the transition, respectively. The short 
circuit current density (Jsc) resulting from the photon 
absorption can be expressed as [1]: 
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where Ts is the sun temperature (6000K), T0 the temperature of 
the solar cell (300K), q the electron charge, ucv, uci and uiv are 
the chemical potentials between the conduction band (CB) and 
valence band (VB), the CB and IB, and the IB and VB, 
respectively. Ecv, Eiv and Eci are illustrated in Fig. 3 and they 
are given according to the solution of (3). EFV, EFC and EFI are 
the quasi–Fermi levels for VB, CB and IB. As IB is formed by 
coupling of the adjacent QDs, so the IB is not stable state and 
partially filled by electrons [7]. If Eci > Eiv, Jsc is calculated 
using (7), otherwise using (8). The open circuit voltage (Voc) of 
the cell is given by the summation of chemical potentials 
between CB and VB, i.e., 

ivcicvoc uuuqV +==  (9) 
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The efficiency of the solar cell is given as 

inP

FscJocV ××
=η  (10) 

where, F is the fill factor (FF) and Pin is the incident power per 
unit area, 4

sin TP σ= , where σ is the Stefan–Boltzmann constant. 
In this work, FF is assumed to be unity. 

III. RESULT AND DISCUSSION 
The Important factors for improving the QD–IBSC 

performance are the number of intermediate bands, their 
positions and width of each intermediate band (IB). QD size, 
indium content and interdot distance have significant effects on 
the position and width of the IBs. IB formation using QDs and 
the effect of QD parameters are investigated. The effect of IB 
position and width on efficiency of the cell is also discussed in 
this section.  

A. Effect of interdot distance on IB 
The width of IB has a significant influence on absorption of 

photons and on carrier recombination. It is challenging to keep 
an optimum width of the IB for maximum number of photon 
absorption and minimum number of carrier recombination. The 
IB width can be tuned by changing interdot distance as shown 
in Fig. 4. IBs have wider bandwidth at smaller interdot distance 
due to stronger wavefunction overlap. Increase in interdot 
distance causes reduction in bandwidths and finally transforms 
the bands into discrete energy levels.  

B. Effect of QD size on IB 
The number of IBs and their position inside the barrier 

material bandgap is a vital issue for the performance of QD–
IBSC. QD size has a significant effect on these parameters 
which is observed from Fig. 5. Larger size of QDs generates 
more intermediate bands. Increase in QD size increases the 
wavelength of the wavefunctions hence lowers the position of 
the intermediate bands and reduces the bandwidths to some 
extent giving space for additional bands. In the upper energy 
levels carrier accumulation is more resulting in higher number 
of quantized energy states, so the upper bands are wider than 
lower ones. 

C. Effect of Indium content on IB 
Since InxGa1–xN is used as QD–material, there is an effect 

of indium content on IB which is shown in Fig. 6. With 
increase in indium content, bandgap of InxGa1–xN decreases 
parabolically which in turn increases the height of the 
potential barrier V0. With the increase in V0 downwards in the 
barrier material bandgap, the energy levels go in higher 
position in the potential well but lower in the barrier material 
bandgap. So the bandwidth of the IBs becomes narrow. 
However, if the increase in energy in the potential well 
overcomes the effect of narrowing of the dot material 
bandgap, then the energy bands go up in the barrier material 
making the bands wider. 
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Figure 4. IB width as a function of interdot distance in the potential well. 
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Figure 5. IB position and width as a function of quantum dot size in the 
potential well; IB1, IB2, IB3, IB4, IB5 are the intermediate bands from lower 
position to upper position, respectively and V0 is potential barrier height. 
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Figure 6. IB position and width as a function of indium content in InxGa1–xN 
inside the previously forbidden bandgap region. Eg,GaN is the bandgap of GaN, 
the bandgap of InxGa1–xN as a function of indium content, x is also shown. 
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Figure 7. Dependences of indium content and size of each QD on energy 
conversion efficiency in the InxGa1–xN/GaN QD–IBSC. 
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Figure 8. Dependences of interdot distance on energy conversion efficiency in 
the InxGa1–xN/GaN QD–IBSC. 

D. Effect of QD size, indium content and interdot distance on  
energy conversion efficiency 
Higher range of solar spectrum can be converted into 

electrical energy forming IB inside the barrier material 
bandgap. The IB formation and the variation of IB parameters 
are realized using QDs. It is found that for quantum dot size 
ranging from 1 to 1.4 nm and indium content from 0.1 to 1 
only one intermediate band forms in the potential well of 
InxGa1–xN/GaN QD–IBSC. As the value of sub bandgap Eci 
approaches to the value of Eiv, the energy range for photon 
absorption increases. This increases the carrier generation and 
the efficiency of the cell. Efficiency is maximum when Eci and 
Eiv are equal i.e., IB is exactly at the middle position of the 
barrier material bandgap. From Fig. 7 efficiencies 48.48, 47.82 
and 49.27% are obtained at x = 0.95, 0.825 and 0.75 for w = 1, 
1.2 and 1.4 nm, respectively. Hence, if we increase QD size, 
maximum efficiency for that size requires reduced indium 
content to locate the intermediate band midway between the 
barrier material bandgap. It is already known that decreasing 
interdot distance causes wider bandwidth which increases the 

range of photon absorption. If the interdot distance is very 
small then photon emission due to recombination becomes 
dominant which decreases the efficiency and degrades solar 
cell performance. In Fig. 8 for w = 1 nm and x = 0.75 
efficiency is further increased from 48.48 to 54.41% by 
decreasing interdot distance to increase bandwidth till 
radiative recombination becomes dominant. The maximum 
efficiency will be 62.79% for two bands in the potential well. 

IV. CONCLUSION 
In summary, the effects of quantum dot (QD) size, interdot 

distance and indium content on InxGa1–xN/GaN quantum dot 
intermediate band solar cell has been investigated. The position 
of intermediate band (IB) strongly depends on QD size and 
indium content whereas the bandwidth is strongly influenced 
by interdot distance. The maximum efficiency has been 
obtained when the IB is positioned midway between the 
bandgap of the barrier material and bandwidth is increased 
until radiative recombination starts being dominant. The 
maximum efficiency for one IB is 54.41 % and it can be 
promoted to 62.79 % if two bands are formed in the potential 
well. 
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Abstract—Dependable operation of brain computer interface 
(BCI) needs accurate classification of EEG. Application based on 
environment control system for disable people need comfortable 
and simple switching modes.  This paper studies about eye close 
(EC) and eye open (EO) conditions of EEG for communication 
tool for severely disable users. For this purpose, Multivariate 
Gaussian Distribution analysis is applied to check the 
discrimination of two classes. Power Spectral Density and 
Central Tendency Measurement are used as features. These 
features used in Linear Discriminant Analysis (LDA), Quadratic 
Discriminant Analysis (QDA) and Fisher’s Linear Discriminant 
Analysis (FLDA) to observe the classification performance in 
linear and nonlinear environment. The experiment results show 
that EEG signals can be a reliable media for a switching 
paradigm of ECS.  

Keywords—Brain Computer Interface (BCI), 
Electroencophelogram (EEG), Multivariate Gaussian Analysis, 
Linear Discrimination Analysis (LDA), Quadratic Discrimination 
Analysis (QDA). 

I. INTRODUCTION 
Disable people need an assistive Environment Control 

System (ECS) for their daily comfort living. Human Machine 
Interface (HMI) has brought many great and ease way for their 
communication [1]. Hand or body muscle movement is a good 
media for ECS for the patients can move hand or any other 
muscle [2]. Patients who have only eye and brain control 
activity like Amyotrophic lateral Sclerosis (ALS) patients, 
those systems are not sufficient [3].Several eye controlled HMI 
system has been developed for them. Electrooculography 
(EOG) and Video Oculography (VOG) are most popular ways 
of eye controlled HMI systems [4]. The video based eye 
tracking systems are the finest method to track the Point of 
Gaze (POG). However; the system accuracy is still lack the 
level for real-time systems. The electrode placing method EOG 
achieved good accuracy. These systems are applicable in 
mobile application like wheel chair drive system. But the 
cumbersome and disturbing electrode setups around the eye 
reduce the usability of these systems. The dipolar potential of 
the human eye can have a great impact on the EEG signal [5]. 
However, Electroencephalography (EEG) is found less 
invasive and more ease to use as control signal than EOG. The 
detection and analysis of potential over scalp by using 
electrodes pressed against the scalp to sense the signals, is 
generally referred as electroencephalography (EEG) [6].  

Generally EEG is acquired by the standard 10 to 20 system. 
There are several methods of recording brain signals, such as: 
Electroencephalography (EEG), Magnetic Resonance Imaging 
(MRI) or Magneto encephalography (MEG). EEG provides 
high temporal resolution and is comparatively easy to apply 
[7]. In previous studies it is shown that the alpha response of 
EEG is impacted by the relaxation state of brain [8]. The 
spectral amplitude of alpha response is found higher while the 
eye is closed than the eye is opened. Switching mechanisms for 
ECS using eye open (EO) and eye close (EC) has been 
proposed in several previous studies. Noticeable discrimination 
has been observed in fractal dimension (FD) of alpha response 
[9]. Power spectral density (PSD) and Central Tendency 
Measurement (CTM) also have been found as significant 
feature to classify EC and EO condition [10]. However, the 
classification of those systems was depended on a threshold 
level between the two classes. Individual setup for each trial 
was necessary for that threshold, which decreased the 
robustness of the mechanism. Disable people deserve less 
complicated and more comfortable system without any 
calibration at the beginning of every starting. Moreover, the 
accuracy of those methods was not sufficient for real-time 
application on ECS. The accuracy of the switching was found 
68.7 and 94% accuracy on switching time less than 5 and 10 
seconds [10]. Ease use of ECS system required 100% accuracy 
of switching paradigm. 

In this paper we have described the acquisition of EEG data 
of EC and EO. Discrimination of PSD and CTM of EEG data 
is analyzed using Multivariate Gaussian Distribution analysis. 
LDA, QDA and FLDA are applied to observe the classification 
performance of those features. The data have been tested in 
both of the single dimension and 2D feature spaces of PSD and 
CTM feature vectors. From those classification result we 
concluded with better classification procedure and switching 
mechanism for future real-time application. 

II. METHODS 

A. International 10-20 system: 
International 10-20 system is a standard for acquire EEG 

signal. The positions of electrodes in this system are 
determined as follows: Reference points are nasion, level with 
the eyes; and inion. From these points, the skull perimeters are 
measured in the transverse and median planes. Fig. 1 shows the 
electrode locations which are determined by dividing these  
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(b) 

 
Figure 1: (a) International 10-20 system for EEG signal acquisition. 

(b) Location of Channels. From [11] 

perimeters into 10% and 20% intervals. Three other electrodes 
are placed on each side equidistant from the neighboring 
points. In this system the electrodes are placed over scull with a 
cap. The electrode locations are called channels. The channels 
are named using F, T, P and O for Frontal, parietal, temporal 
and occipital area of brain. 

B. Power Spectral Tendency (PSD): 
Change of relaxation state of brain has great impact on PSD of 
EEG signal. Vigilance researches showed that human vigilance 
level is mainly reflected by Power Spectral Density (PSD) of 
EEG signals [12]. Discrete Short Time Fourier Transform 
(STFT) is applied to extract the PSD from EEG signals and the 
PSD bellow 50Hz was taken as the feature information with 
frequency resolution l Hz.  

( )( ) ,n.,,k,kYSTFT
n

PSD 211 ==  (1) 

∑= −

n

njeiYY ωω )()(  (2) 

STFT is the DFT of short lengthen signal. The signal is 
broken into several blocks consists of same number of sample. 
DFT is applied for each block. ω is the discrete frequency of 
DFT.  

C. Central Tendency Measurement (CTM): 
The CTM quantifies the variability seen in the second order 

difference plot. It is computed by selecting a circular region of 
radius (r) around the origin, counting the number of points that 
fall within the radius and dividing by the total number of 
points. Let n be the total number of points  
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For each radius r, CTM provides the fraction of the total 
number of points that lie within it. Sample values, which are 
within a small radius r, correspond to successive rates that are 
small. These reflect the low frequency components or the slow 
ascending, descending part of the function in the time series. 

Sample values that correspond to high r are those of high 
frequency components or the rapid ascending, descending part 
of the function in the time series. 

D. Multivariate Gassian distribution 
The criterion of the data can be described through the 

Gaussian distribution. This distribution shows the most 
probable conditions of a random variable. A multivariate 
Gaussian distribution is a probability distribution of higher 
dimensional random variables. From the single dimensional 
normal distribution we have the following equation 
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where, x is the random variable , f(x) is the distribution 
value, σ is standard deviation and μ is the mean of x. 
Distribution of higher directional data is defined by the mutual 
covariance matrix of the vectors of random variable instead of 
standard deviation 
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where, S is the covariance of variable of n dimension. The 
exponential part of the equation ( ) ( )μμ −− − xSx T 1

2
1  is a quadratic 

term which forms a parabola. The peak of the parabola is the 
mean of the variable x.  

E. Linear Discrimination Analysis (LDA): 
The famous Naïve Bayes rule stated that for 

multidimensional feature vector, each class has separate feature 
density.  Therefore, to estimate the class density, the density for 
every dimension can be estimated separately and then multiply 
to get joint density. In LDA density for feature space for every 
class is estimated using Gaussian distribution formula as given 
in (2). LDA assumes that the normal density function for all 
classes have the same covariance. Say there are K classes. Let 
xk be a p×Nk matrix of Nk samples, having  p-dimensional 
feature from class k. Denoted that the prior probabilities πk, 
means μk of each class and the common covariance matrix  S, a 
new data point x is classified by maximizing the probability 
from the normal density function fk(x). 
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The resulting LDA decision boundaries between classes of 
data are linear. 

F. Quadratic Discriminant Analysis: 
Same as LDA, Bayes rule of classification is followed by 

QDA. The probability of the feature is derived from the 

                                                                                                   415



   

distribution and same as LDA the normal distribution theory is 
applied. In LDA, as we mentioned, you simply assume for 
different k that the covariance matrix is identical. By making 
this assumption, classifier becomes linear. The only difference 
in quadratic discriminant analysis is that we do not assume the 
covariance matrix is identical for different classes.  

ji SS ≠ for some kjiji ∈≠ ,;  

Quadratic discriminant analysis calculates a Quadratic 
Score Function which looks like this: 
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The quadratic term of the function 
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2
1 1

k
T
kk xx μΣμ −−− − cannot be avoided. The decision 

boundary is determined by the quadratic function. The decision 
rule of the classifier is: 
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G.  Fisher’s Linear Discriminant Classifier 
Fisher's linear discriminant is a classification method that 

projects high-dimensional data onto a line and performs 
classification in this one-dimensional space. The discrimination 
in feature space of different classes can be increased by 
maximizing between-class to within-class scatter ratio. The 
goal of this maximization is to find the vector on which the 
projections of the samples are to be spread as much as possible. 
The projection maximizes the distance between the means of 
the classes while minimizing the variance within each class. 
The ratio of between-class to within-class scatter matrixes is 
known as fisher’s criterion function [13].  Equation 11 shows 
the mathematical expression of fisher’s criterion function. 

uSu
uSuJ(u)

W
T

B
T

=  
(11)

where, SB and SW are respectively between-class and 
within-class scatter matrixes. The Eigen decomposition of ratio 
of the scatter matrixes gives the vector u on which the 
projections of the samples have the larger discrimination than 
the feature space. This vector u is called the fisher’s linear 
vector.  

III. EXPERIMENT 

A. EEG Signal Recordings: 
EEG signals are acquired through standard 10-20 system. 

We choose only O2 channel because of the following reasons:  

• Linked with visual perception, alpha activity is 
larger in the occipital region as it is and  

• There are fewer artifacts, such as ocular muscle 
activity, in this region compared to the frontal 
scalp regions.  

The number of subject was 25 and each of the subjects had 
16 trials. The age of the subjects were in between 15-30. Each 
trial had started with close eye condition then the subject asked 
to close his eye and it ends with open eye again. Active 
electrodes are used with a conductive gel to have direct electric 
contact to the scull. The voltage difference was measured with 
reference at ear and ground on forehead. Hear gel or other 
cosmetics were prevented for the subjects because the 
cosmetics can make insulation between skin and electrodes. 
The artifacts from other sources were regarded as white noise 
and removed by filtering. The sampling rate of the signals was 
256Hz and acquired in a windows operating based computer of 
quad core processor. The signals were segmented in 68 
samples in each segment. Then the segments were passed 
through a band pass filter. The alpha response of the signal was 
extract by the band pass filter with 8 Hz lower cut off and 13 
Hz higher cut off frequency. 

B. Feature Extraction 
We selected 200 of the trials as training signals. The 

features are extracted from the signals in Labview Engineering 
platform. The segments are transformed in frequency domain, 
and then the PSD was measured by the (1). PSD plot of a trial 
is shown in Fig. 2. Second order plots of the same segments 
were derived for measuring the CTM. The second order plot 
and the CTM are showed in Fig. 3 and Fig 4. PSD and CTM 
value of each segment were selected as a single sample for 
corresponding feature vector.  

 

 

 

EO EC EO

Figure 2: PSD plot of EEG signals.

(a) 

 

(b) 

 
Figure 3: Second Order plot of EEG signals at (a) CE n, (b) OE condition

EO
EC

EO

 
Figure 4: CTM plot of EEG signals.
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C. Multivariate Gaussian Distribution Analysis 
Multivariate analysis of training samples showed that the 

discrimination among the EEG signals in close eye and open 
eye conditions. From the Fig. 5 it is clearly visible that the 
discrimination among the classes in the PSD and CTM feature 
space is good enough for classification.  

IV. RESULTS 
The parameters of LDA and QDA classifiers are found 

form the training trials. The remaining 200 trials were selected 
for testing. The rate of true positive of the classification is 
showing in table 1. The sensitivities of LDA, QDA and FLDA 
are found 94.27%, 95.09% and 95.96%. Performance of QDA 
is slightly higher than LDA because of the nonlinear 
discrimination boundary. The larger discrimination in one 
dimensional projection space gives the best performance in 
FLDA classification. We implied the FLDA to the switching 
program. The primary result of switching program for real-time 
trial is found to be satisfactory (Fig. 6). We sated the switching 
time was 5 sec. The logic of push button SPST switch was 
applied. 

TABLE I. PERFORMANCE OF CLASSIFIERS 

Classifier 
Close Open Total 

Sensitivity 
TP FN TP FN TP FN 

LDA 1189 178 6299 277 7488 455 94.27% 
QDA 1131 236 6422 154 7553 390 95.09% 
FLDA 1255 112 6367 209 7622 321 95.96% 

 
 

 

 

V. DISCUSSION AND CONCLUSION 
The multivariate analysis has shown that the there is a 

linear discrimination among the sample from close and open 
eye conditions. The result of classification is almost near for 
quadratic and linear boundary. Even though the performance is 
slight low in LDA, this can be considered for computational 
complexity of QDA. Now days, advanced machine learning 
algorithms can define the classes better. From the study of 
classifiers on EEG Support Vector Machine found to be more 
robust and stable than other [14]. Support Vector Machine is a 
linear classifier and faster than other complex learning 
algorithms. Hidden Markov Model can is a good model for 
state prediction of switching. The state of Hidden Markov 
Model are depended on last state and current observation so 
that the switching state of ECS. The environment control 
system for disable should have consistence and as perfect as 
possible. Though the sample classification rate is good correct, 
a miss on switching can make a big trouble for disable people. 
To get a 100% perfect switching system our suggestion is to 
use a classifier like SVM for sample classification and a 
prediction model like HMM or Kalman filter for switching. 
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Figure 5: Multivariate Gaussian distribution plot of EEG signals in PSD 
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Figure 6: Switching mechanism for ECS using EEG.
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Abstract—Biometrics includes the study of automatic methods for 
distinguishing human beings based on physical or behavioral 
traits. Finding good biometric methods has been researched 
extensively in recent years. Among several biometric features, ear 
is quite stable because it does not vary with age and emotion. The 
ear recognition works based on the height of the ear, reference 
line cut point and corresponding angles. The study is performed 
on the ear in random orientation and shows a greater accuracy 
than existing dominant approach. The recognition accuracy is 
increased by removing the noise in captured ear images and 
developing new methodologies to work with online images. 

Keywords—Ear biometrics, curve fitting, ear orientation, ear 
height line, reference lines, angles. 

I.  INTRODUCTION  
Human identification is a great challenge in many 

commercial system and private system for authorized access 
[1]. Traditional identification system includes Personal 
Identification Number (PIN), password, displaying ID, badges 
and so on. But traditional identification systems have many 
disadvantages like PIN, password could be forgotten or hacked 
by masqueraders and ID badges could be lost [2]. Traditional 
identification process is an active identification process where 
user has to take part in the identification process; this is another 
major drawback of this system. 

There are numerous biometric identification methods based 
on image analysis like face recognition, iris recognition, finger 
print, ear biometrics and so on. Human ear does not change 
with time and age. Ear satisfies all the properties that should be 
possessed by a biometric, i.e. uniqueness, universality, 
performance and collectability [3]. It has complex structure 
with uniqueness which is used to identify individuals. Even, 
ear of twins has different structure. In many criminal 
investigation ears are used as strong evidence [4]. In case of 
accidents, ears remain unchanged and could be used for 
investigation. Ear has been used for many years in forensic 
sciences for recognition. It has not required any direct input to 
the authentication process. 

Ear recognition and identifications has been done in several 
ways before. Almost all approaches are still facing the problem 
to reach an acceptable accuracy with online images. There are 
huge gaps in the pre-processing stage of ear images as well. 
Here this paper proposes a methodology to recognize online 
ear with a better accuracy. This paper contains related work, 
methodology of the ear recognition system, experimental 
analysis, conclusions in the next section. 

II. REALATED WORK 
Ear detection and identification can be done by several 

ways such as shape model based [5], Helix Shape Model [6], 
Histograms of Categorized Shapes [7], connectivity graph [8], 
Cascaded adaboost [9], Edge detection and curvature 
estimation [10], Ray transform [11], Ovoid model [12], Edge 
detection and line tracing [13]. In shape model based ear 
detection ears’ image regions are selected by a large local 
curvature with a technique which is called step edge 
magnitude. Cascaded adaboost uses weak classifiers based on 
Haar-wavelets in connection with AdaBoost for ear 
localization. The ray transform approach proposed in is 
designed to detect the ear in different poses and to ignore 
straight edges in the image, which can be introduced by 
glasses or hair. Ray transform uses a light ray analogy to scan 
the image for tubular and curved structures like the outer 
helix. For precise ear segmentation, the contour fitting method 
based on modified active shape models is introduced. So, ear 
edge can be detected in many ways but if the edge contain 
noise or inappropriate for extracting features then detection 
system will be fall. Curve smoothing and make it continuous it 
is important to fit the edge curve and find the proper 
orientation. 

Chen and Bhanu [5] proposed three different approaches 
for ear detection. In the approach from Chen and Bhanu [5] 
train a classier, this recognizes a specific distribution of shape 
indices, which are characteristic for the ear’s surface. 
However this approach only works on profile images and is 
sensitive to any kind of rotation, scale and pose variation. 

In their later ear detection approaches Chen and Bhanu 
detected image regions with a large local curvature [5] with a 
technique they called step edge magnitude [6]. Then a 
template, which contains the typical shape of the outer helix 
and the anti-helix, is fitted to clusters of lines. The main 
limitation of Chen and Bhanu’s proposed method [6] is the 
fixed data set. In random orientation their method will fail to 
detect the correct person. 

In 2005 Michał Choraś [14] suggested new methodology 
of ear detection. He mentioned that geometrical features 
representing shapes of ear contours are more suitable for ear 
images than texture, color or global features. Method is 
divided into image normalization, contour extraction (edge 
detection), calculation of the centroid, coordinates 
normalization and two steps of geometrical feature extraction. 
He treats the centroid as the specific point in this method, even 
though it is not a specific point within the ear topology. The 
main limitation of this methodology is the contour image 
centroid determination and continuity of the edges. 
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Abaza et al. [9] and Islam et al. [16] us
based on Haar-wavelets in connection with 
ear localization. According to Islam et al., t
classifier takes several days, however once t
up, ear detection is fast and effective. Abaz
modified version of AdaBoost and repo
shorter training phase. The effectiveness of
proved in evaluations on five different dat
include some examples of successful dete
from the internet. As long as the subject
change, weak classi ears are suitable for ima
more than one subject. Depending on the te
[9] achieved a detection rate between 84% 
Sheffield Face database. On average, 
successfully detected 95% of all ears 

In 2012 Zahid et al. introduced new geo
to recognize the ear in identification purpo
was to find the ear edge using canny edge d
the static ear image and extract geometric 
edge. They use three vectors as features, fir
reference lines and reference line cut point a
angles. If the edge of the ear image is broken
whole methodology will be fall and the 
another limitation of this method. If the ear 
in appropriate due to noisy edge and broken 
measured will be also incorrect. 

III. METHODOLOGY OF EAR RECO

Ear recognition is done by processin
properly and extracting the geometric featur
image. Processing of ear image includes find
finding ear height, reference line cut point a
angle. Modified ear recognition process flow 
al.[1] is shown in Fig. 1. 

Figure. 1 Flow chart of ear recogni

This paper proposes a methodology to re
images using geometric features. The ear r
takes place based on ear height line, referenc
[1]. Ear height line is the height of the ear, r
the lines which are parallel to the width of th
divide the image cell into (n+1) parts, whe
integer. and angle is outer edge of the ear an
the outer ear edge that creates angles in the m
height line is measured. Fig. 2 shows the re
ear height line sequentially. 
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. 

Fig. 2 Reference l

Co-ordinate of b is (ܾ௫,ܾ௬) 
of ear edge and starting point o
ordinate of a is (ܽ௫,ܽ௬) which
line. Here point c (ܿ௫,ܿ௬) is th
line cutting the outer ear edge
known but corresponding angl
and ca using Euclidian distanceܾܽ ൌ ටሺܽ௫ െ ܾ௫ሻଶ ൅ ሺܽ௬ െ ܾ௬

Then the cosine of the angl
from Fig. 3 is given by-  cosθ ൌ ሼሺabሻଶ ൅ ሺacሻଶ െ ሺcaሻଶ2 כ ab כ ac

Figure. 3 Angle created by

Outer ear edge is very impo
if there is some noise or brok
edge then the whole metho
orientation of the image is cha
work properly. To overcome 
images are processed more 
incomplete outer ear edge, 2n

parabolic curve fitting is int
random positions, it is ne
orientation of the ear. It can b
area occupied by outer ear edge

A. Noise Minimization by Curv
Ear edges found from the im

the noise in the ear image s
simple 2D curve and some po
broken edges are indicated clea
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odology will fail [1]. If the 
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be done it from calculating the 
e curve. 
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Figure. 4 Ear image with broke

Co-ordinates of each pixel are found i
system. Then binomial equations are solved
of the co-efficient and fit the curve properly.
the ear is parabolic shape. Now, the equati
from the outer ear edge as follow: 

The curve of outer edge of ear is re
parabolic equation: ݕ ൌ ܽ ൅ ݔܾ ൅ ݔܿ

Here, a, b and c are three co-efficient i
edge equation depends on. Equation (1) satisሺݔଵ, ,ଵሻݕ ሺݔଶ, ,ଶሻݕ ሺݔଷ, ଷሻݕ … …

This is the visible outer ear edge point
theoretical value for ݔଵthen,  

Error, ݁ଵ= ݕଵ - ݕఒ ֜ ݁1 ൌ 1ݕ  െ ሺa ൅ b1ݔ ൅ c֜ݔ ݁²1 ൌ ሺ 1ݕ െ a െ b1ݔ െ cݔ
Let, 

Sum, S ൌ ∑ ݁݅²୬୧ୀଵ  

֜ S ൌ ෍ሺ ݅ݕ െ a െ b݅ݔ െ cݔ୬
୧ୀଵ

By the principle of least square, value of ఋௌఋ௔ ൌ 0, ఋௌఋ௕ ൌ 0, ఋௌఋ௖ ൌ 0 

Solving the equation (2) and dropping the su∑ ∑na + b = ݕ ∑ c + ݔ ∑ ²ݔ ܽ = ݕݔ ∑ ∑b + ݔ ∑ c + ²ݔ ܽ = ݕ²ݔ ∑ ∑b + ²ݔ  + ³ݔ

 
The equation (3), (4) and (5) are known as
and solving the equation (3), (4) and (5) gett
b and c. Putting the value of a, b and c in
outer ear edge can be obtained and then cu
introduced in the broken edge curve. It is p
geometric feature from the image of the 
orientation and this was the big limitation o
[1] method of ear recognition. 
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B. Ear Orientation and Rando
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fixed threshold value front an
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Figure. 5 Front e

Let, the equation of the ear ݕ ൌ
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ear is found. 
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ne identification ear images are 
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positioning of the ear image and withou
becomes 84.04% accurate. This propo
increased accuracy to 96.8% shown in Fig. 4

Figure. 6 Comparison between proposed 
methods 

Selecting the value for number of refer
crucial aspect in this approach. A greater va
the accuracy but also increases the space req
time taken for classification as more numbe
be compared. Therefore an optimal value sh
which satisfies all the three requirements of

accuracy. Error Rate comparison with Zahid
in Fig. 6. 

Figure. 7 Graphical representation of o
result 

The graph in Fig. 6 shows, after takin
reference lines the error rate reduces linea
fact is that, when curve fitting is introduced
method experimentally accuracy increased a
positioning was introduced in earlier meth
falls drastically which was overcome i
methodology. Thus proposed methodology
result experimentally. 

V. CONCLUSIONS 
This process includes curve fitting of the o

finding the proper orientation of the ear. A
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recognizes the ear more accurately and acc
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Abstract—currently work in robotics is expanding from 
industrial robots to robots that are employed in the living 
environment. For robots to be accepted into the real world, they 
must be capable to behave in such a way that humans do with 
other humans. This paper focuses on designing a robotic 
framework to interact with multiple humans in a natural and 
social ways. To evaluate the robotic framework, we conducted an 
experiment to perform an important social function in any 
conversation such as initiating interaction with the target human 
in multiparty setting. Results show that the proposed robotic 
system is functioning to initiate an interaction process in four 
viewing situations.  

Keywords—Human-robot interaction, initiating interaction, 
viewing situations, face-to-face,  evaluation. 

I.  INTRODUCTION  
 Human-robot interaction (HRI) is an interdisciplinary 

research field aimed at improving the interaction between 
human beings and robots and to develop robots that are 
capable of functioning effectively in real-world domains, 
working and collaborating with humans in their daily 
activities. To behave in a socially acceptable manner, the 
robots are capable of performing a lot of social and cognitive 
functions. Although a number of significant challenges 
remained unsolved related to the social capabilities of robots, 
the robot that can initiate an interaction process proactively 
with a particular human’s is also an important research issue 
in the realm of natural HRI. In this paper we focus on such a 
social function such as, initiating interaction.  

Initiating interaction with the intended human when s/he is 
involving her/his task is one of the fundamental skills in 
human social interaction and cognition. Initiating interaction 
plays a critical role in a wide range of social behaviors: it sets 
the stage for learning, facilitates communication, and supports 
conveying own intention to the others. Many robots were 
equipped with the capability to encourage people to initiate 
interaction [1]-[3]. These robots always wait for people to 
approach them first, which is one strategy for robots to an 
initiate interaction process. Alternatively, in order to initiate 
an interaction process a social robot needs to attract the 
attention of a target human from his/her current focus to what 
is sought by the robot. This way of providing services is more 
proactive than waiting, since it enables robots to help people 
who have potential needs. 

It is apparent that the robot can attract the attention of the 
people by voice, but using voice is certain to attract other 
people’s attention. Thus, voice should be used as a final resort. 
The robot should start with a weak action to avoid attracting 
other people than the target person and use stronger actions if 
it cannot attract his/her attention. This is the basic design 
concept of our robot.  

Most of the previous works assumed that the human faces 
to the robot when their interaction begins [4], [5]. However, 
this assumption may not be practical in natural human-robot 
communication. Therefore, our major concern is-how the 
robot can capture the target humans’ attention when s/he is not 
facing toward the robot and engaging his/her current task. In 
this paper, we simulate the four positional relationships 
(hereafter we called ‘viewing situation’) between the robot 
and the human in terms of the robot’s position within the 
human’s field of view. The viewing situations are central field 
of view (CFOV), near peripheral field of view (NPFOV), far 
peripheral field of view (FPFOV), and out of field of view 
(OFOV). 

II. RELATED WORK 
The capabilities of social robots that can initiate an 

interaction process with the target human are still at a 
rudimentary stage. Moreover, there has not been significant 
work conducted yet about how humans attract others’ 
attention to initiate an interaction beyond the primary facts 
that they stop at a certain distance [6], start the interaction 
with a greeting [7], and arrange themselves in a spatial 
formation [8]. Some robots were initiate interaction 
capabilities by offering cues such as approach direction [9], 
approach path [10], and standing position [11]. These studies 
assumed that the target person faces the robot and intends to 
talk to it; however, in actual practice this assumption may not 
always hold. Robots may wait for a person to initiate an 
interaction. Although such a passive attitude can work in some 
situations, many situations require a robot to employ a more 
active approach [12–14]. Moreover, most of the previous HRI 
studies were used some robotic heads such as Kismet [15], 
Andriod [16], and Robovie [17]. These heads are 
mechanically very complex and as such expensive to design, 
construct and maintain. Some robots used a flat screen 
monitor as the robot’s head [18]. However, a flat screen 
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monitor is unnatural as a face. In our previous work [19], we 
used a retro-projected CG images as the robot’s eyes which is 
very cheap. However, it can only interact with a single 
participant. In this paper, we extend our previous robotic 
framework to interact with the multiple participants.  

III. SYSTEM OVERVIEW 
The purpose of our research is to develop a module for 

robots that can initiate an interaction process with a target 
human while s/he is attending his/her task at different viewing 
situations. Thus, for serving our purpose, we have developed a 
robotic head. In the following sections, we discuss the 
architecture of our robotic systems and its behaviors.  

A. Hardware Components 
We have developed a robotic head for human-robot 

interaction experiments. Fig. 1 shows an overview of our 
robotic head. The head consists of a spherical 3D mask, an 
LED projector (3M pocket projector, MPro150), Laser range 
sensor (URG-04LX by Hokuyo Electric Machinery), three 
USB cameras (Logicool Inc., Qcam) and a pan-tilt unit 
(Directed Perception Inc., PTU-D46).  

Face tracking 
C

am
era Face tracking cam

era

Figure 1. System consists of six modules: HDTM (head detection and tracking 
module), SRM (situation recognition module), BTM (body tracking module), 
EBM (eye blinks module), RCM (robot control module) and PTUCM (pan-tilt 

unit control unit module). 

The 3D mask and projector are mounted on the pan-tilt 
unit. In the current implementation, One USB camera is wired 
on the top of the mask to detect frontal face of human (shown 
in Fig. 1). The other two cameras and the laser sensor are put 
on the tripods placed at appropriate positions for observing 
participants’ heads as well as their bodies to recognize their 
viewing situations.  

To provide a communication channel between the 
hardware components of the system, there is a standard RS-
232 serial port connection between the general purpose PC’s 
(Windows XP) and the pan-tilt unit. To ensure smooth 
operation, the pan and tilt speeds of the robot’s head has 
adjusted actively when the participant is moving. The LED 
projector projects CG generated eyes on the mask. Thus, the 
head can show non-verbal behaviors by its head and eye 
movements including blinking. The system utilizes the two 
general purpose computers (Windows XP), each connected 
with an USB camera.  

B. Softwares Modules 
The proposed system has six software modules: the body 

tracking module (BTM), the head detection and tracking 
module (HDTM), the situation recognition module (SRM), the 
eye-contact module (ECM), the robot control module (RCM), 
and the pan-tilt unit control module (PTUCM).  

a) Body tracking module (BTM): After detecting the 
target person and his/her current attentional focus by using the 
information of HDTM, the robot should turn its head toward 
him/her for making eye contact. To turn its head toward the 
target person, the robot should know the location information 
of his/her gaze, or head or body. Since in our scenario, the 
gaze and head directions of the target person is changing 
abruptly due to the watching paintings in several viewing 
directions. However, he/she is watching paintings from a fixed 
sitting position. Thus, we can assume that his/her body 
direction may not varied much due to the different viewing 
conditions. Our robotic agent continuously tracks the body 
direction of the target participant in real time using a laser 
range sensor and computes his/her body positions (x, y), 
directions (θ), and distance (D). Therefore, the robotic head 
turn its head toward the target person by using the information 
from the BTM. 

A human body can be modeled as an ellipse (Fig. 2 (a)). 
We assume the coordinate system is represented with their X 
and Y axes aligned on the ground plane. Then, the human 
body model is consequently represented with center 
coordinates of ellipse [α, β] and rotation of ellipse (φ). These 
parameters are estimated in each frame by the particle filter 
framework [20]. We assume that the laser range sensor is 
placed on the participant’s shoulder level so that the contour 
of his/her shoulder can be observed. When the distance data 
which captured by the laser range sensor is mapped on the 2D 
image plane, the contour of the participant’s shoulder is 
partially observed. 

 

 
Figure 2. (a) Human body model (b) Likelihood evaluation based on 

maximum distance (c) Tracking results of BTM 

The likelihood of each sample is evaluated the maximum 
distance between evaluation points and the nearest distance 
data using the Eq. 1. 
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where θ is the likelihood score based on the laser image, Dmax 
is the maximum distance between evaluation points and the 
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nearest distance data. At each time instance, once the distance 
image is generated from the laser image, each distance Dn is 
easily obtained. σD is the variance derived from Dn. Evaluation 
procedures are repeated for each sample. Conceptual images 
of evaluation process are shown in Fig. 2 (b). We employ 
several points on the observable contour as the evaluation 
points to evaluate hypotheses in the particle filter framework. 
These points are changes depend on the relational position 
from the laser range sensor and the orientation of the model. 
Selection of evaluation points can be performed by calculating 
the inner product of normal vectors on the contour and its 
position vector from laser range sensor. An example of the 
results of the BTM is shown in Fig. 2 (c). 

b) Head detection and tracking module (HDTM): To 
detect, track and computes the direction of human head in real 
time (30 frame/sec), we use FaceAPI [21] by Seeing Machines 
Inc. It can measure 3D head position (x, y, z) and direction 
(yaw (α), pitch (β), and roll (γ)) within 30 errors. Coordinates 
in head frame are usually measured in meters and orientation 
is radians. Fig shows an example of the tracking result using 
HDTM. One USB camera is placed in front of the human to 
track his/her face up to ±900. Figs. 3 (a) and (c) shows an 
example of the tracking results using HDTM. The head 
coordinate frame is a right-handed 3D reference frame and the 
origin is the midpoint of the line that joins the center of the 
eyes sclera spheres. When viewed from in front of the face, 
the x-axis points horizontally to the left toward the person‘s 
right eye, the y-axis points vertically upward, and the z-axis 
points away from the viewer, towards the back of the head. 
The results of the HDTM send to the ECM and PTUCM to 
determine the current attentional direction toward the robot.  

c) Situation recognition module (SRM): To perform an 
effective action, the robot should identify the social situation 
first. Therefore, to recognize the existing situation (where the 
human is currently looking), we observe the head as well as 
body direction estimated by HDTM and BTM respectively. By 
extrapolating from the person’s head and body information, 
the SRM determines which situation (CFOV, NPFOV, 
FPFOV, or OFOV) is exists. The HDTM tracks within ±900 
(right/left) only, therefore, while the human attend to OFOV 
situation, the system losses head information, in that case, the 
robot recognize the current situation based on the body 
information (laser sensor can tracks up to 2700). From the 
results of HDTM and BTM, the system recognizes the 
following four situations in terms of yaw (α), pitch (β), and 
body (θ) movements using a set of if-then-else rules. 

• Central field of view (CFOV): recognized if the current 
head direction within -100≤α≤+100 and -100≤β≤+100 
and remains 30 frames in the same direction. 

• Near peripheral field of view (NPFOV): recognized if 
the current head direction within -100>α≥+700 or 
+100≤α≤+700 and -100≤β≤+100 and remains 30 frames 
in the same direction. 

• Far peripheral field of view (FPFOV): recognized if 
current head direction within -700>α≥+900 or 

+700≤α≤+900 and -100≤β+100 and remains 30 frames 
in the same direction. 

• Out of field of view (OFOV): recognized if the human 
looking to the opposite direction with respect to robot’s 
direction. That means, the robot cannot capture the 
target human’s face or head. In that case, the current 
head direction occurs within α=β=00 or body direction 
within 900<θ≤+2700 or -900>θ≥-2700 and remains 30 
frames in the same direction. 

Fig. 3 (b) represents the results of SRM to recognize three 
situations (i.e., CFOV, NPFOV, FPFOV, and OFOV 
respectively) in terms of head information. 
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Figure 3. Results of HDTM and SRM. 

d) Eye-contact module (ECM):� The ECM mainly 
consists of two sub modules: the face detection module 
(FDM), and the eye blinking module (EBM). The robot 
continuously checks the target person’s whether his/her face 
directed to the robot or not. The robot considers that the 
human has responded against the robot actions if s/he looks at 
the robot within expected times. In that case, FDM uses the 
image of the forehead camera to detect his/her frontal face 
[22] (Fig. 4. (a)). After face detection, FDM sends the results 
to EBM for exhibiting eye blinks. Since the eyes are CG 
images, the robot can easily blink the eyes in response to the 
human’s gazing at it. Figs. 4 (b)-(e)) illustrates some 
screenshots of eye behaviors of the robot. 

 
Figure 4. Result of ECM:  detect of face (a) and exhibits several actions (b-e) 

of eye contact behavior. 
e) Robot control module (RCM):  Integrates all sensor 

processing results of both computers and sends proper control 
signals to the PTUCM based on the results of other modules.  

f) Pan-tilt unit control (PTUCM): ): In order to capture 
the human attention toward the robot, it needs to perform 
several actions (such as, head turning, head shaking, uttering 
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reference terms, etc.). The PTUCM provides all kinds o 
physical actions based on the output of the RCM. Fig. 5 shows 
the PTUD-46 device used for our current design. 

 
Figure 5. Pan-tile unit (PTUD-46). 

C. Behavior of the Robot 
Turning the head toward the target person is the most 

fundamental action of the robot. Simple head turning or eye 
movements may be enough when the robot exists in the 
human’s central view but not effective in all cases. Therefore, 
the robot may need to use stronger signal in some situations 
than others. To initiate an interaction process the robot 
performs the following steps consecutively. Step 1: the robot 
detects and tracks position of the participants based on the 
information of HDTM and BTM. Step 2: recognize the current 
viewing situation of the participants. Step 3: If the situation is 
CFOV, or NPFOV, the robot turns its head to the participant. 
Go to step 4 for checking his/her response. Step 3.1: If the 
situation is FPFOV, the robot turns its head to the participant 
and shakes its head to capture his/her attention. Go to step 4 
for checking the participants’ response. Step 3.2: If the 
situation is OFOV, the robot uttering reference terms (‘excuse 
me’). Go to step 4 for checking the participant’s response. 
Step 4: the robot waits (in particular up to 2 seconds) for the 
participants’ looking response. If the participant is attracted 
(i.e. looked at the robot) within this period, s/he turns his/her 
face toward the robot. Now, the participant and the robot are 
in face-to-face, and go to step 5. Otherwise, the robot gives up 
initiating interaction process. Step 5: the robot detects the 
participant’s face. The robot considers that the participant has 
responded to its actions if s/he looks at the robot within 
expected times, which is recognized by detecting the 
participant’s frontal face in the camera image. Step 5.1: the 
robot performs blinking action [up to three times] to show the 
gaze awareness.  

IV. EXPERIMNETS 
In order to evaluate the system, we performed an HRI 

experiment. We recruited 36 participants (Average age = 26.8, 
SD = 3.72). All of them are graduate students of Saitama 
University, Japan.  Two participants interacted at a time.  

To prompt participants to look in various directions, we 
hung seven paintings (P1-P7) on the wall at the same height 
(just above the eye level of the participants). These paintings 
were placed in such a way that, when observed from a 
participant’s sitting position, they covered their whole field of 
view (close to 1800). To produce the stimuli, we prepared two 
robotic heads with the same appearance. Only the eyes of the 
robotic head are retro-projected and the rest of the face is 
opaque. The mere existence of such robots in an environment 

may prompt participants to be attracted to them because of 
their human-face-like appearance, even if they do not perform 
any actions. Thus, two robots were placed in the participant’s 
left and right monocular fields of view. One robot is called the 
static robot (SR) and it was stationary at all times. The other is 
called moving robot (MR) and it performed the initiating 
interaction process. The placement of robots was exchanged 
randomly. 

In order to initiate the interaction process, the robot tried to 
attract the target participant’s attention while he/she was 
looking at different paintings so that it could obtain data for 
four types of viewing situations: the central field of view (e.g., 
looking at paintings P1), the near peripheral field of view 
(e.g., looking at paintings P2, or P3), the far peripheral field of 
view (e.g., looking at paintings P4 or P5) and the out of field 
of view (e.g., looking at paintings P6 or P7). The moving 
robots initiated the attention attraction process after 
recognizing the viewing situation. In this experimental 
scenario, if the target participants did not gaze at the robot or 
the object within the expected time-frame following the 
robot’s actions, then the robot considered the case to be a 
failure and completed the experiment. Fig. 6 depicts an image 
from the experiment. Two video cameras were placed in 
appropriate positions to capture all interactions during the 
experiment. 

 
Figure 6: an experimental scene where the participant 1 (P1) was attracted by 

the robot’s action. 

V. RESULTS 
The experiment had a within-participant design, and the 

order of all experimental trials was counterbalanced. In order 
to evaluate the system, we used the following two measures: 
quantitative (two items: Performance evaluation, and success 
ratio) and subjective (one item: impression of robot).  

A. Performance Evaluation 
We have identified the several characteristics of the 

robotic head by performing several experimental trials. The 
details performance analysis of the body tracking module has 
been found in [21]. Table 1 summarizes the properties of the 
robotic head.   

TABLE I. PROPERTIES OF THE ROBOT HEAD 

Characteristics Capabilities 
Head turn (horizontal) 
from -1590 (left) to +1590 (right) 
Head turn (vertical) 
from -470 (down) to +310 (top) 
Eye turn from -900 (left) to +900 (right) 
Eye blinks  2/seconds 
Speed 3000/second 
Head tracking  from -900 (left) to +900 (right) 

MR
SR

P1 P2
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Body tracking (error <30) upto 2700 
Distance for body detection (error <60) upto 3meters 
Behavioral capabilities attention attraction, eye contact 
No. of people tracking 02 

B. Success ratio  
Each participant interacted 3 times in each situation. Thus, 

from the interaction videos (total =3 (times) x 36 (participants) 
x 4 (situations) = 432), we measured the four kinds of success 
ratios. (i) Success ratio for attracting attention(SRAA): This 
was measured by the ratio of the number of target participants 
looking at the robot (NR) and the number of times that the 
robot attempted to attract their attention toward it (NA), (ii) 
Success ratio for situation recognition module (SRSRM): refers 
to the ratio between the numbers of cases where the robot 
accurately recognize the situation (NVS) and total number of 
cases where the participant looked at the paintings (NL), (iii) 
Success ratio for face detection module (SRFDM): refers to ratio 
between the number of times that detect the face (NF) and total 
number of cases where the participant looked at the robot 
(NMR), and (iv) Success ratio for eye blinks module (SREBM): 
refers to the ratio between the number of times blinks (NB) and 
the total number of cases where the participant looked at the 
robot (NMR). Table II summarizes the success ratios for several 
phases. For each module, success ratio is higher in CFOV and 
NPFOV situations than the others. 

TABLE II RESULTS OF QUANTITATIVE ANALYSIS 

Modules Viewing Situations Success 
Ratio CFOV NPFOV FPFOV OFOV

SRAA (NR/NA) 108/108 106/108 103/108 102/108 97%
SRSRM (NVS/NL) 107/108 105/108 100/108 104/108 96%
SRFDM (NF/NMR) 108/108 104/108 96/108 93/108 92%
SREBM(NB/NMR) 108/108 103/108 95/108 91/108 91%

C. Impression of robots 
We administered a questionnaire to obtain the participants 

impressions in each viewing situations (after three 
interactions). The measurement was a simple rating on a 
Likert scale of 1– to-7. The questionnaires had the 2 items 
(shown in Fig. 7). 

 
Figure 7: subjective evaluation results 

Concerning Q1, repeated measures of analysis of variance 
(ANOVA) shows the significant differences between 
conditions (F(3, 105)=6.4, p=0.0004, η2=0.08). However, 
there are no significant main effects were found between 
conditions in concerning Q2 (F(3, 105)=0.16, p=0.91, 
η2=0.004). Results reveal that the robotic system is 
functioning to attract the target human’s attention toward it for 
initiating an interaction episode between the robot and the 
target human. 

VI. CONCLUSION 
To behave in a socially acceptable manner, the robots are 

capable of performing a lot of social and cognitive functions. 
In this paper, we showed that the robot is capable to perform 
an important social function such as initiating interaction with 
humans in different situations. This system can be extended 
for performing other social functions such as eye contact, 
attention control, and shared attention. Facial expression 
module, embodiment, other social cues (such as, waving, or 
touch) can be include for further improvements. 
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Abstract—In the gaming environment, building natural looking 
avatar is a challenging task. An avatar represents a human 
character which includes speech, action, and eye movement in a 
virtual world. The movement and the expression of eye modeling 
is cognitive function. In order to assess virtual agent’s eye gaze 
behavior on the basis of cognitive and emotional characteristics, 
this paper presents an experimental simulation to identify 
perfection of the eye gaze behavior. For this reason, this paper 
splits eye behavior into few levels by using CADIA Populus. But 
the goal of this research work is to focus on gaze behavior. In 
addition, it briefly describes the cognitive activities based on 
different cases. Furthermore this paper introduces an integrated 
framework for modeling the interaction of agent with the 
immersive environment. Finally, the gaze strategy and some 
simulation results from previous studies have been discussed to 
provide a concrete idea about gaze behavioral science in gaming 
environment using artificial intelligence. 

Keywords—Gaming environment, Eye gaze behaviour, 
Artificial intelligence, Virtual Agent, Non-player character 

I.  INTRODUCTION  
The Virtual Agent community is closely associated to 

Virtual Assistants industry. It is a computer engendered, 
animated, artificial intelligent virtual character (virtual agent 
2011). The agent takes an intelligent communication with 
users, performs suitable non-verbal behavior. In the gaming 
environment virtual agent have some capacity to improvise its 
actions. In gaming environment, the autonomous characters are 
called as non-player character (NPC). The next sub sections 
will discuss about the different aspects of virtual agents. 
Furthermore, additional concentration will be put into the 
activity of eye movement: steering and gaze behavior. The 
research work briefly discuss about the virtual agent and 
different features of the virtual agent. Furthermore it introduces 
an integrated framework for modeling the interaction of agent 
with the immersive environment. The framework also discuss 
on the decision making behavior and autonomous motion 
control of the avatar.  

Finally, this paper also express various gaze strategies 
based on the framework. Furthermore, analysis of the 
simulation from previous studies also addressed. 

A. Virtual Agent 
Virtual agent or avatar in computer game is the graphical 

representation of human character. In the world of computer 
gaming it may represent as a three- dimensional form. There 
are a number of researches from the past for the improvement 
of avatar behavior and their physical appearance.  According 
to Barbara Hays (1996), in the gaming environment we should 
concentrate three kinds of advanced skills exhibit by the 
virtual agent.  First of all, agent should “exhibit life-like 
qualities”. Secondly, agent are able to “follow the directions” 
which are taken from the external sources (Barbara 1996). 
Finally, agents are able to “improvise” many different aspects 
of behavior. Virtual agents are the economical and strongest 
link between human and service. According to Liu et al. 
(2010), a virtual agent is a computer generated 3D digital 
representation of human user. It sometimes refers as a 
computer program [1]. 

The term “virtual agent” consists of two parts: virtual and 
agent. The word virtual dates back to late 16th century as 
“inspired by physical capabilities”. The Latin word virtus refer 
to excellence and efficiency. The word virtual first recorded in 
1959 as: “capable of producing certain effect” (Virtual Agent 
2011). The agent is a Latin word founded on back to 15th

century which means “on who acts”.  

B. Different aspects of virtual agent behavior 
It is expected that the virtual agents exhibit more realistic 
features. The features include communicative and expressive 
characteristics which is similar to the natural human. The 
features consist of speech, facial expression, gestures, eye 
movement (e.g. eye gaze, steering). For controlling the virtual 
human behavior the scientists are focused on autonomous 
behavior control ability. For designing the different behaviors 
of virtual agent physiological and physical behaviors are 
combined. This is very hard to put all the behavior and 
perform a decision by the agent. For the simplicity, this work 
specially focused on eye movement behavior of the 
controversial human agent.  

C. Eye movement of virtual agent 
In the realistic game environments, eye movement is a 
significant feature that virtual agent perform in a natural way. 
The eye movement is a cognitive function of an avatar [2]. 
Eye movement comprises steering behavior, gaze behavior, 
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idle gaze, and locomotion. The quality of an avatar 
performance reflects on its eye. For an example, in a situation 
where an agent is perform fight with another agent. The user 
expects some realistic eye control behavior on the agent which 
makes the game more efficient.  

D. Eye movements in natural behavior 
In the natural behavior, eye movement is a cognitive function 
[3]. An experiment from “Yarbus” shows some positive 
findings in this field. They came up with three points about the 
understanding of the cognitive function of eye. The first is the 
demonstration of the pervasive role of the task in guiding 
where and when to fixate [4]. The second has been the 
recognition of the role of internal reward in guiding eye and 
body movements, revealed especially in neurophysiologic 
studies. The third important advance has been the theoretical 
developments in the fields of reinforcement learning and 
graphic simulation (Hayhoe & Ballard 2005, p. 188). 

II. BEHAVIOURAL MODEL  

A. Gaze Behavior 

Gaze behavior is important in communication and social 
demonstration of a virtual agent. The action of an avatar 
represents by the movements of its eye. The structured action 
of gaze represents more realistic avatar. On the other hand, 
random or uncontrolled gaze behavior is both ambiguous and 
confusing (Badler, Chi & Chopra 1999, p.4) [4]. The agent has 
a large number of applications; such as in the interactive 
environment face to face communication is a vital role for 
agents. For such kind of situation gaze behavior plays an 
important role. Gaze model consists of many functions such as 
signaling, attention, adaptable turn-talking (Kipp & Gebhard 
2008, p. 191). An avatar’s personality and the current mode 
also reflect on its gaze behavior. A numerous number of 
scientists and researchers are working on the development of 
gaze behavior. They are trying to put the agent into a 3D 
social environment and investigate the social gaze of the agent 
[5].  

B. Idle Gaze behavior 
Idle gaze is a very important feature of human behavior, 

which shows the human interpersonal skills. In the virtual 
environment, it is expectable that the agent behaves naturally. 
Idle gaze is similar to gaze but the difference is that the gaze is 
in idle position. For example, if an agent is walking down the 
street or waiting for the bus the gaze behavior should be in 
idle place. In the later part of this report will show some 
statistical result related with idle gaze behavior of virtual agent 
[6, 7].  

C. Steering Behavior 
Steering behaviors consists of: seek, flee, pursuit, evasion, 

offset pursuit, arrival, obstacle avoidance, wander, path 
following, wall following, containment, flow field following, 
unaligned collision avoidance, separation, cohesion, 

alignment, flocking, and leader following (Reynolds 1999). In 
the steering behavior a vector is incorporated which is named 
as “steering vector”. Consider an example agent is running 
behind a subject avoiding so many obstacles and the subject is 
fixed. So the agent is trying to run behind the subject and keep 
its eye on the subject. From figure 1; the agent flee as desired 
velocity for the target and the agent use seek steering. The 
gray line denoted as the steering vector. The length of desired 
velocity could be max_speed to the target which depends on 
the specific situation. From Reynolds (1999) the equation for 
steering from figure 1 is; 
desired_velocity = normalize (position -

target) * max_speed 
steering = desired_velocity– velocity 

Figure 1. Steering behavior: seek and flee (Reynolds 1999) 

Seek can be described as to steer the agent towards a 
specific location on the map. This behavior modifies the 
character ability which changes its velocity in the direction of 
the subject. This is not related to attractive force such as 
gravity which provides an orbital path around the subject 
(Reynolds 1999, p. 8). 

Flee is opposite of seek which can be described as a 
steering character. The speed is “radially aligned” away from 
the target and the desired velocity works in the opposite 
direction [8]. 

Pursuit and seek is nearly similar but the main difference 
is: in seek behavior the subject is constant but in the pursuit 
behavior the subject is a moving subject. In the pursuit 
behavior an estimation of the next position is needed. The 
methodology is: first select a reference point and reexamine 
each point after a certain period of time. Another problem with 
the pursuit is if the agent and the subject move to each other 
from the opposite direction. It appears in a constant heading 
on the global space for the subjects.  
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Figure 2. Steering Behavior: pursuit and evasion (Reynolds 1999) 

Evasion is similar to pursuit, but the main difference is in 
fleeing. In the evasion the flee is used to steer away from the 
expected location of the subject. For controlling the movement 
optimal technique is applied on pursuit and evasion. But the 
natural system, the movement is unpredictable and non-
optimal [9, 10].  

In the arrival behavior, the position of the agent is far from 
the position of the target. But instead of the moving towards 
the subject at the full speed, the behavior enforces the 
character to slow down as it approaches the target which is 
shown in figure 3. Finally, slowing to a stop equivalent with 
the subject (Reynolds 1999, p.10). 

Figure 3. Steering behavior: arrival (Reynolds 1999) 

The equation for the arrival behavior is:  
target_offset = target - position 
distance = length (target_offset) 

ramped_speed = max_speed * (distance / 
slowing_distance) 

clipped_speed = minimum (ramped_speed, 
max_speed) 

desired_velocity = (clipped_speed / 
distance) * target_offset 

steering = desired_velocity - velocity 
Obstacle avoidance behavior is a complex behavior, which 

is comprises seek and flee. This behavior provides the ability 
to movement in a tangled map by dodging around obstacles 
(Reynolds 1999, p.11).  

Path following behavior allows an agent to follow a preset 
path like terrain, roadway or path on the space. This is widely 
used in those virtual environments where paths are predefined. 
For an example, in the car race the paths are preset and the 
cars are moving along the track which is shown in figure 4.  

Figure 4. Steering behavior: Path following (Reynolds 1999) 

Path following sometimes characterized by flow following 
and wall following. The goal of the path following is to move 
a character alongside the path while staying within the specific 
radius and spine (Reynolds 1999, p .13). 

D. Locomotion 
Locomotion is a kind of activity which collects the 

information from steering behavior and converts into motion 
of the character’s body [11, 12]. This motion is subject to 
constraints imposed by the body’s physically-based model, 
such as the interaction of momentum and limitation of forces 
applied by the body (Reynolds 1999). There are different 
types of locomotion: an avatar could have a locomotion 
characterized by physically-based dynamically stabled 
movement which gives us both genuine animation and 
behavioral locomotion. On the other hand an agent could have 
a simple locomotion model which is attached by pre-animated 
model. An adaptive locomotion is the avatar shall have the 
ability to learn from the environment. The best approach is to 
represent hybrid model approach which is to use simple model 
and adaptive model both. In the locomotion behavior the 
steering behavior remains same but the movement of the body 
is shifted. For example, someone wants to ride on the bicycle. 
So he walks to his cycle, ride onto it and start cycling. In the 
whole process the agent might steer on its cycle, but the 
movement to the cycle and riding on it in a physical balanced 
manner. At the end locomotion can be controlled to the motion 
with the mixer of some predefined movement like walking, 
running and so on [13]. 
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III. FRAMEWORK FOR MODELING EYE BEHAVIOR OF 
AVATAR 

Liu et al. (2010) proposed a framework for virtual agent 
behavior modeling [3]. The model helps the user to interact 
with the virtual environment through the agent. The 
framework divided into different layers. There are basically 
three layers, which are: i) Information perception, ii) Behavior 
decision making, iii) Autonomous motion control 

A. Information Perception 
This part of the framework handles all the cognitive 

behaviors which are shown in figure 5. Perception and 
cognition comprises four phases: synthetic vision, audition 
simulation, intention and attention, and memory. Synthetic 
vision helps an agent to collect the information in its eye sight. 
In the complex scenario, the visibility can be accomplished by 
testing against the virtual human’s view frustum (Liu et al. 
2010, p. 2) [3]. Audition simulation can be achieved by the 
cross-examination of system messages. A vocal message 
passes to the agent and agent check in the system. After 
perform the examination on system message agent check the 
scalar distance between the position from the origin of the 
message to its own position. After acquiring vision 
information and audition information, the agent performs 
action to limit its focus to confine the object. Using perceptual 
attention, the scale is balanced between the perception 
processing output and decision making behavior. Intention 
helps the agent to pick the object it focused on. Memory 
model helps the agent to remember the perceived objects 
through sensitivity [14].  

Figure 5. Framework for modeling avatar eye behavior 

B. Behavior decision making 
The decision making behavior consists of two modules, 

which are: i) decision network and ii) action selection. 
Decision network is used to perform agent decision making 
process. It solves the problem of complexity and uncertainty 
(Liu et al. 2010, p. 2) [2]. Decision making networks works in 
a hierarchical manner: the top level response network, the 
acquaintance behavior network, the attack-response behavior 
network and energy-restore behavior network. The top level 
behavior network applied to choose the remaining three 
networks. After that the chosen network is used to handle the 
analogous behavior network. The decision network decides to 
choose the corresponding action for that particular scene.  

C. Autonomous motion control 
Movement animation control has three phases: path 

planner, steering control and physics level control. Path 
planner is responsible for defining where the agent planned to 
move and engendered a target. For path finding the A* search 
algorithm is used. The algorithm provides to find optimal path 
from the source to endpoint. But the A* algorithm cannot deal 
with the dynamic object in gaming environment. So that, 
steering control behavior is implemented. Steering control 
behavior helps the agent to deal with the dynamic objects. A 
“sidestep repulsion vector” is used to determine the steering 
path. The steering control is fastest solution to avoid obstacle 
but the physical action is performed by the physical control 
behavior. Here in the physical level controlling collision 
detection mechanism is used. This method help to avoid stuck 
on any obstacle [15].  

D. Different Gaze Strategies 
According to Kipp & Gebhard (2008), the three gaze 

strategies are used for the framework discussed earlier. Three 
gaze strategies are: i) The Mona Lisa Strategy, ii) Dominant 
Strategy (Dom), and iii) Submissive Strategy (Sub). The 
diagrams for three strategies were modeled using “timed finite 
state automata”.  

The Mona Lisa Strategy(ML+, ML-) comprises of 
continuous following of user’s position at all times which 
makes 3D effect on agent eyes. When the 3D effect switched 
on that means ML+, agent looks at the position of virtual 
camera. When the effect is switched off (ML-) that means 
avatar looks at the virtual gaming environment which is 
basically not the camera (Kipp & Gebhard 2008, p. 193).The 
Mona Lisa is widely used for request for attention, stare, look 
straight into other agent eyes, shows the anger of the avatar 
even cold anger.  

Dominant Strategy (Dom): Dominant strategy involves the 
eye contact when avatar communicates with another avatar. 
The strategy consists of speaking and listening with another 
avatar. It was observed that, the advanced status agent gazes 
spend less time than the lower status agent. The activities are 
related to the amount of time for listening and speaking and 
calculated by Visual Dominance ratio (VDR). According to 
Kipp & Gebhard (2008, p.138), dominant strategy comprises 
eye contact while conversation between two agent and 
arbitrarily changes of gaze behavior while listening. The agent 
usually holds eye contact while speaking and listening.  
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Figure 6. A simulation used to model the gaze behaviors of dominant (upper 
states) and submissive (lower). S/L refer to speaking/listening modes (Kipp & 

Gebhard 2008, p. 194) 

Submissive Strategy (Sub): This strategy is related to 
dominant strategy. If the agent breaks the eye contact and 
looks back, that agent is lower status. This strategy helps the 
agent look briefly every from time to time and changes the 
gaze. The agent maintains while talking but avoids its gaze 
instantaneously (Kipp & Gebhard 2008, p. 194). The gaze 
remains avert for 3-4 sec. After that the agent starts eye 
contact again and looks back instantaneously. In terms of 
listening, the only difference is time which is 1.8-2.8 sec.  

IV. SIMULATION OF EYE GAZE BEHAVIOR 

The following simulation is based on gaze behavior, 
steering and locomotion. Two researchers named S. Chopra 
and N.I. Badler from “University of Pennsylvania” 
accomplished the simulation [4]. The result was very 
impressive than the previous simulation on eye gaze based on 
cognitive modeling. The problem was to generate a visual 
attending behavior in controversial virtual humanoid. The 
behavior comprises some cognitive behavior such as eye 
control and head motion with the other actions like gaze, 
locomotion. Their goal was, when an agent moves toward the 
target, or looks for someone in the social situation; the 
behavior should appear as actual eye behavior (Chopra & 
Badler 2001, p.2) [4]. 

For the simulation the taken scenario was, an agent asked 
to walk to one point from another. So that to achieve the goal: 
he has to cross the road, look for oncoming traffic and wait for 
the suitable traffic signal. A social scenario was animated to 
investigate the simulation. 

A virtual human model was taken to investigate all 
the tasks. A walking eye behavior produced adds appropriate 
sites to IntentionList. The IntentionList consists of the 
destination and the ground in front of agent’s feet. The 
corresponding eye behavior remains active while walking 
along the road. The simulation showed, when the agent walks 
along the street more items added into IntentionList. The agent 
uses its monitoring eye gaze behavior. The line in the second 
part of the figure 7 indicating agent’s LoS (Line of sight). 

Figure 7. Agent look for the traffic using monitoring eye gaze 
(Chopra & Badler 2001) [4] 

A monitoring eye behavior also produced to check 
oncoming traffic on the road. This behavior remains until the 
agent crosses the road.  

  

V. ANALYZING THE MODEL OF IDLE GAZE BEHAVIOR 

Idle gaze is an important aspect of human behavior. In the 
gaming environment it is necessary to look avatar more 
realistic. The simulation was made on CADIA Populus. For 
analyzing the model, two situations were chosen: i) waiting 
for the bus and ii) walking down the street. The simulation 
was done on social situation. It is essential to know how an 
agent reacts in social gaming environment. The avatar was 
modeled using CADIA Populus.  

Three researchers Cafaro1, Gaito1&Vilhjalmsson (2009) 
took the video for analyzing the model. The video studies 
were performed in different situations [8]. The two cases are: 

Case 1: The waiting behavior was observed and the camera 
was placed 30m away from the bus station. The people were 
waiting for the bus and the eye behavior of that time was 
taken.  

Case 2: The walking behavior was observed, and the 
camera was placed in a shopping center. While the people 
were walking they change their gaze depending on the gender.  

After analyzing these two cases, some results can be 
produced. From the case 1 we found: 

i. The observed person fabricates a glance and 
maintains his glance for a short period of time. 
The shorter glances were used to look at the 
other person near him. 

ii. The longer gazes used to look at the target away 
from him. Such as oncoming bus. 

And from the case 2, we found: 

i) The person looks at the ground frequently while 
walking. 

ii) The person closes his eyelids just before moving his 
head. 

iii) Most of the time the person never looks up, up-left 
or up-right. 
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Now while observing the case 1 we can produces a table. 
The table shows the time relationship gaze targets and 
proxemics where the subject is waiting for a bus. All the time 
durations are in seconds.  

TABLE I.  THE RELATIONSHIP BETWEEN GAZE TARGETS AND 
PROXEMICS FROM CASE 1 

The following table shows the observation where person 
look while walking down the shopping street. How their gaze 
reacts with the same gander and the opposite gender.  

After putting all together in the CADIA Populus, there was 
an improvement for the avatar was observed. The idle gaze 
required lower update in the case of waiting for the bus, but 
the gaze required higher update in the case of walking down 
the street. The goal was to produce autonomous agent for the 
social environment. The social situation needs steering 
behavior of the agent to make it more realistic. In the public 
space the blind cone for the agent is 90 to 150 degree. 

TABLE II.  OBSERVATION OF CASE 2 WHERE PEOPLE LOOK WHILE      
WALKING DOWN IN THE SHOPPING STREET 

Visual perception is divided into central view and 
peripheral view. The main focus is to make the gaze behavior 
more dynamic. To make it more dynamic the avatar has the 
intention to change the gaze for the surrounding area. So the 
gaze shifts during to choose a target.  

VI. CONCLUSION 
This paper provides an overview of a virtual agent in semi-

immersive environment. The simulating model shows the 
implementation of the gaze strategies using timed automata. 
Gaze is a dominant interaction modality with many functions 
like signaling attention, regulating turn-taking or deictic 
reference (Kipp & Gebhard 2008, p. 191). 

From the above studies, it proves that steering behavior 
and gaze is important aspects of avatar. Improvement of 
cognitive behavior makes avatar more efficient and realistic. 
Moreover, the simulation from different cases shows the 
results to make the avatar more dynamic. To construct realistic 
reactive systems, we have to develop tools and systems to 
model where the human agent can freely reactive with the 
environment in future. 
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Abstract—At universities, course scheduling problem is an NP-
hard dilemma concerned with instructor assignments and class 
scheduling under various constraints and restricted resources. A 
number of novel meta-heuristic algorithms based on the 
principles of particle swarm optimization, genetic algorithm, 
simulated annealing, tabu search, etc. were proposed and 
demonstrated to solve University Course Scheduling Problem 
(UCSP). Among several Particle Swarm Optimization (PSO) 
based methods, Hybrid PSO (HPSO) is the most recent one and 
is shown to achieve optimal solution. In those exiting algorithms 
including HPSO, some important features regarding co-class 
concept, format of classes, lab scheduling, etc. are either ignored 
or adopted partially. In this study the modified HPSO (MHPSO) 
is investigated for highly constrained environment introducing 
some important features with HPSO. MHPSO takes into account 
some significant hard and soft constraints that make it unique to 
solve complex UCSP with higher coverage. The proposed 
MHPSO has been tested on a real-world highly constrained 
environment and found to produce feasible solution.  
 

Keywords—UCSP, complex preferences, local search, repair 
process, constraints . 

I.  INTRODUCTION  

Scheduling problems evolve optimally assigning limited 
resources to tasks over time. Educational scheduling focuses 
on course scheduling and exam scheduling of which course 
scheduling is much more complex to solve because achieving 
optimality of it is a great challenge. Almost every university 
has to solve the general problem of University Course 
Scheduling Problem (UCSP) [1].   

Course Scheduling problems are to assign days and hours 
to courses, so that the constraints imposed by the students as 
well as instructors are satisfied. UCSP is a real life 
optimization problem with that type of constraints satisfaction 
[2], [3]. For UCSP, the constraints are different for different 
institutions. Whatsoever, it is always a difficult task due to 
limited resources as well as different class pattern such as 
single theory course conduction by two instructors; necessity 
of several conjugative time slots for sessionals or lab classes.  
In UCSP, each instructor should teach one course section at a 
time and ‘each course section should be taught by an 
instructor’- and other likelihood constraints that can’t be 
violated are termed as hard constraints. Soft constraints evolve 
instructors’ and students’ preferences about days and time 
periods and leisure periods, etc; these are less important than 
hard constraints and can be disobeyed. Tasks of UCSP also 

include lectures allocation into suitable rooms considering 
room facility and enrolled students for the lectures [4], [5].  

Numerous approaches have been investigated to solve 
UCSP from early 90’s to till date. Among the methods, Ant 
Colony Optimization (ACO) [5], Genetic Algorithm (GA) [6], 
Tabu Search (TS) [7] and Simulated Annealing (SA) [8] are 
well known with their numerous variations. Recently, Particle 
Swarm Optimization (PSO), a population based meta-heuristic 
method, is explored to solve UCSP that is in which particles 
spread in space and a particle’s position indicates a solution. 
Each particle moves to a new position heading for global 
optimum based on the global experience of the population and 
individual experience of its own. Among several PSO based 
methods, Hybrid PSO (HPSO) [9] is the most recent one and 
is shown to achieve optimal solution [10]-[13]. The HPSO 
algorithm, having several important features, seems to 
construct more feasible timetables compared to other 
techniques. However, the environment in which HPSO tested 
seems to have fewer constraints and might not perform well 
when resources (e.g., number of teacher) are limited and/or the 
environment is highly constrained. 

The objective of the paper is to modify and/or add features 
to HPSO to solve highly constrained UCSP. As a highly 
constrained realistic environment, Computer Science and 
Engineering department of Khulna University of Engineering 
& Technology (KUET) is considered where course scheduling 
is always a difficult task due to limited resources. In KUET, a 
theory course is conducted by two instructors; sessionals/labs 
are required several conjugative time slots- these and some 
other features are considered in this paper. Moreover, this 
study also simulates the minimum resource requirement 
through resource scheduling and required additional resources 
to increase student intake.  

Rest of the paper is organized as follows: Section II 
describes the HPSO with proposed modification to solve 
complex UCSP. Section III discusses experimental setup and 
results with the performance of the proposed approach. 
Section IV presents concluding remarks with possible future 
studies directed from this study. 

II. PROPOSED METHODOLOGY 

UCSP is a task of assigning the events of universities 
(lectures, activities, etc) to the various resources such as 
instructors, classrooms and time slots. Several approaches 
(e.g., GA, SA, TS, ACO, PSO, HPSO) have been adopted to 
solve UCSP; among them HPSO is proved more worthy. But 
for highly constraints environment HPSO is to be modified to 
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cope up more realistic atmosphere like KUET. Considering 
some crucial hard and soft constraints with additional features 
Modified HPSO (MHPSO) are investigated in this study. 
Features like lab and room scheduling are included in 
MHPSO.  

A particle in MHPSO changes its velocity ( ���
��� ), 

therefore position(���
���), looking its own best position (Lid) 

and swarm’s best position (��) in every iteration. In Eq. (1), w 
is the inertia and ��& �� are the learning factors.  

 ���
��� = ���� + ����(��� − ���) + ����(�� − ���)  ��, ��є [0,1]   (1) 

    ���
��� = ��� + ���

���                                                                     (2) 

The position of a particle represents a complete scheduling 
of instructors, class rooms and laboratories when MHPSO 
works on UCSP. A solution for instructors is the class 
assignment in the time-slots represented by a matrix of Table I 
where a time slot in a week for a particular instructor is 
uniquely identified. According to the table, each day contains 
nine teaching periods; five of such working days in a week 
provide continuous 45 time-slots for each instructor; time-slots 
1–45 for first instructor, 46–90 for second instructor, and so 
on. MHPSO allows instructors to give their preferences i.e., 
their preferred days and time periods to conduct classes, 
maximum number of teaching-free time periods and lecturing 
format (consecutive time periods or separated into different 
time periods). Table II presents a typical arrangement of 
instructors’ preferences where a larger positive value (e.g., 5) 
indicates an instructor’s high preference to take class in the 
corresponding slot. On the other hand, a negative value 
represents disfavor of a slot.   

TABLE I.  REPRESENTATION OF WEEKLY TIME SLOTS FOR COURSE 

SCHEDULING OF M INSTRUCTORS. 

P 
E 
R 
I 
O 
D 

 
s
u
n 

m 
o 
n 

t 
u 
e 

w  
e   
d 

t 
h 
u 

. 
s 
u 
n 

m
o
n 

t
u
e 

w
e
d 

t 
h 
u 

1 1 10 19 28 37 . 45(m-1)+1  … … … 

2 2 11 20 29 38 . 45(m-1)+2 … … … … 

3 3 12 21 30 39 . 45(m-1)+3 … … … … 

4 4 13 22 31 40 . 45(m-1)+4 … … … … 

5 5 14 23 32 41 . … … … … … 

6 6 15 24 33 42 . … … … … … 

7 7 16 25 34 43 . … … … … 
45m
-1 

8 8 17 26 35 44 . … … … … 45m 

9 9 18 27 36 45       

<            Instructor 1           >                                <         Instructor  m        > 

 

MHPSO tries to assign courses (populated in Table I) 
maximizing instructor’s preferences that satisfy all hard 
constrains with total soft constrains violations. The fitness of a 
solution (particle) is measured in MHPSO considering a total 
priority value (TPV) of a solution with considering soft 
constraints satisfaction matter. Since soft constraint 
satisfaction is an element of a quality solution of a UCSP, this 
study considered it in the fitness calculation and total soft-
constraints violated (TSCV) is discarded from TPV to get 
fitness of solution. 

TABLE II.   PRIORITY VALUES OF PREFERENCES FOR INSTRUCTORS. 

P 
E 
R 
I 
O 
D 
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d 

t 
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u 

. 
s 
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n 

m 
o 
n 

t 
u
e 

w 
e 
d 

t 
h 
u 

1 0 0 0 -1 5 . 0 5 4 -1 5 

2 1 3 4 -1 5 . 2 5 4 2 5 

3 1 3 4 -1 5 . 2 5 4 2 5 

4 1 3 4 -1 5 . 2 5 4 2 5 

5 3 5 -1 3 4 . 1 3 -1 1 -1 

6 3 5 -1 3 4 . 1 3 -1 1 -3 

7 3 5 -1 3 -1 . 1 2 -1 1 -5 

8 0 0 -1 3 -1 . 0 2 -1 1 -1 

9 0 0 -1 3 -1 . 0 2 -1 1 -1 

              <       Instructor 1     >                          <    Instructor  m      > 

 

�������[�] = ��� − � � ����(�)� є[0,1]

�

���

= � �� � PV��

�є���є�

� + � �� � PV��

�є���є�

�

− � � ����(�)                          (3) 

�

���

 

PVlt  = sum of priority values for those of time periods in 
teaching course section l for Instructor t (t є T) 
PVhk= sum of priority values for those of time periods in 
offering course section h for class k (k є C)  
α, β   = weighting factors to specify relative priorities to be 
given a degree of satisfaction for instructors and classes; 
specified as  α + β =1. 
 

In MHPSO velocity is updated according to equation (1) as 
well as particle moves to a new position from its current 
position according to equation(2). Since values in particle are 
timeslot numbers, so we always uses the integer position 
values for timeslot numbers. The value of each component in 
V can be clamped to the range [-Vmin, +Vmax] to control 
excessive roaming of particles outside the search area. we set 
the Vmax  values of 3, which limit to move forward or 
backward at most 3 time-slots for each course section. 

A local search mechanism is incorporated into MHPSO for 
modifying the particles position to get better solution by the 
following equation 

   ���
��� = ��� + ���

��� + ����(−����, +����) ……….. (4)                                        
 

where Rand denotes a random integer number between −���� 
and + ���� . After a new position is obtained according to Eq. 
(2), the process then checks the neighborhoods of the new 
position whether there is a better position (generated by 
executing ����(−����, +����)  with a higher PV than the 
new position. If there is such position existed, then the new 
position is updated based on Eq. (4), otherwise, the new 
position is kept unchanged. 
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Start 

For ∀i satisfies hard 
constraints? 

Accept New Position 

Initialization 

Run Repair Process 

Yes 

No 

Update Fitness and Gbest for each particle 

Go to next gen. 

Next iteration 

Determine Total no. of 
instructors with student 

numbers. 

Output how many rooms needed to accommodate 
total no of students 

Apply Customized soft constraints 
and hard constraints 

Repair process: 

If there is a conflict between two instructors in the class or 
lab assignment, then a random value is generated using Eq. 
(4). And, the new position is then used to check the conflict 
between instructors. If the conflict exists, the random 
instructor is selected for a random value which minimizes the 
conflict rate.  

Efficient room scheduling:  

Efficient room scheduling can be done by MHPSO. If no. 
of rooms is reduced, existing class scheduling can run 
smoothly. In CSE Department of KUET Maximum 4 class 
rooms are needed to do efficient class scheduling. After 
solving Class Scheduling using MHPSO, 3 rooms are enough 
to do that efficient class scheduling. 

Lab Scheduling: 

Labs are scheduled based on the room and lab preferences 
of the rooms and instructors. The Labs are fixed for every 
subject.  
 
Constraints that are considered in MHPSO are: 
 
Hard Constraints: 
1. Each instructor can only teach one course section at a time. 

2. Each course section can only be taught by an instructor. 

3. Students can only attend one course section at a time. 

4. Each classroom can’t be used more than one course section 
at a time period. 

5. Certain time periods can’t be scheduled for non-academic 
activities, such as lunch time and sport. 

6. Some course sections have to be scheduled in a particular 
room, such as computer lab. 

7. The subjects must match the predefined lab subjects. 

8. Every sessional class must continue for 3 class periods. 

9. The class of one subject with 3 credits must have a 
common class time conflict. 

10. Two instructors can’t take class at the same time. 

11. Lab class must be taken in 1st period, 4th period and 7th 
period in any schedule date. 

 
Soft Constraints: 
1. Instructors and students (classes) can indicate their 

preferences along with their preferred days and time 
periods in 45 time-slots across five days and nine periods. 

2. Instructors can choose to maximize the number of 
teaching free time periods; i.e., instructors can specify 
time periods when they prefer not to lecture. 

3. A course section within three teaching hours has to be 
scheduled at the consecutive time periods and cannot be 
separated into two days of different time periods if 
required; i.e., instructors can specify their preferred 
lecturing format for a specific course section (for 
example, a course section requires three teaching periods, 

the formats of 3-0, 2-1 and 1-1-1   represent three 
consecutive periods, two consecutive periods with a 
further single period and three single periods, 
respectively). 

4. Minimizing students’ movement between rooms. 

5. Two or one instructors for one subject. 

6. The no. of students of every class must be permitted 
considering the lab capacity 
 

Figure 1 describes the working procedure of the proposed 
algorithm. The velocity is updated using a new equation to fit 
every highly constrained environment in our study.   

 
The teachers can provide their class preferences and based on 
those preferences, the classes are assigned to each teacher and 
respective class and lab scheduling is generated. The 
preferences for the instructors are shown in the Table II. Both 
the class room and lab room preferences are taken in the same 
format as instructors. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

III. EXPERIMENTAL STUDIES 

This section includes the experimental setup and 
experimental result analysis. 
 
A. Experimental Setup 

The Experimental setup includes the teachers, students, 
room, lab capacity of Computer Science and Engineering 

Figure 1. Flow chart of MHPSO. 
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department of KUET. At present, there are 12 teachers, 60 
students in each year, 4 classrooms, one seminar room and 3 
labs. Our main objective is to study on these parameters to 
increase the utilization of resources from all respect of views.  
 
B. Experimental Result 

Figure 2 explains the experimental result of the global 
best, average and generation best of 200 iterations. Size of 
population was 100 for the experiment. As the figure explains, 
the generation best tries to populate the global best value. 

 
Figure 2. Experimental result analysis of 200 iterations. 

C. Comparison with GA 
Figure 4 explains the result with MHPSO for 200 iterations 

for 100 populations. Here we can see that MHPSO grabs the 
best global best value in a few iteration than Genetic Algorithm 
(GA). 

Parameters that are considered in the comparison are the 
instructors, room numbers, numbers of students and numbers 
of classes per day. Same input values are utilized in both 
MHPSO and the GA. 

 

 
 

Figure 4. Comparison with GA with 100 populations. 

 

  

Figure 3 shows the result as the final outcome of our 
proposed algorithm. The classes of the instructors in different 
days of a week are represented in the figure. The left most 
column indicates anonymous instructors. In the experimental 
scenario we have used a data set for nine period of a day and 
twelve instructors with three classrooms and two lab rooms. 
This result is optimized in the sense of existing resource 
utilization of the University. Corresponding schedules for labs 
and class rooms are also found from the proposed method.  

 

D. Experimental Result Analysis 
Our main objective was to satisfy the highly constrained 

university course scheduling problem using MHPSO. We have 
experimented results that the class is scheduled preserving the 
hard and soft constraints. We have also experimented on the 
resource utilization of the university. The students can be 
easily migrated to 120 for one year with changing minor 
modification of the current infrastructure. The accommodation 
facility can also be utilized in the same manner. The result is 
satisfactory in respect of the class scheduling, room 
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            Figure 3. Class schedule for instructors. 
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scheduling, lab scheduling of the department. And, it can be 
prescribed that this experiment can result in the improvements 
of socio-economic condition of the people of Bangladesh 
because of the nature of our experiment.  

The proposed method is superior to other methods because 
it has several important features that are able to construct more 
efficient feasible timetables. Traditionally, some important 
features regarding co-class concept, format of classes, lab 
scheduling, etc. are either ignored or adopted partially so far 
which are introduced in the proposed approach that also beget 
worthy fitness calculation. In room scheduling, minimizing 
no. of rooms doesn’t affect the existing effective class 
scheduling, and if no. of intakes are maximized, existing class 
scheduling can also run smoothly. 

IV. CONCLUSION 

To meet optimally higher satisfaction at different context, 
several approaches have been performed to solve UCSP 
accordingly over the years. But, in question of 
accomplishment, they differ. Solving UCSP in a highly 
constraint and realistic environment, this paper proposed 
MHPSO algorithm which is satisfactorily result-oriented. 
Most of the universities in Bangladesh have to face such 
situation where course scheduling is really a difficult task due 
to crucial constraints and limited resources. In this paper, the 
practical scenario of Computer Science and Engineering 
department of KUET, Bangladesh is considered for some 
remarkable exceptional constraints, different class patterns, 
and some special features. The outcome scheduled of MHPSO 
is found feasible for the department and match with the real 
schedule of the department. In future, it is expected to 
schedule whole KUET including all the departments. 
Moreover, it might be interesting to compare performance of 
the proposed MHPSO with some other methods which remain 
as future study.   
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Abstract- This research focuses on the development of artificial 
neural network (ANN) model for estimation of daily global solar 
radiation on horizontal surface in Dhaka. In this analysis back-
propagation algorithm is applied. Day of the year, daily mean air 
temperature, relative humidity and sunshine duration were used 
as input data, while the daily global solar radiation was the only 
output of the ANN. The database consists of 1827 daily measured 
data, between 2008 and 2012, in term of daily mean air 
temperature, relative humidity and sunshine duration and global 
solar radiation. The data has been collected from Bangladesh 
Meteorological Department. The 1461 daily measured data 
between 2008 and 2011 are used to train the neural networks 
while the data of 366 (leap year) days from 2012 are used to test 
the neural network. MATLAB neural network toolbox is used to 
train and test the network. Both estimated and measured values 
of daily global solar radiation on horizontal surface were 
compared during testing phase statistically using two methods: 
Root Mean Square Error (RMSE) and Regression R Value (R), 
giving a value of 113.6 Wh/m² and 0.9744, respectively. The 
results of this study have shown a better accuracy than other 
conventional prediction models that have been used up to now in 
Bangladesh. This ANN model may be suitable for predicting 
solar radiation at any location in Bangladesh, provided that 
samples of the sunshine duration data from the locations are 
available. 

Keywords— Artificial Neural Network, Global Radiation, Solar 
Radiation, Prediction, Sunshine Duration. 

 

I.  INTRODUCTION 
 

Energy certainly plays a vital role in development and 
welfare of human being. There exists a direct correlation 
between the development of a country and its consumption of 
energy. To meet the future energy needs the world is looking 
for a non-exhaustible energy source. If used in a cost effective 
manner, solar energy can be the best choice among the all non-
conventional energies. The amount of solar energy the earth 
receives each year is ten times more than the energy that can be 
produced from all fossil reserves available on earth [1]. 
Generation of electricity from solar energy is gaining 
popularity as a solution to the growing energy demands. The 
most important parameter in renewable energy applications is 
solar radiation. It is expected that the present worldwide 
research and development program on solar energy will help to 
solve the future energy crisis of the world. 

The applications of solar energy require information of the 
availability of solar energy for its optimum use. Due to the 
utilization of solar energy potential in many areas, there is an 
increasing need for more precise modeling and prediction of 
solar radiance. Solar radiation data are required by solar 
engineers, architects and agriculturists for many applications 
such as solar heating, cooking, drying and interior illumination 
of buildings [2–5]. Since solar radiation is not uniform over all 
places on the earth, any solar energy conversion installation at 
a certain place requires knowledge of the amount of solar 
radiation at that place which again varies from time to time. 
But unfortunately, for any cases, solar radiation measurements 
are not easily available due to the cost and maintenance and 
calibration requirements of the measuring equipment. 

Various solar models have been used to predict daily global 
solar radiation all over the world. Solar prediction models can 
be categorized in two distinct groups. First group in this 
classification are empirical models. Empirical models were 
used by many researchers to estimate global solar radiation [6–
8]. These models usually consist of a few measurable 
meteorological parameters. Empirical methods to estimate 
global solar radiation requires the development of a set of 
equation that relate it to other meteorological parameters. 
Artificial neural network (ANN) models are the second type of 
solar prediction models. ANN provides a computationally 
efficient way of determining nonlinear relationship between a 
number of inputs and one or more outputs. In recent years, 
ANN models were used by many researchers to estimate global 
solar radiation [9–12]. Almost all the literatures concluded that 
ANN model is superior to other empirical regression models. 

Bangladesh is endowed with abundant sunshine for at least 
8 months of the year. The prospect of utilization of solar 
energy is thus very bright. But solar radiation data are not 
available in many locations of Bangladesh due to absence or 
malfunction of measuring instruments. However, the 
climatological data such as sunshine hour, temperature, 
humidity etc. are available at meteorological department for 
most districts of Bangladesh. These data can be used in ANN 
models to estimate the global solar radiation at any location. In 
Bangladesh, ANN has not been used yet to estimate daily 
global radiation. There are few papers on solar radiation 
estimation using empirical models only [13-15]. In this paper, 
ANN will be used to estimate the daily global solar radiation in 
Dhaka which lies in the tropics between latitudes 23°43′N and 
longitudes 90°25′E. 
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II. ARTIFICIAL NEURAL NETWORK 
 

Artificial neural network models employ artificial 
intelligence techniques and are data driven; they learn and 
memorize a data structure and subsequently simulate the 
structure. They are able to learn key information patterns 
within a multidimensional information domain [16]. In a way, 
artificial neural network mimic the learning process of a 
human brain and therefore do not need characteristic 
information about the system; instead, they learn the 
relationship between input parameters and the output variables 
by studying previously recorded data. This makes artificial 
neural network ideal for modeling non-linear, dynamic, noisy 
data and complex systems [17]. Further, artificial neural 
networks are good for tasks involving incomplete data sets 
[18]. Fig. 1 shows a typical neural network, which consists of 
an input layer, a hidden layer and an output layer. An input ݔ௝ is transmitted through a connection, which multiplies its 
strength by a weight  ݓ௜௝  to give a product ݔ௝ݓ௜௝ . This product 
is an argument to a transfer function f, which yields an output ݕ௜  represented as: 

 
௜ݕ  ൌ ݂ ቌ෍ ௜௝௡ݓ௝ݔ

௝ୀଵ ቍ 

 

Where i is an index of neurons in the hidden layer and j is 
an index of an input to the neural network. 

There are three steps in solving an ANN problem which are 
1) training, 2) generalization and 3) implementation. Training 
is a process that network learns to recognize present pattern 
from input data set. We present the network with training 
examples, which consist of a pattern of activities for the input 
units together with the desired pattern of activities for the 
output units. For this reason each ANN uses a set of training 
rules that define training method. Generalization or testing 
evaluates network ability in order to extract a feasible solution 
when the inputs are unknown to network and are not trained to 
network. We determine how closely the actual output of the 
network matches the desired output in new situations. In the 
learning process the values of interconnection weights are 
adjusted so that the network produces a better approximation 
of the desired output. ANNs learn by example. They cannot be 
programmed to perform a specific task. The examples must be 
selected carefully otherwise useful time is wasted or even 
worse the network might be functioning incorrectly. The 
disadvantage is that because the network finds out how to 
solve the problem by itself and its operation can be 
unpredictable. In this paper the effort is made to identify the 
best fitted network for the desired model according to the 
characteristics of the problem and ANN features. 

 

Neuron 
௜௝ݓ                                         f ݔ௝                                                                            ݕ௜  

 
 

Figure 1.  Typical neuron in a neural network system. 
 

III. METHODOLOGY 
 

Day of the year, daily mean air temperature (°C), relative 
humidity (%), daily global solar radiation (Wh/m²) and 
sunshine duration (hour) daily data between year 2008 and 
2012 are collected from Bangladesh Meteorological 
Department. The database is consists of 1827 data sets. 

The data set was split into two sets. The training data set: 
the group of data by which the network adjusts, in order to 
reach the best fitting of the nonlinear function representing the 
phenomenon and it consisted of 1461 data sets. The testing 
data set: a set of new data used to evaluate the developed 
artificial neural network model generalization and it consisted 
of 366 (leap year) data sets. The training data set was between 
the year 2008 and 2011. The testing data set was from the year 
2012. 

 The ANN model was developed using neural network tool 
of MATLAB version R2011b. For the training process of the 
ANN, a Bayesian regulation back propagation algorithm was 
used. This algorithm is a supervised iterative training method 
that updates the weights and bias values according to 
Levenberge Marquardt optimization [19]. It minimizes a linear 
combination of squared errors and weights, and then uses 
Bayesian regularization to determine the correct combination 
that results in a network that generalizes satisfactorily. The 
number of hidden neurons in an ANN is a function of the 
problem’s complexity, the number of input and output 
parameters, and the number of training cases available. A trial 
and error process was used to determine the number of hidden 
neurons. After trying a number of different configurations, and 
repeating each training process ten times to avoid random 
errors, it was found that 22 neurons in the hidden layer yielded 
the best results with a reasonable computational effort. Two 
transfer functions were investigated, including the tangent 
sigmoid and log sigmoid functions. Linear transfer function 
was used for both input layer and output layer. Tangent 
sigmoid function was used for the hidden layer. 

MATLAB representation of the final neural network model 
is presented in Fig. 2. The characteristics of the developed 
artificial neural network model used in the present study are 
presented in Table I. 

Figure 2.  Final neural network architecture. 
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TABLE I.  CHARACTERISTICS OF THE ANN MODEL 

 
Item Value 

Number of Layers 3 

Input Layer Nodes 4 

Transfer Function Linear 

Hidden Layer Nodes 22 

Transfer Function Sigmoid 

Output Layer Nodes 1 

Transfer Function Linear 

 

IV. RESULTS AND DISCUSSION 
 
Although the tested period seems short but it has appeared 

that the developed artificial neural network model with one 
hidden layers based on the standard back propagation 
algorithm, using tangent sigmoid transfer function in hidden 
layer and linear transfer function in output and input layers, 
resulted as a very efficient model to estimate daily global solar 
radiation on horizontal surface at Dhaka city (Bangladesh). The 
comparison between estimated and measured values during 
testing is depicted in Fig. 3 for daily global solar radiation on 
horizontal surface. 

The performance of the neural network model is measured 
using RMSE (Root Mean Squared Error) and Regression R 
Value. Regression R Values measure the correlation between 
outputs and targets. An R value of 1 means a close relationship 
and 0 means a random relationship. Mean Squared Error is the 
average squared difference between outputs and targets. Lower 
values are better. Zero means no error.  

The value of R was 0.9777 and 0.9744 in training and 
testing phases, respectively. The proposed artificial neural 
network model, which accepts 4 input variables, predicts with a 
RMSE of 113.6 Wh/m². These lower values of errors 
demonstrate that, the proposed artificial neural network model 
can estimate daily global solar radiation on horizontal surface 
for the testing data set with reasonable accuracy. 

 
Figure 3.  Comparison between estimated and measured values. 

When compared with an empirical model [13], it is found 
that the results calculated by ANN model are better than that 
calculated by empirical models. Table II summarizes the 
correlations and error analyses which result from the 
comparison between estimated values (ANN model and 
empirical) and measured values. 

TABLE II.  RESULT OF PERFORMANCE ANALYSES 

 
Model R RMSE (Wh/m²) 

Empirical Model 0.9304 326.8 

ANN Model 0.9744 113.6 

 

V. CONCLUSION 
 

The use of ANN technique in modeling daily solar 
radiation on horizontal surface at Dhaka has been reported. The 
results of validation and comparative study indicate that the 
ANN based estimation technique for solar radiation is more 
suitable to predict the solar radiation than the empirical 
regression models proposed by other researchers. This study 
confirms the ability of the ANN to predict solar radiation 
values more precisely. Therefore, this ANN model may be 
suitable for predicting solar radiation at any location in 
Bangladesh, provided that the necessary data from the 
locations are available. 
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Abstract— In this paper a new conversion technique is proposed 
for complex-valued neuron (CVN) to convert real value into 
complex value in order to solve real-valued classification 
problems & Time series analysis. Previously phase encoding 
system was used to solve these types of problems. In this 
proposed encoding system, each real-valued input is converted 
into complex value according to the input real value with a fixed 
phase. In this model the input magnitude ranges from the lowest 
and highest value of the given input. The converted value is then 
multiplied by complex weight and then they sums up to feed into 
an activation function. The activation function converts the 
complex value into real value within a certain range. We used 
this encoding system in solving different Boolean problems. Some 
real world benchmark problems are also tested by this process. 
Different time series analysis is performed to test the prediction 
ability of this encoding system. The result shows that this 
magnitude encoding provides better accuracy in different 
benchmark problems. Especially in case of predicting time series 
data, this encoding system provides better result than the phase 
encoding system. 

Keywords—Magnitude encoding, Time series analysis, 
Complex-valued neural network(CVNN), Classification 

I.  INTRODUCTION  
The importance of expressing a real value into a complex 

value is inevitable for real world problems such as signal 
processing, where both the phase and amplitude are needed to 
be treated properly. Without expressing real values in complex 
domain it is impossible to deal with phase. So for artificial 
neural networks the complex value is employed through 
different types of encoding system. Previously complex-
valued neural network (CVNN) and its back propagation 
algorithms were developed to use complex value in artificial 
neural networks [1], [2], [4]. The complex-valued neural 
network (CVNN) has been used for real valued classification 
problem by many other researchers [3], [5], [6]. But in this 
paper we also discuss about time series analysis using CVNN. 

We are conscious of two style of conversion system for the 
application of CVNN for solving time series prediction and 
real world benchmark problems. In Ref [3] each input real 
value is encoded through phase encoding in the range of 0 to π 
of unity magnitude to employ the complex value into complex 

valued neurons. In this paper we propose a new encoding 
system which is magnitude encoding an also can be said line 
encoding. The gradient descent learning rule was used to learn 
the network. According to this learning rule both the real and 
imaginary part of activation function is needed to be 
differentiable. By considering this, two activation functions 
were used which is proposed earlier in the paper of Murase 
and Amin [3]. We also considered a single layered CVNN 
consists of n CVNs to solve n class problems and for this aim 
we create the learning and classification format. 

In the remaining section of paper we will discuss about the 
various encoding system, the gradient descent learning rule 
and update equation, and the ability of CVNN for benchmark 
problems and time series analysis for different encoding 
system. Finally we will make the completion by discussion 
and conclusion. 

II. CVN MODEL & LEARNING RULE 

A. Proposed encoding for CVN input:  
 

The real data is necessary to converted into complex value 
through a conversion process though CVN performs operation 
over complex data.  In Fig. 1 the whole model of CVN 
architecture is shown. The real inputs are converted into 
complex value which is multiplied with complex weights. 
Then these values sum up including the complex bias. This 
complex sum is then fed into the activation function to provide 
real output value into a desired range. 

 

 
 

Figure 1. Architectural model of  complex neuron 
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For performing operation in complex domain we need a 
process which maps the input real data into complex data. To 
map a real value into complex value we have to maintain 
following equation. 

ϕα iez =   (1) 
 where,α = magnitude and ϕ = phase. 
 
 Here two variables are present. One is phase and other is 
magnitude. If we vary phase and make the magnitude constant 
then it is called phase encoding. In phase encoding technique, 
the input value is distributed over the upper half cycle of a unit 
circle as shown in Fig. 2. Phase encoding is done through 
following equations: 
 
Let ],[ bax ∈  where Rba ∈,  
 

then,  
)(
)(

ab
ax

−
−= πϕ    (2) 

and   z= ϕie = ϕϕ sincos i+   (3) 
 
But now we propose a new encoding system which is 
magnitude encoding. Here the magnitude is varied by making 
the phase constant. So the input real value is distributed over a 
line of fixed phase as shown in Fig. 3. So it is also called line 
encoding. This is done through following equation: 
  
Let, ],[ bax ∈  where, Rba ∈, then, 
 
  z = )sin(cos ϕϕ ix +   (4)    
 
 

  
Figure 2. Complex conversion by phase encoding system. If the 

input value ranges within the interval [ ba, ], then the 
corresponding complex value will range within the interval 

[ πii ee ,0 ]. 

 
Figure 3. Complex conversion by magnitude encoding. If the 

input value ranges within the interval [ ba, ], then the 
equivalent complex value will range within the interval 

[ ϕϕ ii beae , ], where ϕ remains fixed for a particular case 
analysis. 

 

B. Learning process 

Here we have developed a gradient descent learning rule for a 
CVNN which is the combinatin of multiple CVNs without 
having any hidden layer [3]. Consider a p-q CVNN, where p is 
the number of input nodes and q is the number of output 
nodes. Let T

pxxX ].............[ 1= be a p dimensional 

complex valued input vector, T
gpgg wwW ]............[ 1= the 

complex valued weight vector of neuron g, and gθ the 
complex valued bias for the gth neuron. To express the real and 
imaginary parts, 

 let ,I
m

R
mm ixxx +=  I

gm
R
gm iww + and I

g
R
gg iθθθ += .Then 

the net input gz  and the output gy  of the gth neuron are given 
by, 

∑
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  I

g
R
gg izzz +=    (7) 

And, 
)( gRCg zfy →= , where )( gRC zf → is an activation function 

 
Here two activation functions are used to limit the out value 
within a finite value in the range of [0, 1]. If ivuz +=  then 
the activation functions are, 
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22 ))(())(()( vfufzf RRRC +=→  (8) 

=→ )(zf RC
2))()(( vfuf RR −   (9) 

Where ))exp(1/(1)( xxfR −+=  

If the desired output of the gth neuron is gd , then the error 
function is to be minimized during the training is given by, 

∑∑
==

=−=
q

g
g

q

g
gg eydE

1

2
2

1 2
1)(

2
1

 (10) 

During the training, the biases and the weights are updated 
according to the following equations: 

I
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Where the learning rate is η  and mx is the complex conjugate 

of the complex number mx . 
If the activation function is given by (7), then, 
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Where ))exp(1/(1)( uufR −+= and 

)(' R
gR zf ))(1)(( ufuf RR −= , Ru ∈ . If the activation 

function is given by (8), then, 
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Using this equation the weights and biases can be updated 

 

III. ANALYZED PROBLEMS 
 

As Boolean problem we used 7 bit input pattern to 
determine whether the bit pattern is symmetric or not, with 
respect to the center value of the pattern. To analyze real world 
classification problems, we used Cancer and Diabetes datasets 
from PROBEN1 [7]. Table II displays the variables used in 
both datasets. In case of diabetes testing, our aim was to detect 
whether it is diabetes positive or not by learning form the data 

of the input attributes, which are based on pregnancy, age, 
glucose tolerance level, mass of the body & blood pressure. In 
Cancer testing, we decided whether the tumor is benign or 
malignant according to the input data where the attributes are 
based on cell size and cell shape, bare nuclei frequency and the 
amount of marginal adhesion. 

TABLE I.  CANCER & DIABETES DATASETS 

 Number of variables 

Variable name 
 

in Cancer 
dataset 

in Diabetes 
dataset 

Input 9 8 

Output 2 2 

Examples 699 768 

Learning 
examples 349 384 

Testing 
Examples 349 384 

 

In case of time series analysis we used AMEX (American 
Stock Exchange) stock price close data as input dataset. 
Among 2541 days of data we used first 2541 data for learning 
2541 for testing. We also use the dataset of DOW Chemical 
Company for time series analysis. Here we have chosen 594 
data for learning and 594 for testing. 

IV. EXPERIMENTAL SETUP & RESULT 
 

A. Experimental set up: 
 

The data set of Cancer and Diabetes problems as given in 
PROBEN1 [7] and time series given in AMEX & DOW 
analysis contain real value which is converted into complex 
value through magnitude encoding which we discussed in 
section 3. Winner takes all method is used to determine the 
class, which states that for input pattern the highest output from 
the output neuron, will designate the class. 

The complex valued back propagation algorithm was used 
to train the CVNN for both encoding system. Throughout the 
training process we kept the learning rate at 0.1 for both case. 
Weights and biases are randomly initialized from a uniform 
distribution in the range of [-0.5, 0.5] in case of CVNN real and 
imaginary parts. 

The equation which is used for calculating the mean 
squared error is as follows: 

 

∑∑
= =

−=
K

k

q

i
kiki yd

K
E

1 1

2)(
2
1

 (17) 

Where k is the pattern number, K is the number of training 
patterns, and q is the number of output neurons. 
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B. Result: 
 

Here we have made the comparison between phase 
encoding & magnitude encoding. Different real world 
benchmark datasets and time series datasets are used to 
determine which encoding is better. In every case 10 
independent runs are made to achieve the best result. In case 
of benchmark problem analysis we used diabetes & cancer 
datasets. For cancer data testing, Fig. 4 depicts that, the mean 
squared error is higher for magnitude encoding than from 
phase encoding. 

 
 

 
Figure 4. Learning process curve of cancer dataset for both phase 

and magnitude encoding system 
 
 
Table II & III shows the results of accuracy for both Diabetes 
and Cancer testing. In both case accuracies are almost the 
same. But from Table III it is observed that the accuracy rate 
is higher for our proposed magnitude encoding for every 
independent test.  
 

TABLE II.  CLASSIFICATION RESULTS FOR DIABETES 

 

Encoding 
process 

 Activation Function 
Classification 

ability 
 

Activation 
function 1 

Activation 
function 2 

Phase 
Encoding 

Classified 293 294 

Misclassified 91 90 

Accuracy 76.30% 76.56% 

Magnitude 
Encoding 

Classified 293 297 

Misclassified 91 87 

Accuracy 76.30% 77.34% 

 
 
 
 

TABLE III.  CLASSIFICATION RESULTS FOR CANCER 

Encoding 
process 

 Activation Function 
Classification 

ability 
 

Activation 
function 1 

Activation 
function 2 

Phase 
Encoding 

Classified 337 339 

Misclassified 12 10 

Accuracy 96.56% 97.13% 

Magnitude 
Encoding 

Classified 341 341 

Misclassified 8 8 

Accuracy 97.70% 97.70% 

 
 
In time series analysis, the aim is to predict the distribution of 
data as accurate as possible. In case of prediction of AMEX 
stock price close data, we used data of 2541 days. From Fig. 5 
it is apparent that for phase encoding, there exists higher 
deflection between the desired & predicted curve. But from 
Fig. 6 for magnitude encoding, the predicted curve almost 
overlaps with the desired curve i.e. the magnitude encoded 
curve traces the desired curve with high accuracy.  

 
Figure 5. Prediction of AMEX stock price close data using Phase 

encoding 
 

 
Figure 6. Prediction of AMEX stock price close data using Phase 

encoding 
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Figure 7. Prediction of DOW stock price close data using Phase 

encoding 

 
Figure 8. Prediction of DOW stock price close data using 

Magnitude encoding 
 
In case of DOW close data prediction analysis we also found 
the similar better performance for magnitude encoding 
technique. 
 

V. CONCLUSION 
 

In this paper our aim was to show the better effectiveness 
of magnitude encoding rather than phase encoding in case of 
solving different problems. Though in case of real world 
benchmark problems, the mean square error was higher for 
magnitude encoding than the phase encoding, but our 
proposed encoding system shows better accuracy than the 
previous one to classify dataset in some particular benchmark 
problems like cancer data testing. In case of other benchmark 
problem this encoding system shows almost the same 
accuracy as the phase encoding system. In time series analysis 
our research shows that, stock exchange data are predicted 
with less deflection by magnitude encoding than phase 
encoding system. We tried to find a new way of solving 
different real world problems which may enhance the ability 
of complex-valued neural network. From the better result of 
different problem analysis especially for time series analysis, 
makes us think that, the conversion technique for CVNN 
requires further research. 
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Abstract— Recognition of Bangla handwritten characters is a 
difficult but important task for various emerging applications. 
For better recognition performance, good feature representation 
of the character images is a primary requirement. In this study, 
we investigate a recently proposed machine learning approach 
called deep learning [1] for Bangla hand written character 
recognition, with a focus on automatic learning of good 
representations. This approach differs from the traditional 
methods of preprocessing the characters for constructing the 
handcrafted features such as loops and strokes. Among different 
deep learning structures, we employ the deep belief network 
(DBN) that takes the raw character images as input and learning 
proceeds in two steps – an unsupervised feature learning followed 
by a supervised fine tuning of the network parameters. Unlike 
traditional neural networks, the DBN is a probabilistic generative 
model, i.e., we can generate samples from the model and it can fit 
both the semi-supervised and supervised learning settings. We 
demonstrate the advantages of unsupervised feature learning 
through the experimental studies carried on the Bangla basic 
characters and numerals dataset collected from the Indian 
Statistical Institute.     

Keywords—Deep belief network, unsupervised feature learning, 
Bangla handwritten character recognition, supervised learning, 
backpropagation. 

I.  INTRODUCTION 
Handwritten character recognition has received a lot of 

attention because of its various applications such as postal mail 
sorting according to zip code [2], signature verification, and 
bank-check processing. In the Bangla language, however, most 
of the works have been done for the recognition of printed 
characters [3]. While each category of the printed characters 
has relatively less variation in the character images and easier 
to be dealt with, it is far more difficult to recognize a 
handwritten character because of various factors like 
inconsistency in the writer’s handwriting, different ways of 
writing and noise in the data. Moreover, the characters in 
Bangla language have high variations such as different shapes, 
sizes, loops and strokes. Therefore, the recognition of Bangla 
handwritten characters is a challenging task. 

In order to achieve better recognition performance, research 
on character or object recognition from images has been 
heavily relied on good feature representation, which involves 
hand-crafted feature engineering and goes through complicated 
preprocessing steps [4]. Such feature engineering approach is 

application dependent and requires human prudence or 
ingenuity. Consequently, when building an application of 
pattern recognition, most of the human effort is spent for 
constructing discriminating features and less is given to the 
classifier design [5]. 

Recently, hierarchical feature learning by deep 
architectures in an unsupervised manner has revolutionized the 
machine learning researches [1]. The unsupervised feature 
learning is a new perspective whose goal is to learn good 
representation of input data automatically without considering 
the labels [6]. In order to achieve this goal layers of neurons are 
arranged hierarchically to form a deep architecture. Each layer 
learns a new representation from its previous layer with a goal 
of modeling different explanatory factors of variation behind 
the data. It is hypothesized that high level complex features can 
be learned from low level simpler features [7]. For example, in 
vision problems, bottom layer might learn edges from the 
scene. The next layer could discover contours and the 
subsequent layers could learn even more complex features. 
Once good features are learnt, they can be exploited in various 
tasks.  

In this paper, we study deep belief network (DBN) [1] for 
Bangla handwritten character recognition problem. The DBN is 
a particular type of deep architecture that can gradually learn 
complex structures of the data by learning its probability 
distribution. It takes raw image data as input with the hope that 
subsequent layers would learn good feature representation. 
Learning in the network takes two steps – an unsupervised 
feature learning followed by a supervised learning of 
discriminating function. The unsupervised learning is 
performed by using contrastive divergence (CD) algorithm 
which is an approximation of maximum likelihood estimation 
[8], while in the later stage the network parameters are fine-
tuned with the gradient based backpropagation (BP) algorithm 
[9]. We conducted our experimental studies on a dataset of 
Bangla handwritten characters and numerals from the Indian 
Statistical Institute. It is demonstrated here that on the one 
hand, the unsupervised feature learning relieves human effort 
for constructing application dependent features, and on the 
other hand, the neural network classifier achieves much higher 
recognition performance than the classifier trained only by BP 
algorithm.  

The organization of paper is as follows. Section II provides 
an overview of the related works. Section III describes deep 
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Figure 1. DBN composed with three stacking RBMs 

belief network. Section IV presents details of our experiment 
and a performance comparison. Finally, Section V provides 
conclusion. 
 

II. RELATED WORKS 
There has been extensive research works on handwritten 

character recognition for different languages, such as Roman 
scripts, English, several European languages, and some Asian 
languages like Chinese, Korean and Japanese. However, 
relatively few works have been done for the Bangla language. 
An important research contributions relating to the handwritten 
Bangla characters involve a multistage method developed by 
Rahman et al. [10]. Another interesting work is an MLP 
classifier developed by Bhowmik et al. [11]. The prime 
features for the multistage approach include upper part of the 
character, vertical line, and double vertical line. For the MLP 
classifier [11], alphabetic features were designed by the human 
expert. 

The DBN, an alternative approach that do not require 
feature engineering by the human expert has been recently 
developed and employed for recognizing English handwritten 
numerals [12]. Here the features are extracted from the pixel 
data of character image in an unsupervised manner, i.e., 
without considering the labels. Another technique that extracts 
local features is the convolutional neural network [13], [14]. 
Note that these methods have a common goal of learning 
distributed representation [9] which resulted in the resurgence 
of research in the neural networks. However, it was realized 
that gradient based BP algorithm is not suitable for several 
layered architectures. The DBN and convolutional neural 
network avoids such difficulties, but retain the original goal of 
learning distributed representation. We noted that such 
approaches have not been applied yet on the handwritten 
Bangla character recognition problem. Therefore, we study 
here one of aforementioned methods, the DBN, to analyze its 
recognition performance on the Bangla handwritten character 
recognition task. 

III. DEEP BELIEF NETWORK (DBN)  
The DBN is a multilayer neural network that can work as a 

probabilistic generative model [1]. The DBN as shown in 
Figure 1 is composed of several layers of stochastic hidden 
variables and one layer of visible units. The basic module of a 

DBN is called restricted Boltzmann machine which we explain 
next. 

 

A. Restricted Boltzmann Machine (RBM) 
The RBM is a stochastic neural network consisting of one 

layer of visible units and one layer of hidden units. It can be 
considered as a bipartite graph where all visible units are 
connected to all hidden units, but there are no visible-visible or 
hidden-hidden connections as shown in Figure 2. 

The weights on the connecting edges and the bias units 
define a probability distribution over a binary vector of visible 
units, v = [v1,v2, …, vV] and a binary vector of hidden units, h = 
[h1,h2, …, hH]. The energy function for the joint configuration 
is given by 
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where θ = (W, b, a) and wij represents the weights between 
visible units i and hidden units j and bi and aj are their biases. V 
and H are the number of visible and hidden units. The 
probability of the visible vector v is defined by 
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As there is no connection among the units of same layer, 
conditional distributions (see [15] for details) are given by 
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where σ(x) = (1 + e-x)-1 is an activation function. Thus an RBM 
models a joint distribution of visible and hidden units. 

Figure 2. An RBM with no hidden-to-hidden or visible-to-visible 
connections. 
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        For training an RBM to model joint distribution of data 
and class labels [16], an additional visible vector is added with 
a binary vector of class labels, l = [l1, l2, …., lL]. The energy 
function with class labels becomes: 
 

E(v, l, h; θ) = 
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and here, 

p(ly = 1|h; θ) = ⎟⎟
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j
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Then p(l | v) is calculated using 

p(l | v) = 
∑∑
∑

−

−

l h
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nlvE

e
e
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            (7) 

B. Training RBM 
An RBM is trained to learn probability distribution of the 

data with the help of hidden stochastic variables. Since 
maximizing the likelihood requires a Markov chain Monte 
Carlo simulation taking a long time, an approximation called 
CD is generally employed [17]. The training process of a single 
layer RBM using CD is shown in Figure 3. In the CD 
procedure, the weights of the RBMs are updated to learn the 
features from the sample data. The weight update rule is 
defined as: 

www ij

old

ij

new

ij Δ+=              (8) 

Where ⎟
⎠
⎞

⎜
⎝
⎛ −=Δ hvhvw jiji

eldata
ij

mod
ε           (9) 

Here, hv ji data

is the expectation over training data and 

hv ji
elmod

is the expectation over reconstructed data and  is 

the learning rate parameter. 

C. Training DBN 
Basically, learning in the DBN involves a greedy layer-

wise unsupervised learning algorithm. When the weights of an 
RBM have been learned, the vector of hidden feature 
activations can be used as visible data for training the next 
RBM that learns a higher layer of features. In this way, a 
greedy layer-wise unsupervised training is done in the DBN 
with RBMs as the building blocks for each layer. This is also 
called pertaining [16], after which a softmax layer (Eq. (6)) is 
added for classification problem and the entire weights are 
optimized using BP algorithm to minimize the error rate. 

IV. EXPERIMENT AND PERFORMANCE ANALYSIS  
In order to evaluate the effectiveness of unsupervised 

feature learning approach using DBN, we investigated the 
performance on the dataset of Bangla numerals and other basic 
characters collected from Indian Statistical Institute [18]. There 
are 10 numerals and 50 basic characters in the data set. 

We used 27900 images for training and 8600 images for 
testing. All the images were rescaled to 28×28 pixels and 
binarized. The architecture of DBN was 784-500-1000-2000-
60, i.e., it consisted of three RBMs. The DBN was trained with 
the algorithms described in Section III. In order to see the 
usefulness of unsupervised pre-training (feature learning), we 
also the trained another DBN without unsupervised training 
part, but only conjugate gradient BP was used. The overall 
classification accuracy for DBN with and without unsupervised 
pre-training was 90.27% and 75.30%, respectively, as can be 
seen from TABLE I. It can be clearly observed that 
unsupervised feature learning significantly improved the 
recognition performance. 

To show a glimpse of recognition performance, a confusion 
matrix for only numerals is given in TABLE II. The largest 
confusion was observed between one (”1 ”) and nine (“9 ”). 
Indeed, the digits look almost similar in the handwritten form. 
The average accuracy over the numerals was 91.30% which is 
slightly higher than the overall accuracy. 

One of the prime features of the DBN approach is the 
ability of image reconstruction as it can work as a generative 
model. The better the reconstruction, the better the learning,  

 
Figure 3. Training a single layer RBM with CD 

Figure 4. Reconstructed digit images with the corresponding iteration 
number 
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and it helps attaining better classification accuracy. To 
illustrate, a few samples of reconstructed images, during the 
unsupervised feature learning stage, are shown in Figure 4. We 
can see that the model gradually learns a probability 
distribution of the visible data such that the sampled 
(reconstructed) images become meaningful (recognizable) and 
clearer. The reconstruction error rate curve in the training 
phase is shown in Figure 5. 

      We now compare the recognition performance of DBN 
with other methods, hierarchical learning architecture (HLA) 
schemes proposed by Bhowmik et al. [19] who reported their 

results on the same dataset we used in our experiments. The 
comparison is given in TABLE III. The comparison result 
reveals that the DBN approach can achieve higher recognition 
rate even though no handcrafted feature was used. Useful 
features in the DBN are rather learned during the training 
process. 

 
         

V. CONCLUSION 
In this paper, we investigated a feature learning based 

approach by the DBN for handwritten Bangla character 
recognition problem. We also used traditional supervised 
learning approach to show the effectiveness of deep learning. 
The main focus of this paper is to demonstrate the power of 
unsupervised feature extraction and learning. In this approach, 

there is no need to create handcrafted features like loops, 
stroke, and curves, yet the recognition result is satisfactory. 
The training and test dataset we used is not sufficient with 
respect to other researches in English language (for example, 
the MNIST dataset [20]). If it was possible to use larger dataset 
for training then performance would be better. As a future 
work, this work can be applied on Bangla compound characters 
and Bangla speech processing. 

TABLE II: CONFUSION MATRIX FOR BANGLA NUMERALS 

 Predicted Digits 

T
ar

ge
t D

ig
its

 

 0  1  2  3  4  5  6  7  8  9  

0  95.7 0 0 1.25 0 1.30 0.05 1.65 0 0.05 

1  0.20 94.3 1.36 0.5 0 0.05 0 0.25 0 3.34 

2  0 1.72 89.65 1.63 0 0 0 0.15 0 0.20 

3  1.2 1.25 0 90.48 0 0.02 6.85 0 0 0.2 

4  0 0 0 0 93.75 0 0 4.2 1.52 0.53 

5  6.53 0 0.2 0 0 89.01 3.37 0.05 0.75 0 

6  0 0 0 7.5 0 1.75 89.99 0 0.5 0.26 

7  3.62 0 0 0 0 0.78 0 95.25 0 0.35 

8  0 0 0.05 0 6.5 0 2.2 0.05 90.35 0.85 

9  0 8.2 3.1 0 0.95 0 0.12 0 0.11 87.52 

TABLE III: PERFORMANCE COMPARISONS BETWEEN DBNS AND HLA 
FOR BANGLA CHARACTERS 

Scheme Average test 
accuracy (%) 

Using DBNs 90.27

HLA with disjoint groups 
(HLA_DG) 84.78 2.02 

HLA with overlapped groups 
(HLA_OG) 88.02 1.55 

HLA with groups using neural 
gas (NG) 83.58  1.98 

TABLE I: PERFORMANCE COMPARISONS OF DIFFERENT APPROACHES 

Method Average classification 
accuracy 

Only Supervised Learning 

(Conjugate gradient 
Backpropagation) 

75.30%  

Unsupervised Learning + 
Supervised Fine Tuning 90.27%  
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Abstract—This paper presents financial feasibility analysis of
a micro-controller based solar powered tricycle or rickshaw for
Bangladesh. The main components of the Rickshaw are: rickshaw
structure, a photovoltaic array, a battery bank, a battery charge
controller, PIC micro-controllers and a DC motor. Here PIC
micro-controllers are used to control the duty cycle and speed
of the DC motor. The financial feasibility analysis have been
done using standard methods of engineering econometrics such
as Net Present Worth (NPW), Benefit-to-Cost Ratio (BCR) and
Payback Periods (PP) methods. From the numerical analysis, it
has been found that the proposed micro-controller based solar
power rickshaw is financially feasible and Life cycle unit cost of
the system is lowest compared to grid powered battery driven
auto rickshaw.

Keywords—Solar energy, battery operated rickshaw, economic
analysis, microcontroller.

I. INTRODUCTION

With the increasing development of ultra broadband wire-
less application the radio frequency (RF) spectrum became
congested and scare resources. Thus optical wireless com-
munication (OWC) has drawn considerable attention to the
researchers. OWC for indoor application was first proposed by
Gfeller and Bapst [1]. In number of applications where higher
data throughputs is more of requirement than the mobility,
transmission link based on optical wireless would be one of
the best options as outlined in [2-5]. The performance of OW
systems depends on the propagation and type of system used.
The basic system types fall into diffuse or line of sight (LOS)
systems. In LOS systems, high data rates in the order of
Gbit/s can be achieved [6], but the system is vulnerable to
blockage/shadowing because of its directionality. In a diffuse
OW system, several paths from source to receiver exist, which
makes the system robust to blockage/shadwoing. However,
the path losses are high and multipaths create inter-symbol
interference (ISI) which limits the achievable data rate [7,
8]. There are several advantages of OWC over traditional RF
systems, these are: an abundant free spectrum, extremely high
communication speed is possible by all network, does not
interfere with the over congested RF spectrum. But limitations
are: a beam is short ranged, may be harmful for eye. The first
limitation can be overcome by wavelength reuse technique,
where as eye safety can be ensured by maximum transmit
power. It can be classified as line of sight (LOS) and diffuse
system. Many researchers have considered diffuse systems

for indoor applications it offers robust link and overcomes
the problem of shadowing [7], does not require transmitter-
receiver alignment and uses the wall or ceiling for multi
path reflection [8]. The multipath reflections increases delay
spread or inter-symbol interference. Ambient light such as
florescent, incandescent light and Compact Florescent Lamp
(CFLs) produces channel noise which reduces signal-to-noise
plus interference ratio (SNIR). In order to improve the system
performance several spot diffusion configuration using multi
beam transmitter have been proposed [9]. Multi beam trans-
mitter is place in center of the room and pointed upward. A
multi-spot pattern have been generated, illuminated multiple
small areas in the ceiling and then reflected multiple spot have
been received by receivers. In [10], to improve the bandwidth,
reduce the effect of inter-symbol interference, and increase the
signal to noise ratio (SNR) when the transmitter operates at
a higher data rate under the impact of multipath dispersion,
background noise, and mobility in conjunction with an imaging
receiver. It proposed different line streaming multi-beam spot
diffusion (LSMS) model to gain about 32.3 dB SNR at worst
communication path. But the multi path dispersion reduces the
performances due to transmitter power and can be improve
using power adaptive system by [9]. User mobility is very
important aspect of wireless communication especially with
today’s hand hold devices. As the user device can mobilize
with the room then power adaptation will be a great solution
to get higher SNR. In this aspect [12] propose a genetic
algorithm for multi spot diffuse system in indoor wireless
communication. But it is noted from different research that
if the diffuse system has a predefined spot for a room and
use an adaptive power allocation for beam using calculation
of delay spread then it can improve the performance of the
OWC. Neural network and Adaptive Linear Equalizers can be
a solution in this case for adaptive power distribution. [12]
Presents a comparative study of two equalizers, the adaptive
linear and the neural equalizer for indoor optical wireless (OW)
links using OOK modulation technique to reduce ISI effect.

This paper introduce adaptive neuro-fuzzy interference
system (ANFIS) for selecting spot beam matrix for a room and
also distribute power allocation by calculating delay spread in
considering Doppler shift effect of the mobile devices.

The paper is organized as follows: the system model is
presented in section II; power allocation algorithm is explained
in section III; Section IV presents discussion and results. The
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concluding remarks and future work is included in section V.

II. PROPOSED SYSTEM MODEL

Consider an empty room with floor dimensions of 8×4 𝑚2

and ceiling height of 3𝑚 as shown in Figure 1. The reflection
coefficient of the ceiling is considered to be 0.8. Their are
eight spot lights on the ceiling. In the Figure, 𝛿 is the elevation
angle, 𝛼 is the azimuth angle, 𝑑 = 8, 𝑤 = 4 and ℎ = 3, 𝑥0
and 𝑥 are the position of the imaging receiver and 𝑣 is the
velocity. Neuro-Fuzzy (NF) adaptive multibeam transmitter is
located at the center of the room whereas a imaging receiver
is placed at 𝑥0 = (1, 1, 0.5). The transmitter generates multi
spot beam matrix on the ceiling where beam power and beam
angle (𝛼, 𝛿) are adapted and the reflected beams are received by
the imaging receiver. The transmitter learns receiver position,
mobility through the low rate diffuse channel. At low data rate,
the beam maintains the fixed power.

Diffuse spots

Floor

Receiver Transmitter

Spot light

d

h

v
x0x

w

Fig. 1. System Model for OWC based on spot-diffusing technique. Here 𝛿
is the elevation angle, 𝛼 is the azimuth angle, 𝑑 = 8, 𝑤 = 4 and ℎ = 3.

A. Signal to Noise Plus Interference Ratio

In indoor optical-wireless communication, the ambient
light affects signal-to-noise-plus interference (SNIR) at the re-
ceiver. Many researchers have considered intensity modulation
with direct detection (IM/DD) as most viable approximation.
The received signal, denoted by 𝑦(𝑡), can be expressed as

𝑦(𝑡) =
∑

𝑅𝑥(𝑡) ∗ ℎ(𝑡, 𝛼, 𝛿) +
∑

𝑛(𝑡, 𝛼, 𝛿) +
∑

𝐼(𝑡, 𝛼, 𝛿)
(1)

where 𝑅 is the receiver responsivity , 𝑥(𝑡) is the instantaneous
optical transmitted power, ℎ(𝑡, 𝛼, 𝛿) is the impulse response of
the OW channel, 𝑛(𝑡, 𝛼, 𝛿) is the ambient light noise, 𝐼(𝑡, 𝛼, 𝛿)
is the instantaneous interference power.

The SNIR, denoted by 𝛾, of the received signal can be
calculated by [9]

𝛾 =
𝑅2(𝑃𝑠1 − 𝑃𝑠0)ℎ

2

(𝜎𝑠1 − 𝜎𝑠0)2 (2)

where 𝑃𝑠1 and 𝑃𝑠0 are the optical power associated with the
binary 1 and binary 0 respectively, 𝜎𝑠1 are 𝜎𝑠0 are the shot
noise variation component with 𝑃𝑠1 and 𝑃𝑠0 respectively.

B. Adaptive Power Allocation

The achievable data transmission rate, denoted by 𝑏, of the
OWC system is given by

𝑏 =
1

𝑀

𝑀∑
𝑖=1

log2

(
1 +

𝑅2 × (𝑃𝑠1𝑖 − 𝑃𝑠0𝑖)ℎ
2
𝑖

(𝜎1𝑖 − 𝜎0𝑖)2
)

(3)

The optimization problem and constraint of the power alloca-
tion can be written as

max 𝑏 (4)

𝑠.𝑡.

𝐽∑
𝑗=1

𝑃𝑗 ≤ 𝑃 (5)

where 𝑃 is the average power. We can use the Lagrange
multiplier method to analyze the above optimization problem
and the Lagrangian function is defined as

𝐿 = 𝑏+ 𝜇𝑗(

𝐽∑
𝑗=1

𝑃𝑗 − 𝑃 ) (6)

where 𝜇𝑗 is the Lagrange multiplier. After solving the Eqn.
(6),we can write

𝑃𝑗 =

⎡
⎣
(
𝑃 +

∑𝐽
𝑗=1

1
ℎ𝑖

)
𝐶

− 1

ℎ𝑖

⎤
⎦ (7)

= max

[
𝜆(𝐶)− 1

ℎ𝑖
, 0

]
(8)

C. Delay Spread

The delay spread of an impulse is expressed as rms value
by,

𝐷 =

√∑
(𝑡𝑖 − 𝜇)2𝑃 2

𝑟

𝑃 2
𝑟

(9)

where 𝜇 =
𝑡𝑖𝑃

2
𝑟

𝑃 2
𝑟

and 𝑡𝑖 is the delay time and 𝑃𝑟 is the received
power

D. Doppler Shift

Light waves require no medium and being able to travel
even through vacuum. Let 𝑣 is the relative velocity between
transmitter and receiver, the proper frequency of the transmit-
ted information signal from the optical transmitter is 𝑓0 . Let 𝑓
is the frequency of the received signal accepted by the moving
receiver with a velocity 𝑣 , then

𝑓 = 𝑓0 ×
√

1± 𝛽
1∓ 𝛽 (10)

where 𝛽 = 𝑣/𝑐, 𝑐 is the speed of light. For low speed, i.e.,
𝛽 << 1, and in this case the above eqn. (10) is reduced to

𝑓 = 𝑓0(1− 𝛽)− 1
2

= 𝑓0(1 + 𝛽 +
1

2
𝛽2) (11)
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E. ANFIS Model

Neuro-fuzzy inference system is consider if learning capa-
bilities are required. In this paper, we consider the adaptive
neuro-fuzzy inference system (ANFIS) for the implementation
of the spot beam matrix selection as shown in Fig. 2. Based on
the signal to noise ratio , i.e., 𝛾, and link delay, i.e., Δ𝜏 , ANFIS
decides a spot is eligible for selection or not. The ANFIS is
trained iteratively to achieve the desired output for the input
parameters and their membership functions. This can be done
by back propagation gradient descendent which evaluates the
error signals recursively from the output layer backward to
the input nodes. In this way, ANFIS learns the behavior of the
system. Sugeno ANFIS model contains if and then rules, e.g.,
If 𝑥 is 𝐴𝑖 and 𝑦 is 𝐵𝑖 then 𝑓𝑖 = 𝑝𝑖𝑥+𝑞𝑖𝑦+𝑟𝑖, where {𝑝𝑖, 𝑞𝑖, 𝑟𝑖}
is the consequent parameter set. Fig. 1 shows ANFIS model
for spot beam matrix selection. It consists of five layer: input
layer, output layer and three hidden layers.

Each adaptive node in the input layer generates member-
ship grades. If bell shape membership functions are considered,
output of this node, denoted by 𝑂1

𝑖 , can be written as

𝑂1
𝑖 = 𝜇𝛼𝑖

(𝑥) =
1[

1 +
∣∣∣𝑥−𝑐𝑖

𝑎𝑖

∣∣∣2𝑏𝑖]

where 𝛼𝑖 ∈ {𝐴𝑖, 𝐵𝑖} is the input vector, {𝑎𝑖, 𝑏𝑖, 𝑐𝑖} are the
premise parameters.

Nodes in the first hidden layer calculates the firing
strength of a rule via multiplication. The output of the each
node,denoted by 𝑂2

𝑖 , can be written as

𝑂2
𝑖 = 𝑤𝑖 = 𝜇𝐴𝑖

.𝜇𝐵𝑖
(𝑥)

where 𝑖 = 1, 2, 3. ANFIS performs AND operation in this
layer.

Nodes in the second hidden layer computes the normal-
ized value of the firing strength. The output of the each
node,denoted by 𝑂3

𝑖 , can be written as

𝑂3
𝑖 = 𝑤̄𝑖 = 𝑤𝑖/Σ𝑤𝑖

Nodes in the third hidden layer computes the contribution
of 𝑖-th rule towards the overall output. . The output of the each
node,denoted by 𝑂3

𝑖 , can be written as

𝑂4
𝑖 = 𝑤̄𝑖𝑓𝑖 = 𝑤̄𝑖(𝑝𝑖𝑥+ 𝑞𝑖𝑦 + 𝑟𝑖)

A signal node in the output layer computes the overall
output, denoted by 𝑂5

𝑖 as follows:

𝑂5
𝑖 ‘ = Σ𝑖𝑤̄𝑖𝑓𝑖

.

III. ADAPTIVE SPOT-BEAM SELECTION ALGORITHM

Fig. 3 shows the block diagram of the adaptive spot-beam
selection algorithm. In the first step the beam hologram or
matrix generates 40 × 20 equal powered spot-beams in the
ceiling. The SNIR and delay spread for each beam have been
calculated by the image receiver. The receiver periodically
evaluates the SNIR after 1 second interval whereas the delay
spread for each beam is same if the receive is not moving. In
the second step, the receiver sends the spot-beam information
which contains SNIR and delay spread to the transmitter.
Based on the minimum SNIR and maximum delay spread,
transmitter select the spot-beam matrix by NF based algorithm
in the third step. The transmitter allocates the power for each
selected beam adaptively using eqn. (8) in the forth step.
Finally based on the velocity of movement of the receiver,
transmitter moves spot-beam matrix for the receiver.

The algorithm is summarized as follows:

The following algorithm will find the spot beam with an
equal power allocation over 40×20 beam hologram or matrix,
𝐻 .

Step 1 A spot beam scans the ceiling, SNIR, 𝛾 and delay
spread, Δ𝜏 for each beam have been calculated by
the image receiver using Eqns (2) and (9).

Step 2 Based on the required minimum SNIR, i.e., 𝛾𝑚𝑖𝑛,
and maximum delay spread, i.e., Δ𝜏𝑚𝑎𝑥, trans-
mitter selects the spot-beam matrix (𝐻) by NF
controller.

Step 3 The transmitter allocates the power for each se-
lected beam adaptively using Eqn (7)

Step 4 Based on Doppler shift, the transmitter adapts the
beam angles 𝛼 and 𝛿.

Step 5 Multi-spot optical transmitter further reduce the
Δ𝜏 by scheduling.

Step 6 Finally, Multi-spot optical transmitter transmits
the spot beam matrix to receiver via ceiling.

Step 7 Go to Step 1 if transmitter gets receiver’s position
update.

IV. NUMERICAL ANALYSIS

In this section, Neuro-Fuzzy based multibeam system
(NFMS) is investigated with diversity receiver configuration. It
is compared with other spot-beam diffusion method. The AN-
FIS model, adaptive power allocation and multi-spot diffuse
pattern formation are implemented in MATLAB/SIMULINK.
ANFIS consider two input such as SNR and delay.

Simulation parameters considered for the analysis are:
length, width and height of the room are 8𝑚, 4𝑚 and 3 m;
the reflection coefficient of the ceiling is 𝜌 = 0.8; there is
one transmitter which is located at (2, 4, 1) location; there is
also one receiver; the area, acceptance semi-angle of the each
photo-diode are 2𝑐𝑚2 and 650 respectively. The number of
pixel at the receiver is 200 (with area of 0.01𝑐𝑚2 ) Pedestrians
move typically at the speed of 1 m/s. If the SNIR is computed
after 10 𝜇𝑠; there are 8 spot lamp in the room which are
located at (1, 1, 1), (1, 3, 1), (1, 5, 1),(1, 7, 1),(3, 1, 1), (3, 3, 1),
(3, 5, 1), and (3, 7, 1); and the wavelength of the light is
850𝑛𝑚
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Fig. 3. Spot beam selection algorithm in the presence of Doppler shift due to receiver movement

The 80 ms adaptation time will give overhead of 8%.
Adaptation time depends on environment. Receiver computes
the SNIR and delay spread and sends these information via a
low rate channel to the transmitter.

ANFIS consider two inputs. Iterative training of the ANFIS
has been done to achieve the desired output. After a predefined
simulation time to obtain the simulation result and use them
to train. Based on the training data set, ANFIS

Fig. 4 shows the effect of receiver position on the SNIR for
proposed model, line strip multi-spot diffuse system (LSMS)
and conventional diffuse system. The SNR calculations were
performed for the receiver is moving towards the transmitter
(i.e., the values of 𝑥 is increasing) while neglecting the

movement along 𝑦−axis. Significant SNIR improvement of
almost 3dB is observed as the NFC moves the spot beam,
selects the best positioned spot only, and allocate the power
adaptively based on the channel condition of the selected
slots. It is also found that the SNIR performances have been
degraded as the receiver is moving. This degradation in SNIR
increases as the velocity of the receiver increases.

Fig 5 shows the SNIR for proposed model has been
improved further (almost 1dB), if we change the slot beam
angle of the selected slot.
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Fig. 5. Effect of receiver position on BER for proposed model and LSMS.
Here the beam pattern is shifted with Doppler shift

V. CONCLUSION

In this paper, we have proposed a new method of real-
time beam and angle adaptation technique for optical wireless
communication system using ANFIS. This NF controller has
five layers and is trained with back-propagation gradient decent
algorithm. The controller is trained with data obtained by
simulations. Simulation results show that the proposed NF
based OW spot-diffusing communication system outperforms
other spot-beam diffusion method in terms of SNIR and delay
spread.
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Abstract—With the development of wireless communication 
technology, various wireless networks will exist with different 
features in same premises. Heterogeneous networks will be 
dominant in the next generation wireless networks. In such 
networks choose the most suitable network for mobile user is one 
of the key issues. Vertical handoff decision making is one of the 
most important topics in wireless heterogeneous networks 
architecture. Here the most significant parameters are 
considered in vertical handoff decision. The proposed method 
considered Received signal strength (RSS), Monetary Cost(C), 
Bandwidth (BW), Battery consumption (BC), Security (S) and 
Reliability (R). Handoff decision making is divided in two 
sections. First section calculates system obtained value (SOV) 
considering RSS, C, BW and BC. SOV is calculated using fuzzy 
logic theory. Today’s mobile user are very intelligent in deciding 
there desired type of services. User preferred network is choose 
from user priority list is called User obtained value (UOV). Then 
handoff decisions are made based on SOV & UOV to select the 
most appropriate network for the mobile nodes (MNs). 
Simulation results show that fuzzy control theory & user 
preference based vertical handoff decision algorithm (VHDA) is 
able to make accurate handoff decisions, reduce unnecessary 
handoffs decrease handoff calculation time and decrease the 
probability of call blocking and dropping. 
 

Keywords— Vertical handoff, Heterogeneous networks, Fuzzy 
control theory, Received signal strength, Cost, Bandwidth, Security 
and user preference. 

I.  INTRODUCTION  
Wireless communication demand is increasing day by day 

due to globalization. Due to improvement of this 
communication technology wireless network becomes 
heterogeneous and making available a wide range of new 
applications. That is the reason why the development of 
mobile terminal designs continues to grow and changes our 
living standards [1]. Wireless network technologies are 
different from each other usually in terms of bandwidths, 
frequencies, latencies, Signal strength, Cost and etc. The 
service of Wireless communication networks is upgrading 
extremely fast with the development of wireless 
communication technology. Presently, there are many kinds of 
wireless networks available to satisfy different needs and 
requirements of mobile users. But no single technology 
simultaneously provides a low latency, high bandwidth, and 
cost-effective services to all mobile users. In these wireless 
communications system, multiple wireless networks will 

coexist to offer multiple services anywhere at any time [2] [3]. 
The Coexist wireless communication networks, which consist 
of an overlaid structure of different sizes and features, can be 
termed as Wireless Overlay Networks [4]. When users are 
roaming among various wireless networks, such as Wireless 
Local Area Network (WLAN) and Universal Mobile 
Telecommunications System (UMTS) or stay in an overlaid 
network, the interconnection of these different networks has 
become a problem. While a mobile terminal (MT) crosses the 
coverage boundary of two different systems, its ongoing 
connection must be seamlessly switched to a new network 
with a guaranteed quality-of-service (QoS). Such a cross-
system transfer of an ongoing connection is usually referred to 
as inter-system, or vertical handover [5].  

 

Figure 1: Vertical handoff in heterogeneous network.  

The vertical handoff decision technique presented in this 
paper is based on fuzzy control theory and user preference. 
Vertical handoff decision technique divided into two parts. 
One part is SOV and another part is UOV. It takes into 
account four parameters and use fuzzy control theory to 
calculate SOV. With the advancement of wireless 
communication technology users become more familiar with 
different features of communication systems. Today’s users 
know all about security, signal strength, cost and other 
common features of wireless communication. So user can 
easily decide which parameters to give priority to choose a 
wireless network. According to user priority list UOV is 
calculated. Finally from SOV and UOV value final decision 
value (FDV) for each network is calculated. The vertical 
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handoff decision technique presented in this thesis is very 
simple and can be easily implemented.  

II. RELATED PREVIOUS WORKS 
 

The heterogeneous networks become a main focus in the 
development toward the next generation wireless networks. 
Vertical handoff is very significant in heterogeneous networks 
for seamless communication. In heterogeneous environments, 
it is critical to design an efficient handoff algorithm for 
supporting seamless communication service. Many wireless 
communication researchers working in different way for 
efficient vertical handoff technology. Many researchers apply 
fuzzy logic into the handoff decision because of the inherent 
strength of fuzzy logic to process all available context 
information which has different types of values. In [6] authors 
propose a handoff decision based on fuzzy logic principle to 
decrease unnecessary handoff in the homogeneous cellular 
system. Fuzzy sets and enumerative fuzzy handoff rule base 
are established. But it is only considered the horizontal 
handoffs not applying for the vertical ones. A novel fuzzy 
logic-based handoff decision algorithm for the mobile 
subsystem of tactical communications systems is introduced in 
[7]. In [8], an adaptive fuzzy based vertical handoff algorithm 
is presented to decide the RSS hysteresis values using user 
speed and traffic load. It only made handoff decision by RSS, 
while this is insufficient for vertical handoffs decision. In [9], 
a fuzzy based vertical handoff decision algorithm is aimed 
between Global System of Mobile (GSM), General packet 
radio service (GPRS) and WLAN networks with bandwidth, 
coverage area, power consumption and sojourn time 
parameters. Another fuzzy based vertical handoff decision 
algorithm with Elman neural network is proposed between 
WLAN and UMTS [10]. Authors in [11] provide a multi-
criteria decision-making algorithm based on fuzzy theory for 
multiple access network selection. But it only gives the 
theoretic descriptions for mobility management without the 
performance evaluation for this strategy. [12] Proposes a 
vertical handoff algorithm that considers some network 
parameters including signal strength, cost and unused 
bandwidth. The handoff decision is based on the weight vector 
for each of the input parameter and membership function of 
each parameter.  

 

III. SYSTEM MODEL & METHODOLOGY 
Here two different types of wireless network considered 

for vertical handoff simulation one is UMTS and another is 
wireless wide area network (WWAN). The UMTS is a third 
generation mobile cellular system for networks based on the 
GSM communication standard which is developed and 
maintained by the 3rd Generation Partnership Project (3GPP). 
UMTS deliver broadband information at speeds up to 2 
Mbits/sec. Besides voice and data, UMTS will deliver audio 
and video to wireless devices anywhere in the world through 
fixed, wireless and satellite systems. The larger size of a wide 
area network compared to a local area network requires 
differences in technology. Wireless networks of all sizes 

deliver data in the form of telephone calls, web pages, and 
streaming video. WWAN connectivity allows a user with a 
laptop and a WWAN card to surf the web, check email, or 
connect to a virtual private network (VPN) from anywhere 
within the regional boundaries of cellular service. Since radio 
communications systems do not provide a physically secure 
connection path, WWANs typically incorporate encryption 
and authentication methods to make them more secure. 
Wireless WAN allows locations to connect to the corporate 
infrastructure across AT&T Mobility’s Broadband Connect 
network by using a cellular-enabled router and security 
enhanced dedicated or Internet connection to data centre or 
headquarters location. 

 
 

 

Figure 2: Simulation scenario showing heterogeneous network & MT. 

The base station (BS1), base station (BS2) represent 
UMTS network and circle shows its coverage area. Two 
WWAN wireless access point (AP) (W1&W2) covers some 
portions of the UMTS service area. A MT moves from 
position A to position B in a straight line and the distance 
from point A to B is 2000 meter. The distance is plot in X axis 
and the changes of others parameter is presented in Y axis 
considering based on depicted simulation scenario. The 
vertical handoff decision will trigger when the MN detects a 
new wireless link.  

Here system input parameters RSS, C, BW, BC. Then 
membership functions of the input parameters are determined. 
After establishing the membership functions, the membership 
degrees of the input parameters for each candidate BS or AP 
can be calculated. To reduce the handoff decision time and 
handoff failure dynamic weight vector is used in proposed 
system. From membership degree weight vector SOV of each 
BS or AP is achieved. User priority list is also used. In user 
priority list parameters are S, C, R & BC. From list user can 
give priority any of the parameter. Normalized value of 
priority parameter and priority vector calculates UOV. From 
SOV & UOV for each BS or AP Final decision Value (FDV) 
is achieved. The FDV Value is used to evaluate a certain BS 
or AP. 

0                    500                  1000                 1500             2000m
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IV. MEMBERSHIP FUNCTIONS OF INPUT PARAMETERS FOR 
SOV & DYNAMIC WEIGHT VECTOR 

There are many parameters in wireless communication 
technology. Conventionally RSS from candidate BSs are take 
into account for vertical handoff decision. In this paper 
considered RSS and also the factors of C, BW and BC to 
decrease unnecessary handoff. Different significant parameters 
can realize the interconnection of different networks.  

A. Membership function of RSS 

       RSS the actual received signal strength that is received 
from the candidate AP and BS, and define RSSTH to be the 
RSS threshold. RSSmax is the maximum value of RSS that can 
be received from a candidate AP and BS. By using the 
normalization factor of RSS and RSSmax, we can get a 
piecewise linear membership function of RSS denoted by µRSS 
where, x denotes the location of users (The variable x in the 
following discussion has the same meaning). 
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Figure 3: Membership Function for RSS. 

 

Figure 4: RSS Membership function changes with distance. 

The figure represents membership functions of proposed 
system’s network parameter RSS. 
 

B. Membership function of C 

 C(x) is the actual cost of the operation network which a 
candidate AP and BS belongs to. And CTH is the threshold 
cost. That is, when C(x) ≥CTH, the user will consider that the 
operation network is too expensive to accept. The 
membership function of C which is denoted as µC is shown 
below: 
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Figure 5: Membership Function for C. 

 
Figure 6: C Membership function changes with distance. 

C. Membership function of BW 

Available bandwidth is also a criterion for the handoff. In 
bandwidth membership function BW(x) is defined as the 
amount of bandwidth available under a candidate BS or in an 
AP and BWmax to be the maximum amount of bandwidth that a 
candidate BS or an AP can provide. The membership function 
of BW which is denoted as µ

BW
  is shown below:  
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Figure 7: Membership Function for BW. 
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Figure 8: BW Membership function changes with distance. 

D. Membership function of BC 

 When mobile terminal’s battery is low the power 
consumption becomes critical issue. Considering the 
significance of battery consumption it’s also included in 
handoff decision. In battery consumption membership 
function BC(x) is defined as battery consumption in candidate 
AP and BS and BCTH is threshold value of battery 
consumption. The membership function of BC which is 
denoted as µ

BC
  is shown below: 
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Figure 9: Membership Function for BW. 

 
Figure 10: BC Membership function changes with distance. 

E. Membership Degree 

      Using the membership functions in (1), (2), (3) and (4), we 
can determine the membership degrees of RSS, C, BW and 
BC for each BS. The results are shown in Table 1. For the 
membership degree µ in the table, the first subscript denotes 
the input parameter, and the second subscript denotes the BS 
or AP.  

TABLE I.  MEMBERSHIP DEGREES FOR EACH BS OR AP 

  … 
RSS  … 

C  … 
BW  … 
BC  … 
F  … 

 

Using the membership functions the membership degrees 
of Bandwidth, Received Signal Strength, Cost and Battery 
Consumption for each BS & AP is determined. 

F. Dynamic weight vector 

Under various occasions, the values of Bandwidth, 
Received Signal Strength, Cost and Battery Consumption and 
their membership degrees are continuously changing in an 
unpredictable way. In order to achieve the optimized vertical 
handoff under different occasions, the Dynamic Weight Vector 
DW has the features that it dynamic, well-adjusted to the 
unpredictable occasions, it can always properly reflect the 
relationships and weights of the continuously changing 
membership degrees; it can ‘magnify’ the dominant-difference 
of certain membership degree(s) among candidate access 
points. For example, assume that the dominant difference 
among candidate access point AP1, AP2 is Battery 
Consumption, while their cost, C and Bandwidth, BW are very 
close or even the same. Then, the weight of µ1,k(x) (for k = 1, 2, 
. . , n) , DW1 should be the largest. So, the Dynamic Weight 
Vector DW can be defined as follows: 

 

                    
or, 

                     DW=  

     

= (DW1, DW2, DW3, DW4) 

Where σi is the standard deviation of µi,1(x), µi,(x), µi,3(x),. . . . 
µi,n(x) (for i=1, 2, 3), is shown below.   

=  

So far, the Dynamic Weight Vector DW with desired features 
has been determined. 

 

(4) 

(5) 

(6) 

                                                                                                   460



V. FINALIZATION OF SOV 
After establishing the membership functions presented 

above, the membership degrees of the 4 input parameters for 
each candidate BS& AP can be calculated. In addition, we have 
to determine the dynamic weights for the 4 input parameters. 
For the kth (1≤K≤n) base station BSk, its membership degree 
vector uk is shown below 

   
At the same time, we define the Weight Vector DW for 4 

membership degrees. 

DW= (DW1, DW2, DW3, DW4) 

With (7) and (8), we can get the Value for BSk, as shown in 
(9). 

SOVk(x)=DW*uk 

Or equivalently 

 

  

 Handover position 

 
Figure 11: SOV of proposed system without user priority. 

VI. USER PREFERENCE 
User consideration is also a very interesting characteristic 

in vertical handoff decision. It can include user intervention 
(user preferences), user interaction (with automation or not) or 
user satisfaction.  When handoff happens, the users have more 
options for heterogeneous networks according to their 
preferences and network performance parameters. The user 
preferences could be preferred networks, user application 
requirements (real time, non-real time), service types (Voice, 
data, video), QoS (It is a set of technologies for managing 
network traffic in a cost effective manner to enhance user 
experiences for wireless environments) etc. Here four 
parameters S, C, R & BC are kept in user priority list. 
User can arrange the parameters from more priority to 
less priority sequence. User can choose any number of 
parameters from the list or user can keep deactivate user 
preference as user wish.  

 

A. Normalised priority parameters 
      In order to compare the attributes of different values and 
different units of measurement it is necessary to use the 
process of normalization. To evaluate the UOV from user 
preference normalized value of each priority parameter is 
taken. Normalization is needed to ensure that the values in 
different units are meaningful. 

 

 
 

Where x=Security, Reliability, Cost & Battery status. 
For the normalized n in the matrix, the first subscript denotes 
the priority input parameter, and the second subscript denotes 
the BS or AP. 
For the kth (1≤K≤n) BSk or APk, its membership degree 
vector nk is shown below: 
 

 
 

B. Priority Weight Vector 
      In user priority list most common and important options 
are kept for user. User can give priority from these options 
according to their preference. User can choose one more 
options from the list. Suppose user can choose cost as only 
one preference or can make a priority list from most prefer to 
less prefer. For user priority list weight vector are defined as 
follows: 
 

 
 

 
 

Where 
P = Number of priority parameter 
PWi = weight for the ith priority parameter 

 
PW = {PW1, PW2, PW3 PW4} 

 
So as per user preference number priority weight vector is 
determined. From normalized value of priority parameters in 
(10) and from priority weight vector in (11) can get the UOV 
value for each BS and AP, as shown in (12). 

 
UOVk= nk*PW 

or equivalently, 
 

UOVk=n1,k*PW1+n2,k*PW2 + n3,k*PW3 +n4,k*PW4 

VII. FDV FOR VERTICAL HANDOFF 
        The proposed technique has two sections, first section 
calculate SOV and second section determine UOV. According 
to the described procedure above the SOV and UOV can be 

(8) 

(7) 

(9) (10) 

(11) 

(12) 
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obtained. Finally adding SOV and UOV vector final vertical 
handoff decision vector FDV can be obtained.  
 

FDVk= SOVk+UOVk 

 
FDV= {FDV1(x), FDV2(x), FDV3(x) ,. . . . . . . . ., FDVn(x)} 

 
Vertical handoff decision is executed when the FDV satisfies 
two conditions. First condition is  
 
FDVk=max{ FDV1(x), FDV2(x), FDV3(x) , . . . . . ., FDVn(x)} 

 
Second condition is  

FDVk ≥ FDVTH. 
 

Where FDVTH is the threshold FDV Value. It helps to 
decrease unnecessary vertical handoffs. For the kth (1≤ k ≤ n) 
BSk or APk , if it satisfies two conditions then, kth BS or AP is 
the final base station chosen for vertical handoff. The figures 
represent when the vertical handoff occurs and their 
corresponding FDV with distance.  
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Figure 12: FDV of proposed system when user’s 1st priority is security.  
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Figure 13: FDV of proposed system when user’s 1st priority is cost. 

VIII. CONCLUSION 
            In this paper considered most Significant parameters 
which increases successful desired handoff. Dynamic decision 
vector takes very little time to take handoff decision due to 
less computation time. User priority choice ensures better 
satisfaction and handoff performance. Keeping all others 
parameter constant, just change in user priority list can occur 
vertical handoff. Combination of system and user part makes 
the method more reliable and efficient. From the simulation 
result it is seen that vertical handoff decision triggered at exact 
position to choose the best network and the proposed method 
is very effective for multi-criteria vertical handover decision. 
The method and algorithm used are very simple to carry out 
through software. Here MATLAB program is used to simulate 
the vertical handoff decision model. 
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Abstract—In this work, ZnO thin films were deposited on 
glass substrate using automatic sol-gel process, rather than 
conventional sol-gel process, and the optical properties of 
the prepared films were also measured. Using zinc acetate, 
ethanol, diethanolamine and de-ionized water, ZnO films 
were prepared by varying the number of coatings (2-5 
dipping iterations) for zinc acetate concentrations of 1.0 
mol/L. The films were decomposed at 3000C for 1 h and, 
after giving final coating, were annealed at 5000C for 2 h. 
Optical transmittance measurements of the deposited films 
have been carried out with UV/Visible spectrometer at 
200-900 wavelengths. The prepared ZnO films have been 
found to be highly transparent in the visible range. The 
average transmittance of ZnO films for 2 coatings has been 
found to be of 92% in the visible range with high 
absorbance in the UV-region and the direct and indirect 
allowed band gap has been found to be of 3.21 eV and 
3.08eV respectively.  

Keywords—Automatic sol-gel, optical properties, band gap, 
ZnO. 

I.  INTRODUCTION 
Among various functional materials, metal oxide films are 

very attractive for many applications due to their good 
electrical and optical properties [1]. Now a days, zinc oxide 
(ZnO) has drawn much attention of the researchers as one of 
the most promising semiconducting materials for its versatile 
applications in blue and ultraviolet light emitter, varistors, 
chemical and gas sensors, surface acoustic devices, spintronic 
devices, optoelectronic devices and piezoelectric transducers 
[2]-[5]. Many research groups are trying to achieve p-type 
conductivity and as well as to control unintentional n-type 
conductivity of ZnO [6]. It is well known that, ZnO crystallizes 
in the wurtzite hexagonal structure with c-axis orientation that 
enhances the anisotropic structures formation [7]. But the 
availability of ZnO as a large bulk single crystal is the big 
advantage of ZnO over GaN that also crystallizes in the 
wurtzite structure [6]. Moreover, band gap of ZnO is 3.37 eV at 
room temperature [8], while that of GaN is 3.44 eV [6]. Again 
free-exciton binding energy in ZnO is 60 meV [8] and that of 
GaN is 25 mev [6]. Lower band gap and higher exciton binding 
energy makes ZnO a most promising material for application in 
optoelectronics and excitonic effects based optical devices over 
GaN. In addition, the electron mobility of ZnO (115-155 cm2 

V-1 s-1) at room temperature is higher than that of TiO2 (<10-

5cm 2V -1s -1) [9]. As a result, with similar band gap of TiO2, 
ZnO nanoparticles are being widely used in the Grätzel-type 
solar cells [7]. Last but not least, ZnO or In/Al-doped ZnO are 
recently being used as transparent conductive oxide (TCO), 
due to high transparency in visible range, as an alternative of 
ITO (F:SnO2) and FTO (F:SnO2) because they are very costly.  

Electrical and optical properties of ZnO thin films are 
greatly dependent on the deposition technique applied. So far, 
various deposition techniques have been employed to prepare 
ZnO thin films such as RF magnetron sputtering [10], 
molecular beam epitaxy [11], spray pyrolysis [12], 
hydrothermal growth [13], pulse laser deposition [14], 
chemical vapor deposition [15] and sol-gel method [8]-[9], 
[16]-[17]. But the sol-gel technique offers excellent 
homogeneity, choice to use both organic and inorganic 
precursors, simplicity, low cost, high quality films on large 
area substrate and above all, environment friendly [18]-[19].  

This work is the continuation of our previous work [20], 
where ZnO thin films were successfully deposited on glass 
substrate using a homemade length controlled automatic sol-
gel process. In previous work, it was only shown that the 
designed automatic system can deposit thin films successfully 
but the prepared films were not characterized with any 
properties. The present work reports on the investigation of 
optical properties of automatic sol-gel derived ZnO thin films 
that have been deposited on glass substrate with various 
number of coatings.  

II. OPERATING PRINCIPLE OF AUTOMATIC SOL-GEL 
METHOD 

Fig. 1 shows the homemade automatic sol-gel system for 
deposition of thin films [20]. The whole system is arranged on 
a wooden basement. The main features of the system are 
motor, plastic ribbon, damper weight, clip, beaker base and a 
keyboard. Clip is attached to a plastic ribbon, one end of which 
is coiled on the motor shaft. A damper weight has been 
attached with the ribbon to keep it straight and to eliminate the 
swing and vibration because the ribbon is too thin to have 
continuous swing in the natural wind and exposed to vibration 
while the motor rotates. There are six keys on the keyboard, 
corresponding to six different lengths (2cm, 3cm, 4cm, 5cm, 
6cm and 7cm), and a power switch . 
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Figure 6.  Plot of (αhν)1/2 vs. hν of ZnO thin films. 

V. CONCLUSION 
ZnO thin films were successfully prepared on glass 

substrate by using effective and user friendly automatic sol-gel 
technique with zinc acetate as precursor. ZnO thin films were 
prepared with various numbers of coatings with zinc acetate 
concentration of 1.0 mol/L. In order to obtain crystal structure 
of ZnO, as-deposited films were annealed at 5500C for 2h. The 
results have revealed that, ZnO films prepared by automatic 
sol-gel method are highly transparent at visible region (92%). 
Direct and indirect allowed band gap has also to be found with 
satisfactory value. Higher transmittance in the visible region 
and higher absorption in the UV-region has made the films 
potentially able for optical window applications and also as 
transparent conductive oxide (TCO). 
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Abstract— We have proposed a simple analytical approach to 
study energy band structure in strained graphene. In our study, 
the strain-induced deformation of primitive unit cell is included 
in tight binding model. The unit cell deformation is determined in 
terms of the angle between two primitive unit vectors. The 
proposed method is applied to evaluate the band gap under the 
application of biaxial symmetrical and uniaxial strains in 
graphene lattice structure. We found zero band gap for biaxial 
strained graphene and this result agrees with that of estimated by 
first principle method. The band gaps are also estimated in 
uniaxial strained graphene. The results in the present study are 
compared with that of determined by first principle method and 
found to be in good agreement. 
 

Keywords—Graphene, planner strain, tight binding model, 
analytical approach, band structure. 

I.  INTRODUCTION  
 

Graphene, a strictly two-dimensional material having 
unusual and interesting properties [1] is a rapidly rising star on 
the horizon of material science and condensed matter physics. 
It is a material of interest in semiconductor industry because 
of its exceptionally high crystal and electronic quality, 
excellent transport properties (i.e. high electron mobility [2] 
and high thermal conductivity), and as it is planner, it is 
capable of extreme device scaling comparing with silicon 
technology. However, these excellent properties are hindered 
with a major drawback; graphene is a zero bandgap 
semiconductor or semimetal [3]-[4]. For large scale 
manufacturing, the absence of bandgap is the most difficult 
engineering issue to solve. The zero bandgap revels that it is 
impossible to switch graphene based device from the 
conductive to the nonconductive state. This implies that it 
cannot be used in logic circuits.  
 

As the zero bandgap property of graphene limits its 
application in practical fields, scientists are working to find 
out the methods to open the bandgap in graphene. Several 
methods have been proposed, such as creating quantum 
confinement effect in transverse direction of graphene 
nanoribbon (GNR) [5]-[8], introducing symmetry breaking  
 

 
between two carbon layers via an external electric field in 
bilayer graphene  [9],[10], by the process of doping [11]-[13], 
and by the process of external strain [14],[15]. To investigate 
the band gap, several techniques have been applied such as 
first principal calculation, tight binding modeling, k.p method 
etc. Most of them are performed using the software simulation 
or numerical techniques, which requires a huge computational 
complexity and time, and need high capacity super computer. 
Some analytical works have also been done on strained 
graphene and GNR using TB model which mainly focuses on 
the strength of the strain or the spin polarization interaction 
[16]. 

In our study we have proposed a simple analytical 
approach to investigate the energy dispersion of graphene 
under different planner strain conditions. The strain induced 
unit cell deformation is included in the framework of tight 
binding model. Using the proposed method the band gap is 
determined under the application of biaxial symmetrical strain 
and uniaxial strain parallel and perpendicular to the carbon-
carbon (C-C) bonds in graphene structure. The results 
obtained from the proposed method is compared with the 
results published by the first principle method [14] and found 
to be in good agreement. 
 
                             II. Proposed model 

 
Graphene is a honeycomb lattice of regular hexagonal 

structure. But it loses its regular hexagonal structural 
symmetry under uniaxial/shear strain. The position of carbon 
atoms shifts relative to each other under the application of 
planar stress to grapheme. As a result the vector position of 
lattice point changes. To explain this phenomenon, the angle 
between the unit vectors a1 and a2 is represented by θ instead 
of assuming 60o which is true for ideal or relaxed graphene. 
The strain-induced effect is included in the tight-binding 
Hamiltonian.  
 

Fig. 1 (a) and (b) shows the ideal and strained lattice 
structures of graphene, respectively.  We have used the nearest 
neighbor tight binding model. Here the type-A atom in the 
graphene lattice is σ bonded with three of its equivalent 
nearest neighbors of type-B atoms. The primitive unit vectors  
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Figure 1. The graphene lattice structures a) ideal structure with angle between 
two primitive vectors 600 and b) strained structure with angle θ. The 
corresponding unit cells representation are shown below the lattice structure. 
 
in terms of θ can be represented by 
 

)];2sin(),2cos([a1 θθ aa=              (1) 
)];2sin(),2cos([a 2 θθ aa −=             (2) 

 
where a== 21 aa . The separation between the type-A atom 
and its three nearest neighbors type-B atoms represented by 
the following three vectors R1, R2, and R3 
 

]0,
)2cos(2

[R1 θ
a=                (3) 

)]2sin(),2cos()2cos(
2

[R 122
θθθ aaaRa −=+−=                          (4) 

)]2sin(),2cos()2cos(
2

[R 113
θθθ aaaRa −−=+−=                          (5) 

The nearest neighbor tight binding energy dispersion formula 
can be given by [17] 
 

)()()( * kHkHkE ABAB±=                            (6) 

 
The Hamiltonian matrix element can be calculated by 
 

)()( 321 R.R.R. ikikik
AB eeekH −−− ++= γ              (7) 

 
where γ is a fitting parameter which is often called the nearest 
neighbor overlap energy or the C-C interaction energy. 
Finally, using “(6)” and “(7)” the generalized energy 
dispersion relation becomes 
 

)])2sin([cos4])2sin(cos[])2cos(cos[41)( 2
xxx kakakakE θθθγ ++±=

                                                                         (8) 

The value of γ ranges from 2.7eV to 3.3 eV  [17]. 

 

Figure 2. The nearest neighbor tight-binding band structure of relaxed 
graphene (a) M−Γ and K−Γ representation of Brillouin zone (b) 
hexagonal representation of Brillouin zone. 
 
For the unstrained or relaxed condition, the value of the angle, 
between  o60=θ  
 
         The states of primitive unit cells under the application of 
biaxial symmetrical strain and uniaxial strain (perpendicular to 
and parallel to C-C bonds) conditions are shown in Figs. 3(a), 
(b) and (c), respectively, with corresponding primitive cells, 
reciprocal lattices and Brillouin zones below the deformed 
lattices. The hexagonal symmetry of unit cell does not change 
under the application of biaxial symmetrical strain as seen in 
Fig. 3(a).   
 
         Under the application of uniaxial strain perpendicular 
and parallel to C-C bonds, the regular hexagonal structure is 
deformed as seen in Figs. 3(b) and (c). It also causes the 
deformation in the primitive unit cell due to symmetry 
breaking. The primitive unit cell deformation causes the 
change in angle  θ  between the primitive unit vectors. When 
strain is applied gradually up to 12.2 % parallel to C-C bonds 
the angle between the primitive unit vectors  plθ  can be given 
by the following equation with respect to Lx and Ly  
 

plxyyyypl DLLLLLe −−+−+−= − 573.24362155.58168783.21618.1 2348θ
                                                                                                (9)   
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Figure 3. Graphene lattice structures (a) biaxial symmetrical strain (b) uniaxial 
strain perpendicular to C-C bonds, and (c) uniaxial strain parallel to C-C 
bonds. Corresponding primitive cells, reciprocal lattices, and Brillouin zones 
are shown below the deformed lattices. Γ, K, M, R and S are the high 
symmetrical points. Lx and Ly are the half of the diagonal lengths of the 
primitive cells in parallel and perpendicular directions of the C-C bonds. 
 
       In case of strain applied gradually up to 6.5% 
perpendicular to C-C bond, the strain-dependent change in 
angle between the primitive unit vectors prθ  in terms of Lx 
and Ly can be given by the following equation   

             pr
2 D482.20906822.9030 ++−= yxxpr LLLθ          (10) 

 
where Dpl = 195.028 and Dpr = 180.188 are fitting parameters 
and Lx and Ly are the half of the diagonal lengths of the 
primitive cells in parallel and perpendicular directions of the 
C-C bonds in nanometers.                                                         
 
 

II. RESULTS AND DISCUSSION  
We have studied the electronic band structure of biaxial 

symmetrical strained graphene as well as uniaxial strained 
graphene using the analytical approach proposed here. The 
energy dispersion profiles are determined at different critical 
points of Brillouin zone using “(8)” for biaxial symmetrical 
strain condition, that is for θ = 600. The results are plotted in 
2-dimensional space and hexagonal space in Fig. 2 (a) and (b), 
respectively, where zero band gap is found at K point and 
maximum at Γ point of the Brillouin zone. The hexagonal 
symmetry of unit cell does not change under the application of 
biaxial symmetrical strain as seen in Fig. 3(a), which results 
the same band property as is found for the relaxed graphene 
[17].    
 
 

We also studied the electronic band structures of strained 
graphene under the application of uniaxial strain perpendicular 
to and parallel to C-C bonds. Uniaxial strain distribution 
results in the opening of the bandgap between the maximum 
of the valance band and the minimum of the conduction band 
in graphene [14].  When uniaxial strain is applied parallel to 
C-C bonds, the value of Ly increases and becomes constant for 
a deformed primitive cell. The value of Lx decreases until the 
system reaches to its lowest total energy during structural 
relaxation.  Due to the change of Lx and Ly, the angle θ  
between the primitive unit vectors decreases and causes the 
symmetry breaking.  This angular change is taken as the 
parameter of deformed primitive cell to calculate the 
electronic band structure of graphene. For the variation of Ly 
0.2196, 0.2236, and 0.2396 nm the corresponding optimized 
values of Lx are found 0.1228, 0.1224, and 0.1217 nm [14]. 
Using “(9)” the corresponding angle θ between the primitive 
unit vectors are estimated 59.47o, 58.91o, and 54.79o. 
Substituting the values of θ into “(8)” the electronic band 
structure or band diagrams are calculated and plotted in Fig. 4 
(a), (b), and (c). To observe the band gap opening clearly the 
figures are extended near the K- point of the Brillouin zone. 
The band gap opening in strained graphene is evaluated 0.051, 
0.106, and 0.489 eV, respectively, under the application of 
uniaxial strain parallel to C-C bonds. 
 
         We also applied the proposed method to study the strain-
induced band gap opening for the graphene system when it is 
strained perpendicular to C-C bonds. In this case, for the 
variation of Lx = 0.1268, 0.1292, and 0.1313 nm the 
corresponding optimized Ly are reported 0.2126, 0.2120, and 
0.2115 nm [14]. Using “(10)” the corresponding deformed 
angles θ  are determined 60.520, 61.050, and 61.6050. Using 
“(8)”, the band gap openings corresponding to the deformed 
angles are estimated 0.053, 0.104, and 0.162 eV.  The results 
are shown in Figs. 5(a), (b), and (c). To observe the results 
clearly, the dispersion profiles are extended near the K-point 
of the Brillouin zone.  
 

The results obtained in the present study revel that the zero 
bandgap or semi-metallic behavior of graphene sheet gets 
modified or a bandgap is opened under the application of 
uniaxial strain. Now the question is what is the reason behind 
this? We know that planner graphene consists of strong 
σ bonds and delocalized pz electrons. Here π orbitals are 
formed by overlapping the pz orbitals of the carbon atoms in 
the hexagonal lattice. These π and  *π  bands touches each 
other at the K point causing zero bandgap. When the strain is 
applied the C-C bonds of graphene gets elongated. Due to this 
elongation of C-C bonds, theπ  electron clouds get localized 
on the corresponding carbon atoms. Therefore a restriction is 
imposed on movement of the electrons which causes the 
opening the bandgap at the K point. In this way, under strained 
condition, graphene loses its semimetal characteristics and 
turns into a direct bandgap semiconductor. 
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Figure 4. Band gap opening under the application of uniaxial strain parallel to 
C-C bonds near the K-point of Brillouin zone (a) 2.81 % strained grapheme 
(Ly=0.2196 nm and Lx=0.1228 nm)   (b) 4.68 % strained grapheme (Ly=0.2236 
nm and Lx=0.1224 nm), and   (c) 12.2 % strained grapheme (Ly=0.2396 nm and 
Lx=0.1217  nm). 

                               
             
 
 
 

 

 
 
 
Figure 5. Band gap opening under the application of uniaxial strain 
perpendicular to C-C bonds (a) 2.84 % strained (Lx=0.1268 nm and Ly= 0.2126 
nm)   (b) 4.79% strained (Lx= 0.1292 nm and Ly=0.2120 nm) (c) 6.5 % strained 
(Ly=0.1313 nm and Lx= 0.2115 nm). 
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III. CONFIRMATION OF THE PROPOSED METHOD 
 

In order to confirm the proposed method the results 
estimated in the present study are compared with the published 
results [14]. A comparison of the results is shown in Table I 
and Table II. It is found that when strain is applied in parallel 
or perpendicular to C-C bond the bandgap obtained in both the 
cases agrees with the results evaluated by first principle method 
This implies that the proposed method can be applied to 
estimate the band gap in strained grapheme structure. 

 

Table I

A comparison of the results evaluated by the proposed and by 
the First principle method [14] under the application of strain 
parallel to C-C bond. 

 

Ly 
(nm) 

 
 

Lx 
(nm) 

 

Bandgap (eV) Error
(%) First principle 

method 
Proposed 
method 

0.2196 0.12277 0.052 0.051 1.92

0.2236 0.12245 0.107 0.106 0.94

0.2296 0.12107 0.219 0.220 0.46

0.2336 0.1219 0.314 0.314 0.0

0.2377 0.12172 0.442 0.431 2.49

0.2396 0.12166 0.486 0.489 0.62

 
   

      

Table II

A comparison of the results evaluated by the proposed and by
the First principle methods [14] under the application of strain 
perpendicular to C-C bond.                                                            

     Lx 
(nm) 

 

Ly 
(nm) 

 

Bandgap (eV) Error
(%) First principle 

method 
Proposed 
method 

0.1252 0.2130 0.026 0.027 3.85

0.1268 0.2126 0.054 0.054 0

0.1278 0.2124 0.075 0.075 1.33

0.1288 0.2121 0.095 0.098 4.21

0.1292 0.2120 0.103 0.107 3.88

0.1303 0.2118 0.129 0.135 4.65

0.1313 0.2115 0.155 0.162 4.52

IV. CONCLUSION 
In this study an analytical model is proposed to evaluate the 

energy band gap of strained graphene under the application of 
planner strain in graphene lattice structure. The proposed 
model is applied to evaluate the energy gap in symmetrically 
strained as well as asymmetrically strained graphene structure. 
Using the model the band gap of symmetrically strained 
graphene is calculated and it is found to be zero at K-point of 
the Brillouin zone. Further, the model is applied to determine 
the band gaps under different planner strains parallel and 
perpendicular to C-C bonds of graphene lattice structure. The 
results obtained in both the cases are found to be in good 
agreement with that of obtained from first principle method . 
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Abstract— This work reports the DC characteristics of dual 
gated large area graphene metal oxide semiconductor field 
effect transistor (MOSFET). The sheet charge density 
dependent quantum capacitance is obtained self-consistently 
with considering the impurities concentration of the gate oxide 
layer. The potential profile as well as sheet charge density of 
graphene channel is calculated. The C-V and I-V 
characteristics are illustrated here. Finally, the velocity- field 
relation is shown. 

Keywords— Graphene MOSFET, GFET, Large area 
graphene, dual gate effects, self-consistent quantum capacitance. 

I. INTRODUCTION  
 

Graphene is a flat monolayer of sp2 carbon atoms tightly 
packed into a two-dimensional (2D) honeycomb lattice 
including a linear energy dispersion relation [1]. Graphene 
offers many of the advantages such as high carrier 
mobilities up to 2, 00000 cm2 V-1 s-1 in substrate supported 
devices and high saturation velocity [2] െ [6]. The novel 
electronic properties of graphene lead to intense research 
into possible applications of this material in nano scale 
devices such as dual gate graphene MOSFETs. In case of 
field effect devices, the charge control over conducting 
channel can be known from C-V characteristics clearly. But, 
graphene is different as a channel material compared to 
conventional MOSFETs in several respects. It is known 
from general MOS theory that the gate capacitance per unit 
area CG of a MOS structure with a semiconductor having a 
finite density of states (DOS) cannot be described properly 
by the oxide capacitance Cox alone. Instead, the gate 
capacitance has to be considered as a series connection of 
the oxide capacitance Cox and the quantum capacitance Cq 
accounting for the limited DOS [7]. Sheet charge density 
dependent the quantum capacitance was calculated without 
considering the impurities concentration of the gate oxide 
layer [7]. Here, we have calculated the sheet charge density 
dependent quantum capacitance self-consistently 
considering the impurities concentration of the gate oxide 
layer [8]-[12]. Also the channel potential as well as sheet 
charge density variation with channel length are studied 
here.  We have introduced the effects of dual gate on dc 
characteristics of graphene MOSFET. The I-V 
characteristics of graphene MOSFET show kink-like effect  

 

            

Figure 1.  Cross section of the modeled graphene MOSFET. 

of ambipolar nature of the conducting graphene channel. 
The parasitic series resistances are taken into account. The 
low field electron mobility is considered constant 
throughout the simulation [13], [14]. The velocity-field 
characteristics are also illustrated here. 

II. SELF-CONSISTENT QUANTUM CAPACITANCE  
A dual gated graphene MOSFET is considered for our 

work shown in Fig.1. Graphene grown on metal and 
transferred to a SiO2 covered Si wafer is used as the channel 
of the MOSFET.  The length and width of the graphene 
channel are 5 ݉ߤ and 1 ݉ߤ respectively. Here, HfO2 (k=16) 
is used as top-gate oxide and SiO2 (k=3.9) is used as back-
gate oxide [5], [7]. The quantum capacitance of graphene 
channel depends on the sheet charge density of the channel. 
The overall net mobile sheet charge density Qsh is simply the 
difference between the hole and electron sheet densities 
multiplied by the elementary charge [7]. 
 

Qsh = qൈ(pെ݊)   (1) 

Qsh = ݍ ଶ గ ሺћ ௩ಷሻమ ׬ ܧ  ൭ ଵୣ୶୮൬ಶశಶಷೖಳ ೅ ൰ ାଵ െ ଵୣ୶୮൬ಶషಶಷೖಳ ೅ ൰ ାଵ ൱ஶ଴  (2)  ܧ݀ 

 
The quantum capacitance is defined as the derivative of 

the net channel charge density Qsh with respect Vch, 

Cq = െ ௗொೞ೓ௗ௏೎೓    (3) 
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The expression for quantum capacitance was derived 
based on a two dimensional electron gas (2DEG) model [8] 

Cq = ଶ௤మ௞ಳ ்గሺћ ௩ಷሻమ lnቂ2ሺ 1 ൅ ݄ݏ݋ܿ ቀ௤௏೎೓௞ಳ ் ቁ ሻቃ  (4) 
 

Where, ݒF ≅ c/300 = ଷൈଵ଴ఴଷ଴଴  = 1ൈ106 ms-1 = 1ൈ108 cms-1 is 
the Fermi velocity of the Dirac electron and Vch = EF/q is the 
potential of the graphene. Here, ݇஻  is the Boltzmann 
constant, ћ  is the reduced Plank’s constant and T is the 
Kelvin temperature. When qVch ب ݇஻ܶ, then (4) reduces to 
as follows [7], [8]. 

Cq≅ ଶ௤మగ ௤ |௏೎೓ | ሺћ ௩ಷሻଶ  = ଶ ௤మ√గ ћ ௩ಷ √݊   (5) 
 

Where, n = ଵగ ሺ௤௏೎೓ћ ௩ಷ ሻଶ is the carrier concentration of the 
graphene channel. The quantum capacitance has a minimum 
value at the Dirac point (Cq,min) [8] which is close to zero. If 
the value of Vch is zero then from (4) coshሺ0ሻ ≅ 1. So the 
minimum value of Cq is as follows: 

Cq,min = ଶ ௤మ௞ಳ ்గሺћ ௩ಷሻଶ  ݈݊ ሺ4ሻ    (6) 
At room temperature T = 298K the value of Cq,min = 

0.8358 µFcm-2 and at T = 300K then the value of Cq,min = 
0.8414 µFcm-2 i.e. approximately Cq,min≅0.8 µFcm-2. The 
theoretical model is based on the assumption of pure and 
perfect graphene. In reality, various impurities and defects 
exist in the oxide substrate. The recent theoretical and 
experimental results have shown that charged impurities 
have a key role in the transport properties of graphene near 
the Dirac point. It has been reported that charged impurities 
in substrates cause local potential fluctuations and electron or 
hole puddles in graphene. Additional carrier density n* is 
induced by the charged impurities. This additional carrier 
density should take into account by expressing the total 
carrier concentration as [8]: 

n = |݊௚| ൅  (7)    |כ݊|
 

Where, ݊௚ and ݊כare the carrier concentrations caused by 
the gate potential and the charged impurities respectively.  
Combining (5) and (7) we can calculate the quantum 
capacitance of graphene as a function of the graphene 
potential and the different impurity concentration of the 
oxide substrate which is acts as the insulator of a GFET. 
 

Cq = ଶ ௤మ ௤௏೎೓గሺћ ௩ಷሻଶ  = ଶ ௤మ√గ  ћ ௩ಷ ඥ|݊௚| ൅  (8)  |כ݊|
 

Where, ng = ( ௤௏೎೓√గ ћ ௩ಷ)2 is the carrier concentration due to 
gate voltage. The net sheet charge density is calculated by 
using (3) as [7] 

Qsh = െ ׬ ௤݀Vୡ୦ܥ ൌ െ ଵଶ ௤ܥ ௖ܸ௛  (9) 
 

The top gate oxide capacitance Cox-top and back gate 
oxide capacitance Cox-back are added with the quantum 
capacitance Cq as shown in equivalent circuit in Fig. 2. 

Here, V(x) is the voltage drop in the channel. It is zero at 
x =0 and equal to the drain-source voltage Vds at x = L. The 
equation of the potential across the quantum capacitance Vch 
is derived in [7]. 

 
Vch = ሺ ௚ܸ௦ି௧௢௣ – ܸሺݔሻ െ ௚ܸ௦ି௧௢௣,଴ሻ   ஼೚ೣష೟೚೛஼೚ೣష೟೚೛ା஼೚ೣష್ೌ೎ೖାభమ஼೜  ൅ 

 ሺ ௚ܸ௦ି௕௔௖௞ – ܸሺݔሻ െ ௚ܸ௦ି௕௔௖௞,଴ሻ  ஼೚ೣష್ೌ೎ೖ஼೚ೣష೟೚೛ା஼೚ೣష್ೌ೎ೖାభమ஼೜      (10) 

 
Since Cq is not constant but depends on Vch and on the 

other hand Vch depends on Cq. In this case (8) and (10) have 
to be solved self-consistently.  

 
 
 

           Cox-top     Cox-back 
 
 

 
         Vgs-top       Vch           Cq                        Vgs-back 

 
         V(x) 
 
Figure 2.  Equivalent capacitive circuit of a graphene MOSFET with both 
top-gate and back-gate. Here, Cox-top, Cox-back are the top-gate and back-gate 
oxide capacitance respectively. 

III. CHANNEL POTENTIAL CALCULATION  
The channel potential of dual gated, large area graphene 

MOSFETs can be calculated in different techniques. We 
have followed the model [15]. The main feature of this 
model is to feed a drain current into the device and applying 
the top-gate and back-gate voltages to calculate the resulting 
channel potential as well as drain source voltage [15]. Here, 
only the drift current is considered and the effect of the self-
consistent quantum capacitance is taken into account using 
(8) and (10). First, the channel length is divided into several 
equidistant segments as shown in Fig. 3. The length of the 
small segment is ∆ݔ = L/N, where L is the channel length and 
N is the total number of small segments. Initially a drain 
current Id is feed into this model and top-gate voltage Vgs-top, 
back-gate voltage Vgs-back is applied and using the parameters 
in Table I the channel potential is calculated. Since the 
current is negative the channel acts as a p-type MOSFET. To 
get the channel potential V(x) which is dependent on the 
position of the channel length x from 0 to L, the parasitic 
source-drain resistances (i.e. Rs and Rd) are not considered. 
At position x=0 the initial values V(x), ߩ(x), v(x), E(x) are 
calculated. At x=0, the channel potential is 
V(x=0)=V(i=0)=0. It is mentioned that x= iൈ  = where i ,ݔ∆
0 to N i.e. the number of the values of i is N+1. Using 
V(x)=0 the self-consistent quantum capacitance Cq(i∆0=ݔ) is 
calculated as mentioned in section II. Then potential across 
the quantum capacitance Vch(i∆0=ݔ) is calculated by using 
(10). The corresponding sheet charge density 
ρsh(i∆0=ݔ),saturation velocity vsat(i∆0=ݔ) are calculated by  
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Figure 3.  Cross section of the discretized Graphene channel. 

using (11), (13) respectively. Due to the current continuity 
the drift velocity v(i ݔ∆ =0), electric field E(i ݔ∆ =0) are 
calculated as the following equations [15]. 
ቚെ = (0=ݔ∆i)shߩ   ଵ ଶ ௤ ݔ∆୯ሺ݅ܥ ൌ 0ሻ ୡܸ୦ሺ݅∆ݔ ൌ 0ሻቚ + ߩsh,0        (11) 
 

v(i∆0=ݔ) = I೏௤ௐ݄ݏߩሺ௜∆௫ୀ଴ሻ   (12) 

 

vsat(i∆0=ݔ) = ଶћஐ గమћమ௩Fఘೞ೓ሺ௜∆௫ୀ଴ ሻ ටߨሺћݒFሻଶߩ௦௛ሺ݅∆ݔ ൌ 0ሻ െ ቀћஐଶ ቁଶ
     (13) 

 
 

E(i∆0=ݔ) = |௩ሺ௜∆௫ୀ଴ሻ|ൈ ௩౩౗౪ሺ௜∆௫ୀ଴ሻஜඥ ௩౩౗౪ሺ௜∆௫ୀ଴ሻమି ௩ሺ௜∆௫ୀ଴ሻమ (14) 
 

The channel potential in the next segment i.e. i=i+1 is 
calculated by: 

V[(i+1)∆ݔ ൌ ݔ∆V(i = [ݔ∆ ൌ 0)െE(i∆0=ݔ)ൈ  (15) ݔ∆ 
 

This algorithm is repeated by calculating the sheet charge 
density at x= (i൅1ሻ ൈ  Thus applying this procedure until .ݔ∆
i=N and the total channel potential V (N∆ݔ) is calculated. If 
the drift velocity v(i ݔ∆ ) exceeds the saturation velocity 
(2vF/π) then the sheet charge density ߩ(i∆ݔ) will be too small 
to guarantee current continuity. In this condition the drift 
velocity is set to maximum saturation velocity and sheet 
charge density is set to as follows [15]. 

v(i∆ݔ) = vsat = 2vF/π    (16) 
 

ρ(i∆ݔ) = ூ೏௤ௐ௩ೞೌ೟ = గூ೏ଶ௤ௐ௩ಷ   (17) 
 

When v(x) = vsat(x) the electric field Esat would be 
infinitely large and Esat is calculated by 
 

E(i∆ݔ) = a ௩ሺ௜∆௫ሻ
µ

 = a ଶ௩ಷగµ
       (18) 

Where, a is an empirical factor such as 4 or 5 used only 
in the region of constant electric field at v(x) = vsat(x). 

IV. CURRENT VOLTAGE CALCULATION 
The current-voltage characteristics are found by 

following both the section II and section III approximation. 
Here, Id െ Vds characteristics of graphene MOSFETs are 
found by setting channel potential at source end with IdRs at x 
= 0 [15]. 

V(x=0) = V(i=0) = IdRs   (19) 

By applying the procedure of Section III until i = N and 
adding potential Id Rd to get the drain-source voltage Vds as 

Vds = V(N∆ݔ) + Id Rd   (20) 
 

Now the drain current and gate voltage (i.e. top gate 
voltage or back-gate voltage) characteristics are calculated 
for different values of drain-source voltages. Here, the given 
drain source voltage Vds-const is mentioned with the fixed 
parameters of Table I and a condition is applied such that if 
drain source voltage by (20) is same as the Vds-const then this 
current Id is the desired current for the gate voltage. Such the 
Id-Vgs-top or Id-Vgs-back characteristics can be found. 

TABLE I.  PARAMETERS OF GRAPHENE CAPACITANCE MOSFET 

 

V. RESULTS AND DISCUSSION 

A. C-V Characteristics: 
The effect of the quantum capacitance on the overall 

gate capacitance is investigated. First, the capacitances of a 
graphene MOSFET with a 3-nm SiO2 top- gate dielectric, 4 ൈ 1011 cm-2 impurities concentration n*, zero ௚ܸ௦ି௧௢௣,଴  and   
zero applied Vds i.e. without feeding current into the model 
is considered. The quantum capacitance and top-gate oxide 
capacitance (1.15 µFcm-2) affects the gate capacitance C௚ as 
a series combination of C௤ and C௢௫ି௧௢௣. The minimum value 
of the quantum capacitance was found as 1.7325 µFcm-2 at 
zero top-gate voltage and the maximum value was found as 
23.5009 µFcm-2 for both top-gate voltage െ1V and +1V 
also at Fig. 4. The shape of the quantum capacitance is fully 
symmetrical on the both side of the Dirac point i.e. at the 
point where the minimum value of Cq is found. The 
quantum capacitances are shown for different values of the 
impurities concentrations n* from 1ൈ1011 cm-2 to 10 ൈ1011 
cm-2 in Fig. 5 [10], [12]. With the increasing value of n* the 
minimum value of the quantum capacitance is also 
increasing.  But the shape of Cq-Vgs-top curve is unchanged  

Parameters with Units Parameters Values 
L(µm) 
W (µm) 
tox-top (nm) 
tox-back (nm) V୥ୱି୲୭୮,଴(V) V୥ୱିୠୟୡ୩,଴(V) ߩsh,0 (cm-2) 
Rs = Rd (Ω) 
n*(cm-2) 
µp = µn (cm-2V-1s-1) 
ћΩ (meV)

5 
1 
15 
285 
1.45 
2.70 
1.5ൈ1012 
900 
8ൈ1011 
1500 
55 
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Figure 4.  Quantum capacitance Cq, top-gate oxide capacitance Cox-top and 
gate capacitance Cg of a graphene MOSFET structure as a function of top-
gate voltage. 

i. e. symmetrical with the top-gate voltage. By taking the 
different values of n* the Cq are found such as shown in 
Table II. 

TABLE II.  QUANTUM CAPACITANCE WITH IMPURITIES  
CONCENTRATIONS 

Impurities 
concentrations, n* (1011 

cm-2) 
 

Cq,min (µFcm-2) 
(Vgs-top = 0V) 

Cq,max (µFcm-2) 

(Vgs-top = േ૚  ሻࢂ

1 
2 
4 
8 

0.866 
1.225 
1.732 
2.450 

23.452 
23.468 
23.500 
23.564 

 
Thus the slopes of the curves are about same shape with 

respect to both sides of the top-gate voltage. The gate 
capacitance of a dual gated graphene MOSFET is the series 
combination of Cq, Cox-top, and Cox-back 

 ଵ஼ౝ = ଵ஼౥౮ష౪౥౦ + ଵ஼౥౮షౘ౗ౙౡ + ଵ஼౧    (21) 

 
 

The total sheet charge density ߩsh has the effect of 
residual sheet carrier concentration ߩsh,0 [7] ߩsh = |െ ଵ ଶ ௤ ୯ܥ ୡܸ୦| + ߩsh,0   (22) 

 
We considered ߩsh by (22) throughout the model 

simulation. 

The gate oxide capacitance Cox-top or Cox-back is defined as:  
 

Cox=  ఢబఢ೚ೣ௧೚ೣ       (23) 
 

Where, ݐ௢௫  is the gate oxide thickness and ߳௢௫  is the 
dielectric constant of the gate oxide material. 

 
Figure 5.   Quantum capacitance Cq with different values of the impurities 
concentrations n* in the oxide substrate of a graphene MOSFET structure 
as a function of top-gate voltage. 

B. I-V Characteristics: 
Fig. 6(a) and 6(b) shows the I-V characteristics of the 

graphene MOSFET for different Vgs-top  at two back gate 
bias conditions, Vgs-back of +40V and െ40V respectively.  

 
Fig. 6(a) shows that the drain current Id is increasing 

with increasing drain to source voltage Vds for different top 
gate voltages at constant back gate bias Vgs-back=൅40V. The 
similar curves are displayed on Fig. 6(b) for Vgs-back= െ40V. 
 

 
(a) 

 
(b) 

Figure 6.  (a) The drain current ܫௗ as a function of drain source voltage Vds 

for four different values of  ௚ܸ௦ି௧௢௣  at Vgs-back = +40 V (b) The drain 
current ܫௗ as a function of drain source voltage Vds for four different values 
of ௚ܸ௦ି௧௢௣ at Vgs-back = -40 V. 
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The variation of gate voltage directly affects the channel 
potential, Vx. The quantum capacitance, Cq and the graphene 
potential, Vch are varied self-consistently with Vx which 
influences the sheet charge density, ρsh. Thus the drain 
current, Id which is a function of gate voltage (Vg-top or Vg-

back) and sheet charge density, ρsh is also changed. The Id 
curve from Fig. 6(a) for Vgs-top=0.0 V, which shows a 
pronounced ‘kink’ in the characteristics signify the presence 
of an ambipolar channel. For our device in Fig. 1, with 
channel length L, V(L)=Vds so that for Vds ≤ Vds-kink≈ Vgs-top-
V0, current is carried by holes throughout the length of the 
channel [5]. For Vds = Vds-kink, the vanishing carrier density 
produces a ‘pinch-off ’ region at the drain that renders the 
current in the channel relatively insensitive to Vds and results 
in the pronounced kink seen in the I–V characteristics. The 
Vds>Vds-kink, gives rise to an accumulation of electrons in the 
drain side and a corresponding increase in the carrier density 
leading to a further increase in the drain current. Thus there 
produces an ambipolar regime in the graphene channel. The 
pinch-off point becomes a place of recombination for holes 
flowing from the source and electrons flowing from the 
drain. Because there is no band gap, no energy is released in 
this recombination [5]. 

 
   (a) 

 
   (b) 
Figure 7.  (a) The drain current ܫௗ as a function of drain source voltage Vds 
for four different values of  ௚ܸ௦ି௕௔௖௞ at Vgs-top = +1.5 V. (b) The drain 
current ܫௗ as a function of drain source voltage Vds for four different values 
of ௚ܸ௦ି௕௔௖௞ at Vgs-top= -1.5 V. 

       Fig. 7(a) and 7(b) shows the I-V characteristics of the 
graphene MOSFET for different back-gate voltages at two 
top gate bias conditions, of +1.5 V and െ1.5 V respectively. 

    
   (a) 

      
   (b) 
Figure 8.   (a) The drain current Iௗ as a function of top-gate voltage Vgs-top 

for four different values of Vௗ௦  at  ௚ܸ௦ି௕௔௖௞  = +40V. (b) The drain 
current ܫௗ  as a function of back-gate voltage for four different values of Vௗ௦ 
at  ௚ܸ௦ି௧௢௣ = +1.5V. 

Fig. 8(a) and 8(b) shows the transfer characteristics. In 
both figures, it is seen that the Dirac point shifts when the 
drain-source voltage is varied. 

Fig. 9 shows the simulation of potential on graphene 
channel with fixed  ௗܸ௦ ൌ െ2.5V ,  ௚ܸ௦ି௧௢௣ ൌ െ1.5ܸ 
and  ௚ܸ௦ି௕௔௖௞ ൌ ൅40 ܸ . At the source end i.e. at x=0, 
channel potential is zero. As the channel length increases the 
corresponding channel potential increases and becomes 
equal to drain voltage at the drain end voltage equal to െ2.5 
V. 

           
Figure 9.   Potential profile of graphene Channel 
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Figure 10.  Variation of sheet charge density with channel length at Vgs-

top= െ1.5 ܸ, Vgs-back=൅40 ܸ with different Vds. 

 
Figure 11.   Velocity-field relation for graphene MOSFET at Vgs-

top= െ1.5 ܸ, Vgs-back= ൅40 ܸ when Vds= െ3.0 ܸ. 

Fig. 10 shows the variation of sheet charge density with 
channel length at different Vds. As Vds is decreased negatively 
the corresponding sheet charge density decreases up to Dirac 
point. After Dirac point we obtain a positive gate to channel 
voltage at the drain end which gives rise to an accumulation 
of electrons and corresponding increase in sheet charge 
density. Now the majority charge carriers are holes at the 
source end and electrons at the drain end i.e. ambipolar 
conduction occurs. 

Fig. 11 shows the velocity-field relation for graphene 
MOSFET. It can be seen that the drift velocity increases 
linearly with the applied electric field and becomes saturated 
(2.12×107 cms-1) at 75.06 kV/cm similar to [16], [17]. 

VI. CONCLUSION 
The simulation of dc characteristics of dual gated 

graphene MOSFET has been presented here. We have 
calculated sheet charge density dependent quantum 
capacitance self consistently considering charged impurities 
in the gate oxide. With increasing charged impurities 
concentration the quantum capacitance increases near the 
Dirac point. A maximum value of quantum capacitance 
23.564 µFcm-2 is obtained at Vgs-top= േ1 ܸwith the charged 
impurities concentration of 8ൈ1011 cm-2. The effects of dual 
gate voltage on the I-V characteristics of graphene MOSFET 

is illustrated here. The channel potential as well as the sheet 
charge density on graphene channel is simulated. Sheet 
charge density of 13.5 ൈ 1012 cm-2 has been found at 
Vds=െ1.5 ܸ, Vgs-top= െ1.5 ܸ, Vgs-back= ൅40 ܸ. We also try to 
point out the ambipolar characteristics of graphene channel.  
Finally, the velocity-field relation is shown. 
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Abstract—Graphene nanoribbons (GNRs) are considered as a 
prospective material for the next generation of nanoelectroic 
devices. One of the important properties of GNRs in determining 
the performance of such devices is capacitance; in particular, the 
quantum capacitance when the device size approaches in the 
scale of nanometer. This work presents a comprehensive 
investigation of the bandgap structure and the classical and 
quantum capacitance in armchair-edge GNRs (A-GNRs) using 
semi-analytical method. The method is simple and more realistic 
considering edge effects of A-GNRs. The results show that the 
edge effects have significant influence in defining the bandgap 
which is a necessary input in the accurate analyses of 
capacitance. The classical capacitance is completely determined 
by the device geometry and a dielectric constant of the medium. 
The quantum capacitance is obtained considering edge effects 
and discussed for both degenerate (high gate voltage) and 
nondegenerate (low gate voltage) regime. It is demonstrated that 
the total capacitance is equivalent to the classical capacitance in 
nondegenerate regime, whereas in degenerate regime, quantum 
capacitance dominates over the classical capacitance. Such detail 
analysis of GNRs considering a realistic model would be useful 
for the optimized design of GNR based nanoelectronic devices. 

Keywords—Graphene nanoribbon, bandgap, classical 
capacitance, quantum capacitance. 

I.  INTRODUCTION 
Graphene, a flat monolayer of carbon atoms packed into a 

two-dimensional honeycomb lattice, is recognized as a 
promising candidate for the nanoelectronic devices [1], [2]. It 
has attracted enormous interest for possessing remarkable 
electronic properties. In particular, the high mobility, which 
promises near-ballistic transport and high speed switching, has 
made it viable alternate to silicon (Si) for the channel of field-
effect transistors [3]. Although carbon nanotubes (CNTs) offer 
better transport properties, graphene are believed to be more 
controllable from a fabrication point of view. This is due to 
the planar nature of graphene, which can be patterned using 
high-resolution lithography. 

Generally graphene is metallic or semi-metallic with zero 
band gap. For semiconductor applications, a band gap can be 
achieved by using a narrow strip of graphene in the size of 
nano-scale called graphene nanoribbon (GNR) [4]. In 
accordance with the shape of edges, GNRs are classified as 
zigzag-edge (Z-GNR) and armchair-edge (A-GNR) [5]. The 
semiconducting properties of A-GNRs can be predicted from 

       
 

Figure 1.  Schematic of a A-GNR. The gray circles denote hydrogen atoms 
terminating the edge carbon atoms. The number of dimmer line and the ribbon 

width are represented by N and Wac, respectively. 

their width which is dependent on its number of dimmer lines 
(N), as shown in Fig. 1.  It will be semiconducting for N = 3p 
or N = 3p+1, or N = 3p+2, where p is an integer [6]–[9]. In 
comparison, Z-GNRs are always metallic and independent of 
N [10].  

One of the main properties of controlling the 
semiconducting transistor is the capacitance formed between 
the channel and the gate. The capacitance is important for 
understanding fundamental electronic properties of the material 
such as the density of states (DOS) as well as the device 
performance including the I-V characteristics and the device 
operation speed [3]. The capacitance in classical approach is 
completely determined by the device geometry and a dielectric 
constant of the medium. However, quantum effects will give 
prominent impact to the device performance once the 
transistor approaches the size of nanoscale device and hence 
the quantum capacitance must be taken into consideration [4], 
[11]–[13]. 

A number of works have been found in literature 
investigating the band gap and quantum capacitance in GNR 
field-effect transistors [10], [14]–[17]. Many of them consider 
classical approaches, for example a simple tight binding (TB) 
model, which have been previously used to simulate Si metal 
oxide semiconductor field-effect transistors (MOSFETs), 
CNTFETs, and nanowire FETs [14]–[16]. Such model did not 
consider edge effects. However, unlike CNTs which do not 
have edges, the presence of edges in the A-GNRs has a 
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significant influence on the band gap and thus on the quantum 
capacitance of GNRFETs. Several approaches have been 
reported to consider the edge effects, likewise, modified TB 
model [8], NEGF formalism with self-consistent method [17] 
and semi-analytical model [4]. This work presents a 
comprehensive investigation of band gaps and quantum 
capacitance in A-GNRs considering edge effects.  The semi-
analytical model which is computationally simple and can 
produce accurate results is used for the analysis. 

An accurate calculation of the band structure is a necessary 
input for the model used in this paper. We first examine the 
band gap and band structure in A-GNRs without considering 
and with considering edge effects. The results show significant 
influence of edge effects in band gap. Then the quantum 
capacitance is thoroughly investigated considering edge 
effects in both degenerate (high gate voltage) and non-
degenerate (low gate voltage) regime. The dependency of 
degeneracy on the gate voltage, which influences the quantum 
capacitance, is also discussed. Since the graphene technology 
is at its very early stage, such theoretical analysis can be very 
useful to get physical insight of GNRFETs and to optimize the 
design with attainable performance. 

II. THEORY 
An armchair-edge graphene nanoribbon can be recognized 

by the armchair-like pattern that the outermost carbon atoms 
form along the edges of a narrow strip of graphene. Recent 
studies have shown that A-GNRs can be semiconducting for N 
= 3p or 3p+1 or 3p+2 depending upon their edges [15]. The 
width of an armchair ribbon can be defined in terms of the 
number of dimer lines (N) as [16] 

                           ( ) aNacW
2
31−=                                (1) 

where a = 1.42 0Α is the nearest neighbor distance. Now the 
relations between band gap energy  GE  and width of GNRs 
can be derived as  
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where 1γ = − 3.2 eV is the first nearest neighbor hopping 
parameter, 3γ = − 0.3 eV is the third nearest neighbor hopping 
parameter,

1γΔ = − 0.2 eV is the correction of 1γ  for the bonds 
due to the  edge bond relaxation effect [14].     

The energy dispersion relation can be expressed as [4] 
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Capacitance is one of the important characteristics in 
semiconducting device. The gate voltage gV  which is applied 
to metallic gate induces extra carrier with a density n, where 
another extra carrier is produced because of the opposite 
polarity into gate itself.  Thus, the gate voltage gV   is the 

summation of onsite potential sV  and the voltage drop over the 
gate oxide oxV , 

                      oxsg VVV +=                      (4) 

If the electrostatic potential on the GNR is uniform, then the 
voltage drop over the gate oxide is also uniform, and the 
following expression can be obtained from (4) 

                          
dQ

dV
dQ
dV

dQ
dV oxsg +=                                       (5) 

If one defines the quantum capacitance sQND dVdQC /=  

and the classical capacitance as oxins dVdQC /= , equation (5) 
becomes 

             
insQNDG CCC
111 +=                 (6) 

This indicates that the gate capacitance is the serial 
combination of the quantum capacitance and the classical 
capacitance. 

An electrostatic potential oxV  shows classical behavior 
when the density of states is infinite and thus sV = 0. This 
definition describes the classical capacitance which can be 
denoted as [8] 

    
                      ⎟⎟
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t
acWkoεNinsC
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G                             (7)   

 where GN  is the number of gates, k is the relative dielectric 
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constant of the gate insulator, 0ε is the permittivity of air, 

oxt represents the gate insulator (oxide) thickness and 1=α  is a 
dimensionless fitting parameter [8]. 

The quantum capacitance is simply denoted as a 
differential change of charge density with respect to 
electrostatic potential sV as 

         o
ss

QND De
V
ne

dV
dQC 2=

∂
∂==            (8) 

where oD  is the weighted average of the density of states 
(DOS) and e is the charge of the carrier. 

                       ])()[(.
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where )( seVED + is the density of states (DOS) of GNR 
which is shifted by electrostatic potential sV . The Fermi 
probability function is given by 
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It is stated that under thermal equilibrium the Fermi level is 
unique and exactly at the Dirac point 0=FE . 

So, the general expression of quantum capacitance can be 
obtained from (8) as [17]  
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where Bk = KJ. /10381 23−×  (Boltzmann constant), 

e = 191061 −×. Columb, T = Room temperature, t = 2.7 eV, 
hopping integral of perfect GNR [10], and 2/GEEx −= . 

If local electrostatic potential in a GNR is tuned by a gate 
voltage, degeneracy can be determined when the Fermi level 
( sF eVE = ) will located within the conduction band. In 
degenerate regime, TkEE BF 3<−

 
and therefore, the Fermi 

function can be approximated as )(Ef = 1. On the other hand, 
for a nondegenerate condition when the Fermi level is located 
inside the GNR bandgap, the condition is given by 

.3 TkEE BF >− Therefore, the Fermi function 
becomes ( ) ]/exp[( TkEEEf BF )−= . Since the Fermi level is 
not accessible experimentally, the quantum capacitance in this 

regime can be calculated considering reduced Fermi function 
( ) )exp(η=Ef  in (11), where the reduced Fermi function is 

related to gate voltage, gV by [16] 

                                   
Tk
eVeV

η
B

Tg −
=                                    (12) 

Here, VT is the threshold voltage. In the following section, 
the quantum capacitance will be investigated as a function of 
the gate voltage as shown in (12).  

III. RESULTS AND DISCUSSION 

A. Width of GNR 
The electronic properties of GNRs can be controlled by 

varying the width of the ribbon. The width of the GNRs is 
derived by their number of dimer lines which is obtained from 
equation (1) and shown in Fig. 2. The width of GNR increases 
linearly with the increases of dimer line. 

B. Bandgap Energy 
Fig. 3 plots the bandgap energy (EG) as a function of the 

width (Wac) of A-GNR for N = 3p. The bandgap energy is 
calculated using (2) for two cases: without considering edge 
effect (model 1) and with considering edge effect (model 2).  
In model 1, modeling parameters are 1γ = -3.2 eV, 3γ = 0 
eV,

1γΔ = 0 eV. The corresponding energy dispersion curves 
(E-k diagram) for N = 21 are shown in Fig. 4. 

As shown in Fig. 3, the A-GNRs are semiconductor with 
energy gaps which is inversely proportional to the channel 
width. In order to go to the conduction band from valence 
band the electron must have to achieve an amount of energy 
which is equal to the bandgap energy. However, the energy 
gaps obtained without considering edge effects (model 1) are 
quite different from those with considering edge effects. 
Consideration of edge effects produces lower value of 
bandgap for a given width.  This difference indicates the 
importance of considering edge effects in the analysis of GNR 
based devices.   
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Figure 2.  Width of armchair nanoribbon (Wac) in nm vs. number  

of dimer line (N). 
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Figure 3.  Bandgap Energy (EG ) vs. width (Wac) of A-GNR with  N =3p  for 
model 1 (without considering edge effects) and model 2 (with edge effects).  
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Figure 4.  First sub-band structure of A-GNRs using N=21 for model 1 
(without considering edge effects) and model 2 (considering edge effects). 

Fig. 5 shows the bandgap energy (EG) as a function of the 
width (Wac) for three different conditions of dimer line as 
N=3p, N = 3p+1 and N = 3p+2. The variations in energy gap 
exhibit three distinct family behaviors. According to the 
simple TB model (without considering edge effects), the A-
GNR with N = 3p+2 is metallic [10]. However, considering 
edge effects it is found to be semiconductor and among three 
conditions of dimmer lines, this gives the lowest bandgap for a 
given width. This result is consistent with the previous works 
found in literature [14].  

From Fig. 5, it is observed that N = 3p+2 shows metallic 
behavior (EG = 0) if the width increases above few nm (~ 4 
nm).  So it is fruitful to take N=3p, N=3p+1 structure based 
device to work as a transistor since these give higher bandgap 
energy with designable width. 

C. Classical capacitance 
The effects of classical capacitance (i.e., gate insulator 

capacitance) give knowledge about the storage of charge with 
respect to electrostatic potential oxV . It is proportional to 
device GNR width (Wac), insulator thickness (tox) and 
dielectric constant. Fig. 6 shows the gate insulator 
capacitances (Cins) achieved from (7) for a single gate 
GNRFET, k = 3.8, and the oxide (gate insulator) thickness tox 
of 2 to 10 nm. 
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Figure 5.  Bandgap Energy (EG ) as a function of width (Wac) of A-GNR in 
case of N=3p, N=3p+1 and N=3p+2 considering edge effects (model 2). 
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Figure 6.  Classical capacitance (Cins) vs. A-GNR width (Wac) at different 

oxide thickness (tox) of 2 to 10 nm for a single gate GNRFET. 

The classical capacitance (Cins) increases linearly as the 
GNR width increases as shown in Fig 6. This is due to the 
proportional increase in area of A-GNR with the increasing 
width. The variation of Cins with the oxide thickness (tox) is 
shown in Fig. 7 for two different widths of 2.09 nm and 4.18 
nm. It shows that for a given width of GNR the Cins vary 
nonlinearly with the tox. The capacitance decreases with the 
increase in oxide thickness and this influence is more 
significant for lower value of oxide thickness.  

D. Quantum capacitance 
As the device structures lessening quantum capacitance 

becomes dominant and therefore must be taken into account. 
As discussed in section II, the Fermi level defines the quantum 
capacitance in two states: degenerate regime and 
nondegenerate regime. These two types give clear 
understanding of a nanoscale device from device turn-off to 
turn on. The quantum capacitance (CQND) in response to gate 
voltage (Vg) is shown in Fig. 8. Here, the band gap energy is 
considered as GE = 0.34 eV corresponding to Wac = 2.34 nm 
with N = 3p and E = 1eV. The value of CQND for general case 
is calculated directly using (11). 

As shown in Fig. 8,  the capacitance increases with the 
increasing gate voltage. In general case, the applied gate 
voltage is increasing means the Fermi level is shifting from in 
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Figure 7.  Classical capacitance (Cins) vs. insulator thickness (tox) at different 

A-GNR width (Wac) of 2.09 nm and 4.18 nm for a single gate GNRFET. 

 between position of bandgap to the conduction band. In 
degenerate regime, the concentration of electrons in the 
conduction band exceeds the DOS and the Fermi level located 
inside conduction band. This produces a maximum and 
constant value (138 pF/m)  of  quantum capacitance in 
degenerate regime (high gate voltage). Otherwise, in 
nondegenerate regime, the Fermi level lies in between the 
bandgap. So, increasing the negative channel voltage drops 
down the fermi level signifying the decrease of free electrons 
and thus the drecrease of quantum capacitance.   

Fig. 9 shows the comparison of gate insulator (classical) 
capacitance and quantum capacitance as a function of gate 
voltage. It is observed that the classical capacitance dominates 
the total capacitance at lower value of Vg, whereas at higher 
value of Vg the quantum capacitance dominates the total 
capacitance.  

IV. CONCLUSION 
Firstly, the band structure of A-GNRs is investigated as a 

function of ribbon width. By comparing the computed results   
with and without considering edge effects (edge bond 
relaxation and 3NN interaction), it is shown that edge physics 
in nanometer sized ribbons plays an important role in 
determining the bandgap and thus a careful consideration of 
edge effects is important to evaluate a device performance. 
Then we have investigated in detail the classical (gate 
insulator) capacitance as well as the quantum capacitance in 
A-GNRs with considering edge effects. The classical 
capacitance decreases with the increase in oxide thickness and 
the rate of change is more significant near the lower value of 
oxide thickness. The quantum capacitance is discussed in both 
nondegenerate and degenerate regime. The results show that 
the classical capacitance dominates the total capacitance in the 
nondegenrate regime (low gate voltage). On the other hand, 
quantum capacitance is dominant compared to the classical 
capacitance in the degenerate regime. All the results are 
discussed in terms of two controlling parameters: width (from 
the fabrication point of view) and gate voltage (from the 
operating point of view). Since the results are obtained using 

-6 -4 -2 0 2 4 6
0

50

100

150

Vg (V)

C
Q

 N
 D

 (
p

F
/m

)

 

 

General
Degenerate regime
NonDegenerate regime

 
Figure 8.  Quantum capacitance (CQND) vs. gate voltage (Vg) in general case, 

nondegenerate regime and degenerate regime for Wac = 2.34 nm (N = 3p). 
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Figure 9.  Capacitance (Quantum capacitance in general case and Classical) 
vs. gate voltage (Vg) for ribbon width of Wac = 2.34 nm. 

realistic model (considering edge effects), it is expected that 
the analysis of this work will be helpful for the design of GNR 
based nano-electronic devices. 
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Abstract—Due to continued scaling of feature sizes, signal
integrity and performance of today’s copper based nanoscale
interconnects are severely impacted. In this work, an ABCD pa-
rameter based model is presented for fast and accurate estimation
of crosstalk delay and noise for identically coupled copper based
nano-interconnect systems. Using the proposed analytical model,
the crosstalk delay and noise are estimated in copper based nano-
interconnects for intermediate and global interconnects at the
future Integrated circuit technology nodes of 21 nm and 15 nm
respectively. The proposed model has been compared with SPICE
and it is found that both the crosstalk delay and noise model are
almost 100% accurate as SPICE and in an average ∼22 times
and ∼40 times faster than SPICE respectively.

Keywords—signal integrity , nanoscale , ABCD parameter ,
crosstalk , delay , noise , nano-interconnects , SPICE.

I. INTRODUCTION

With the continued scaling of feature sizes, the clock
frequency increases, separation between adjacent interconnects
decreases, signal edge rates become faster and interconnects
become longer. Aggressive interconnect scaling also leads to
significant coupling capacitance among adjacent interconnects.
Moreover, because of the higher operational frequencies and
lower resistivity copper interconnects, inductive impedance of
the on-chip wires become comparable to or larger than the
resistive impedance. Due to these reasons, on chip capacitive
and inductive effects have become a major concern for signal
integrity and performance of today’s copper (Cu) based nano-
interconnects [1]. So, conventional approaches of lumped or
distributed RC model of interconnects are not adequate for
delay and crosstalk prediction especially in intermediate and
global wires in the nanometer regime [2].

In [3], the investigation on a single distributed RLC line has
been done without any consideration of coupling capacitances.
Delay and crosstalk have been modeled in [4] for loosely
coupled interconnects. Time domain expressions for output of
capacitively coupled interconnects have been developed using
the transmission line theory in [5], [6]. However, the delay
and crosstalk noise expressions ignore the effect of capacitive
loading at the receiver end. In [7], the lumped parameter
approximation was considered for crosstalk delay and noise
estimation, which did not correctly model the intermediate
and global interconnects of the nanometer regime. In [8]-[10],
two coupled interconnects are considered for the analytical
estimation of crosstalk delay and noise using classical ABCD
parameter based approach. ABCD matrix based method is also
reported to be advantagious to SPICE simulations [11] and

This work is partially supported by the DIT, Government of West Bengal,
India under VLSI Design Project.

FDTD (Finite Difference Time Domain) method [12]. In this
work, we have used the concept of ABCD parameter matrix
to accurately model the crosstalk delay and noise of three
identically coupled copper interconnects for intermediate and
global interconnects at the integrated circuit technology nodes
of 21 nm and 15 nm [3], [8]-[13].

The rest of the paper is organised as follows. Section II
briefly describes the equivalent RLC parameters of copper
based nano-interconnects. The proposed delay and crosstalk
analysis model is explained in section III. Section IV describes
the crosstalk analysis results using our proposed model for
various technology nodes and levels of interconnects. The work
concludes in section V.

II. EQUIVALENT ELECTRICAL PARAMETERS OF COPPER
INTERCONNECTS

A typical copper interconnect system is shown in Fig. 1.
In Fig. 1, 𝐿 is interconnect length, 𝑟 is per unit length (p.u.l)
resistance, 𝑙 is p.u.l self inductance, 𝐶𝑔 is p.u.l electrostatic
ground capacitance and 𝐶𝑐 is p.u.l electrostatic coupling
capacitance. The driver is implemented using inverting buffers
and load is capacitive, denoted by 𝐶𝐿. The buffers can be
modeled as an equivalent RC circuit with a high degree of
accuracy [3]. The parameters of the driving buffer are 𝑅𝑠
and 𝐶𝑜𝑢𝑡. 𝑅𝑠 and 𝐶𝑜𝑢𝑡 are the equivalent switching resistance
and the equivalent diffusion capacitance of a minimum sized
inverter buffer. RC parameters of the driver and load inverting
buffer are estimated using the device parameters from ITRS-
2011 roadmap [14]. The estimated parameters are shown in
Table I. The technology parameters for various levels of copper
interconnects are obtained from ITRS-2011 roadmap [14] and
shown in Table II. The analytical equations from [15] are used
to calculate the distributed RLC parameters (i.e., 𝑟, 𝑙, 𝐶𝑔 and
𝐶𝑐) of copper interconnects.

TABLE I. RC PARAMETERS OF THE MINIMUM SIZED
BUFFER FOR VARIOUS TECHNOLOGY NODES

�����������Parameters
Technology node

21 nm 15 nm

𝑅𝑠 (in KΩ) 34.45 47.4
𝐶𝑜𝑢𝑡 (in fF) 0.049 0.03

III. PROPOSED MODEL FOR ANALYSIS OF CROSSTALK
EFFECTS

In this work, a computationally efficient model for crosstalk
analysis in identically coupled interconnect systems is pre-
sented. The model is applied for analyzing crosstalk effects in
copper based nano-interconnect systems and compared with
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TABLE II. INTERCONNECT PARAMETERS (ITRS-2011)

Year 2015 2018
DRAM 1/2 pitch (nm) 25.26 17.86

(contacted)
MPU/ASIC Metal1 1/2 21.24 15.02
pitch (nm) (contacted)

MPU Physical gate 16.80 12.78
length (nm)

No. of Metal levels 13 14
Wiring pitch (nm) 42 30

42 30
84 60

A/R (Cu) 1.9 2
1.9 2

2.34 2.34
A/R (Via) 1.7 1.8

1.7 1.8
1.5 1.5

Effective Resistivity 6.61 8.09
(𝜇 Ω-cm) 6.61 8.09

4.82 6.08
VDD (Volt) 0.8 0.73
𝑇𝑜𝑥 (nm) 0.67 <0.55

Effective dielectric 2.55-3.00 2.10-2.78
constant (𝑘𝑒𝑓𝑓 )

Average dielectric 2.78 2.44
constant (𝑘𝑎𝑣𝑔)

SPICE. In our proposed methodology first, we develop an
analytical expression for the crosstalk delay and noise in
laplace domain. Then we adopt the inverse laplace transform
to find out the time-domain response of the crosstalk delay
and noise. The proposed methodology is briefly illustrated as
follows.

A. ABCD parameter based approach:
Infinitesimal section of an identically coupled three con-

ductor interconnect system is shown in Fig.2. Here, net1 and
net3 are the aggressor nets and net2 is the victim net. The
Kirchhoff equation for an infinitesimally small segment of
these three coupled interconnects is given by the following
equation,

𝜙𝑖 = 𝑃𝜙𝑜 (1)

where,

𝜙𝑖 = [𝑉𝑖1, 𝑉𝑖2, 𝑉𝑖3, 𝐼𝑖1, 𝐼𝑖2, 𝐼𝑖3]
𝑇 (2)

𝜙𝑜 = [𝑉𝑜1, 𝑉𝑜2, 𝑉𝑜3, 𝐼𝑜1, 𝐼𝑜2, 𝐼𝑜3]
𝑇 (3)
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Fig. 1. Electrical equivalent model of a typical copper inter-
connect system.
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Fig. 2. Schematic diagram of an infinitesimal section of an
identically coupled copper interconnect system.

and, matrix P is shown in (23). The matrix P can be diagonal-
ized as 𝑃 = 𝑉𝑊𝑉 −1, where, V and W are the eigen vector
and eigen value matrices of P respectively. Using,

𝑃𝑛 = (𝑉𝑊𝑉 −1)𝑛 = (𝑉𝑊𝑛𝑉 −1) (4)

and the identity,

lim
𝑛→+∞(1 +

𝑥

𝑛
)𝑛 → 𝑒𝑥 (5)

𝑃𝑛 can be written as shown in (25), where, n is the number
of infinitesimal lumped sections. Other parameters are defined
as follows.

𝑡𝑎 = cosh(𝐿𝜃1) (6)

𝑡𝑏 = cosh(𝐿𝜃2) (7)

𝑡𝑐 = cosh(𝐿𝜃3) (8)

𝑡𝑑 = sinh(𝐿𝜃1) (9)

𝑡𝑒 = sinh(𝐿𝜃2) (10)

𝑡𝑓 = sinh(𝐿𝜃3) (11)

Here, 𝜃1, 𝜃2 and 𝜃3 are the propagation constants and, 𝑍1,
𝑍2 and 𝑍3 are the characteristic impedances of the decoupled
interconnects [10]. The definitions are given below.

𝑑𝑥 = 𝐿/𝑛 (12)

𝜃1 =
√
𝑠𝐶𝑔(𝑟 + 𝑠𝑙) (13)

𝜃2 =
√
𝑠(𝐶𝑔 + 3𝐶𝑐)(𝑟 + 𝑠𝑙) (14)

𝜃3 =
√
𝑠(𝐶𝑔 + 𝐶𝑐)(𝑟 + 𝑠𝑙) (15)

𝑍1 =

√
(𝑟 + 𝑠𝑙)

𝑠𝐶𝑔

(16)

𝑍2 =

√
(𝑟 + 𝑠𝑙)

𝑠(𝐶𝑔 + 3𝐶𝑐)
(17)

𝑍3 =

√
(𝑟 + 𝑠𝑙)

𝑠(𝐶𝑔 + 𝐶𝑐)
(18)
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TABLE III. REPRESENTATION OF TRANSFER
FUNCTION H(S)

Evaluation Condition Representation of H(s)
Crosstalk delay evaluation in the victim net(𝑉𝑖2) when
both the aggressors(𝑉𝑖1 and 𝑉𝑖3) switch in the same
direction

𝐻1(𝑠)

Crosstalk delay evaluation in the victim net(𝑉𝑖2) when
both the aggressors(𝑉𝑖1 and 𝑉𝑖3) switch in the opposite
direction

( 4
3 .𝐻2(𝑠) − 1

3 .𝐻1(𝑠))

Crosstalk noise evaluation in the victim net(𝑉𝑖2) when
both the aggressors(𝑉𝑖1 and 𝑉𝑖3) switch in the same
direction

2
3 (𝐻1(𝑠) −𝐻2(𝑠))

The ABCD matrices of the driver and load ends of the three
identically coupled interconnects can be written as,

𝑃𝑑𝑟 =

⎡
⎢⎣
1 0 𝑅𝑠 0
0 1 0 𝑅𝑠
0 0 1 0
0 0 0 1

⎤
⎥⎦ (19)

𝑃𝑑𝑐 =

⎡
⎢⎣

1 0 0 0
0 1 0 0

𝑠𝐶𝑜𝑢𝑡 0 1 0
0 𝑠𝐶𝑜𝑢𝑡 0 1

⎤
⎥⎦ (20)

𝑃𝑙𝑜𝑎𝑑 =

⎡
⎢⎣

1 0 0 0
0 1 0 0

𝑠𝐶𝐿 0 1 0
0 𝑠𝐶𝐿 0 1

⎤
⎥⎦ (21)

The final Kirchoff equation for the coupled interconnects can
be written as,

Φ𝑖 = 𝑃𝑑𝑟𝑃𝑑𝑐𝑃
𝑛𝑃𝑙𝑜𝑎𝑑Φ𝑜 (22)

Here, 𝑃𝑑𝑟 and 𝑃𝑑𝑐 are the ABCD matrices of the resistive (𝑅𝑠)
and capacitive (𝐶𝑜𝑢𝑡) component of the driving buffer. 𝑃𝑙𝑜𝑎𝑑
is the ABCD matrix representation of the capacitive load. By
solving (22), the final output voltages 𝑉𝑜1(s), 𝑉𝑜2(s) and 𝑉𝑜3(s)
can be represented in terms of the inputs 𝑉𝑖1(s), 𝑉𝑖2(s) and
𝑉𝑖3(s) in matrix form as shown in (26). The exact expressions
of 𝐻1(s), 𝐻2(s) and 𝐻3(s) in (26) are shown in (27), (28)
and (29) respectively. 𝐻1(s), 𝐻2(s) and 𝐻3(s) are the transfer
functions of the decoupled interconnects. The transfer function
for the crosstalk delay or noise evaluation in the victim net will
be denoted as H(s) throughout the paper. The representation
of H(s) for different evaluation conditions (i.e., crosstalk delay
and noise) are shown in Table III. We consider a seventh-order
Pad𝑒 expansion for approximating hyperbolic functions in (27),
(28) and (29) with high degree of accuracy [3]. So the transfer
function H(s) will be of the form given in (30) after the Pad𝑒
expansion:

𝐻(𝑠) =
1

1 + 𝑠𝑏1 + 𝑠2𝑏2 + 𝑠3𝑏3 + 𝑠4𝑏4 + 𝑠5𝑏5 + 𝑠5𝑏5 + 𝑠6𝑏6 + 𝑠7𝑏7
(30)

where, the coefficients are shown below,

𝑏1 =
𝐿2𝑟𝐶

2
+ 𝑅𝑠(𝐶𝑜𝑢𝑡 + 𝐶𝐿) + 𝑅𝑠𝐿𝐶 + 𝐿𝐶𝐿𝑟 (31)

𝑏2 =
𝐿2𝑙𝐶

2
+
𝑅𝑠(𝐶𝑜𝑢𝑡 + 𝐶𝐿)𝐿2𝑟𝐶

2
+
𝑅𝑠𝑟𝐿

3𝐶2

6

+ 𝐶𝐿𝐿𝑙 +
𝐶𝐿𝐿

3𝑟2𝐶

6
+ 𝐿𝐶𝐿𝑅𝑠𝐶𝑜𝑢𝑡𝑟 +

𝐿4𝑟2𝐶2

24

(32)

TABLE IV. REPRESENTATION OF PARAMETER C

Transfer function Parameter C
𝐻1(𝑠) 𝐶𝑔

𝐻2(𝑠) (𝐶𝑔 + 3𝐶𝑐)
𝐻3(𝑠) (𝐶𝑔 + 𝐶𝑐)

𝑏3 =
𝐿3𝑅𝑠𝑙𝐶

2

6
+
𝐿4𝑟𝑙𝐶2

12
+
𝐿6𝑟3𝐶3

720
+
𝑅𝑠(𝐶𝑜𝑢𝑡 + 𝐶𝐿)𝐿2𝑙𝐶

2

+
𝑅𝑠(𝐶𝑜𝑢𝑡 + 𝐶𝐿)𝐿4𝑟2𝐶2

24
+
𝐶𝐿𝑟

3𝐿5𝐶2

120
+
𝑅𝑠𝐶

3𝑟2𝐿5

120

+
𝐶𝐿𝑟𝑙𝐿

3𝐶

3
+ 𝐿𝐶𝐿𝑅𝑠𝐶𝑜𝑢𝑡𝑙 +

𝐿3𝐶𝐿𝑅𝑠𝐶𝑜𝑢𝑡𝑟
2𝐶

6

(33)

𝑏4 =
𝐿4𝑙2𝐶2

24
+
𝐿6𝑟2𝑙𝐶3

240
+
𝑅𝑠(𝐶𝑜𝑢𝑡 + 𝐶𝐿)𝑟𝑙𝐿4𝐶2

12
+
𝑅𝑠𝐶

3𝑟𝑙𝐿5

60

+
𝑅𝑠(𝐶𝑜𝑢𝑡 + 𝐶𝐿)𝑟3𝐿6𝐶3

720
+
𝐶𝐿𝑟

2𝑙𝐿5𝐶2

40
+
𝐶𝐿𝑙

2𝐿3𝐶

6

+
𝐶𝐿𝑅𝑠𝐶𝑜𝑢𝑡𝐿

3𝑟𝑙𝐶

3
+
𝐶𝐿𝑅𝑠𝐶𝑜𝑢𝑡𝑟

3𝐿5𝐶2

120

(34)

𝑏5 =
𝑟𝑙2𝐶𝐿𝐿

5𝐶2

40
+
𝑟𝑙2𝐿6𝐶3

240
+
𝑅𝑠(𝐶𝑜𝑢𝑡 + 𝐶𝐿)𝑙2𝐶2𝐿4

24

+
𝑅𝑠𝑙

2𝐶3𝐿5

120
+
𝑅𝑠(𝐶𝑜𝑢𝑡 + 𝐶𝐿)𝑟2𝑙𝐿6𝐶3

240
+
𝐶𝐿𝑅𝑠𝐶𝑜𝑢𝑡𝑟

2𝑙𝐿5𝐶2

40

+
𝐶𝐿𝑅𝑠𝐶𝑜𝑢𝑡𝑙

2𝐿3𝐶

6

(35)

𝑏6 =
𝑙3𝐿6(𝐶𝑔 + 2𝐶𝑐)

3

720
+
𝑅𝑠(𝐶𝑜𝑢𝑡 + 𝐶𝐿)𝑟𝑙2𝐿6(𝐶𝑔 + 2𝐶𝑐)

3

240

+
𝐶𝐿𝑙

3𝐿5(𝐶𝑔 + 2𝐶𝑐)
2

120
+
𝐶𝐿𝑅𝑠𝐶𝑜𝑢𝑡𝑟𝑙

2𝐿5(𝐶𝑔 + 2𝐶𝑐)
2

40

(36)

𝑏7 =
𝑅𝑠(𝐶𝑜𝑢𝑡 + 𝐶𝐿)𝑙3𝐿6(𝐶𝑔 + 2𝐶𝑐)

3

720
+
𝐶𝐿𝑅𝑠𝐶𝑜𝑢𝑡𝑙

3𝐿5(𝐶𝑔 + 2𝐶𝑐)
2

120
(37)

Similarly, 𝐻2(s) and 𝐻3(s) can be represented in a form as
given in (30). The parameter C in the coefficients 𝑏1 to 𝑏7
varies according to the transfer function of the decoupled
interconnect and it is shown in Table IV. Here, the other
parameters are basically the distributed parameters of the
copper interconnect, length of the interconnect, driver and load
RC parameters.

TABLE V. CROSSTALK DELAY COMPARISON IN
INTERMEDIATE LEVEL INTERCONNECTS IN 21 𝑛𝑚

NODE

Length
𝑇1𝑃𝐿𝐻 (ns) 𝑇2𝑃𝐿𝐻 (ns)

SPICE Model % diff SPICE Model % diff
10 𝜇m 0.104 0.103 0.96 0.106 0.105 0.94
50 𝜇m 0.325 0.324 0.31 0.355 0.354 0.28
100 𝜇m 0.606 0.605 0.165 0.712 0.709 0.42
500 𝜇m 3.01 3.01 0 5.4 5.34 1.11
1 mm 6.42 6.4 0.31 15.9 15.6 1.88

Average simulation time in SPICE is ∼65.6 sec
and our model takes ∼4.25 sec. So our model
is in average ∼15.5 times faster than SPICE.

IV. RESULTS AND DISCUSSIONS

The proposed analytical model is implemented using MAT-
LAB 7.1 under standard desktop environment on Intel Core 2
Duo Processor running at 3.0 GHz with 4.0 GB of physical
memory. The simulation is performed in various technology
nodes namely 21 nm and 15 nm and various interconnect levels
viz. intermediate and global. We have chosen the buffer size
to be 100 times the minimum sized buffer for global level
and 50 times the minimum sized buffer for intermediate level
interconnects. The capacitive load is considered to be 100 fF
for all the simulations.
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𝑃 =

⎡
⎢⎢⎢⎢⎢⎣

1 0 0 (𝑟 + 𝑠𝑙)𝑑𝑥 0 0
0 1 0 0 (𝑟 + 𝑠𝑙)𝑑𝑥 0
0 0 1 0 0 (𝑟 + 𝑠𝑙)𝑑𝑥

𝑠(𝐶𝑔 + 𝐶𝑐)𝑑𝑥 −𝑠𝐶𝑐.𝑑𝑥 0 1 0 0
−𝑠𝐶𝑐𝑑𝑥 𝑠(𝐶𝑔 + 2𝐶𝑐)𝑑𝑥 −𝑠𝐶𝑐𝑑𝑥 0 1 0

0 −𝑠𝐶𝑐𝑑𝑥 𝑠(𝐶𝑔 + 𝐶𝑐)𝑑𝑥 0 0 1

⎤
⎥⎥⎥⎥⎥⎦ (23)

𝑊 =

⎡
⎢⎢⎢⎢⎢⎣

(1 + 𝜃1𝑑𝑥) 0 0 0 0 0
0 (1 − 𝜃1𝑑𝑥) 0 0 0 0
0 0 (1 + 𝜃2𝑑𝑥) 0 0 0
0 0 0 (1 − 𝜃2𝑑𝑥) 0 0
0 0 0 0 (1 + 𝜃3𝑑𝑥) 0
0 0 0 0 0 (1 − 𝜃3𝑑𝑥)

⎤
⎥⎥⎥⎥⎥⎦ (24)

𝑃
𝑛

=

⎡
⎢⎢⎢⎢⎢⎢⎣

( 𝑡𝑎
3 + 𝑡𝑏

6 + 𝑡𝑐
2 ) ( 𝑡𝑎

3 − 𝑡𝑏
3 ) ( 𝑡𝑎

3 + 𝑡𝑏
6 − 𝑡𝑐

2 ) ( 𝑡𝑑.𝑍1
3 + 𝑡𝑒.𝑍2

6 + 𝑡𝑓.𝑍3
2 ) ( 𝑡𝑑.𝑍1

3 − 𝑡𝑒.𝑍2
3 ) ( 𝑡𝑑.𝑍1

3 + 𝑡𝑒.𝑍2
6 − 𝑡𝑓.𝑍3

2 )
( 𝑡𝑎

3 − 𝑡𝑏
3 ) ( 𝑡𝑎

3 + 2𝑡𝑏
3 ) ( 𝑡𝑎

3 − 𝑡𝑏
3 ) ( 𝑡𝑑.𝑍1

3 − 𝑡𝑒.𝑍2
3 ) ( 𝑡𝑑.𝑍1

3 + 2𝑡𝑒.𝑍2
3 ) ( 𝑡𝑑.𝑍1

3 − 𝑡𝑒.𝑍2
3 )

( 𝑡𝑎
3 + 𝑡𝑏

6 − 𝑡𝑐
2 ) ( 𝑡𝑎

3 − 𝑡𝑏
3 ) ( 𝑡𝑎

3 + 𝑡𝑏
6 + 𝑡𝑐

2 ) ( 𝑡𝑑.𝑍1
3 + 𝑡𝑒.𝑍2

6 − 𝑡𝑓.𝑍3
2 ) ( 𝑡𝑑.𝑍1

3 − 𝑡𝑒.𝑍2
3 ) ( 𝑡𝑑.𝑍1

3 + 𝑡𝑒.𝑍2
6 + 𝑡𝑓.𝑍3

2 )

( 𝑡𝑑
3𝑍1 + 𝑡𝑒

6𝑍2 + 𝑡𝑓
2𝑍3 ) ( 𝑡𝑑

3𝑍1 − 𝑡𝑒
3𝑍2 ) ( 𝑡𝑑

3𝑍1 + 𝑡𝑒
6𝑍2 − 𝑡𝑓

2𝑍3 ) ( 𝑡𝑎
3 + 𝑡𝑏

6 + 𝑡𝑐
2 ) ( 𝑡𝑎

3 − 𝑡𝑏
3 ) ( 𝑡𝑎

3 + 𝑡𝑏
6 − 𝑡𝑐

2 )
( 𝑡𝑑
3𝑍1 − 𝑡𝑒

3𝑍2 ) ( 𝑡𝑑
3𝑍1 + 2𝑡𝑒

3𝑍2 ) ( 𝑡𝑑
3𝑍1 − 𝑡𝑒

3𝑍2 ) ( 𝑡𝑎
3 − 𝑡𝑏

3 ) ( 𝑡𝑎
3 + 2𝑡𝑏

3 ) ( 𝑡𝑎
3 − 𝑡𝑏

3 )

( 𝑡𝑑
3𝑍1 + 𝑡𝑒

6𝑍2 − 𝑡𝑓
2𝑍3 ) ( 𝑡𝑑

3𝑍1 − 𝑡𝑒
3𝑍2 ) ( 𝑡𝑑

3𝑍1 + 𝑡𝑒
6𝑍2 + 𝑡𝑓

2𝑍3 ) ( 𝑡𝑎
3 + 𝑡𝑏

6 − 𝑡𝑐
2 ) ( 𝑡𝑎

3 − 𝑡𝑏
3 ) ( 𝑡𝑎

3 + 𝑡𝑏
6 + 𝑡𝑐

2 )

⎤
⎥⎥⎥⎥⎥⎥⎦

(25)

⎡
⎣𝑉𝑜1(𝑠)𝑉𝑜2(𝑠)
𝑉𝑜3(𝑠)

⎤
⎦ =

⎡
⎣( 1

3𝐻1(𝑠) +
1
6𝐻2(𝑠) +

1
2𝐻3(𝑠))

1
3 (𝐻1(𝑠) −𝐻2(𝑠)) ( 1

3𝐻1(𝑠) +
1
6𝐻2(𝑠) − 1

2𝐻3(𝑠))
1
3 (𝐻1(𝑠) −𝐻2(𝑠)) ( 1

3𝐻1(𝑠) +
2
3𝐻2(𝑠))

1
3 (𝐻1(𝑠) −𝐻2(𝑠))

( 1
3𝐻1(𝑠) +

1
6𝐻2(𝑠) − 1

2𝐻3(𝑠))
1
3 (𝐻1(𝑠) −𝐻2(𝑠)) ( 1

3𝐻1(𝑠) +
1
6𝐻2(𝑠) +

1
2𝐻3(𝑠))

⎤
⎦
⎡
⎣𝑉𝑖1(𝑠)𝑉𝑖2(𝑠)
𝑉𝑖3(𝑠)

⎤
⎦ (26)

𝐻1(𝑠) =
1

(1 + 𝑠𝑅𝑠(𝐶𝑜𝑢𝑡 + 𝐶𝐿)) cosh(𝜃1𝐿) + (𝑅𝑠
𝑍1

+ 𝑠𝐶𝐿(1 + 𝑠𝑅𝑠𝐶𝑜𝑢𝑡)𝑍1) sinh(𝜃1𝐿)
(27)

𝐻2(𝑠) =
1

(1 + 𝑠𝑅𝑠(𝐶𝑜𝑢𝑡 + 𝐶𝐿)) cosh(𝜃2𝐿) + (𝑅𝑠
𝑍2

+ 𝑠𝐶𝐿(1 + 𝑠𝑅𝑠𝐶𝑜𝑢𝑡)𝑍2) sinh(𝜃2𝐿)
(28)

𝐻3(𝑠) =
1

(1 + 𝑠𝑅𝑠(𝐶𝑜𝑢𝑡 + 𝐶𝐿)) cosh(𝜃3𝐿) + (𝑅𝑠
𝑍3

+ 𝑠𝐶𝐿(1 + 𝑠𝑅𝑠𝐶𝑜𝑢𝑡)𝑍3) sinh(𝜃3𝐿)
(29)

TABLE VI. CROSSTALK DELAY COMPARISON IN
INTERMEDIATE LEVEL INTERCONNECTS IN 15 𝑛𝑚

NODE

Length
𝑇1𝑃𝐿𝐻 (ns) 𝑇2𝑃𝐿𝐻 (ns)

SPICE Model % diff SPICE Model % diff
10 𝜇m 0.192 0.191 0.52 0.196 0.195 0.51
50 𝜇m 0.696 0.695 0.14 0.753 0.751 0.26
100 𝜇m 1.33 1.33 0 1.54 1.54 0
500 𝜇m 6.74 6.73 0.15 11.7 11.5 1.71
1 mm 14.3 14.2 0.7 33.9 33.4 1.47

Average simulation time in SPICE is ∼65 sec
and our model takes ∼2.35 sec. So our model
is in average ∼ 27.5 times faster than SPICE.

TABLE VII. CROSSTALK DELAY COMPARISON IN
GLOBAL LEVEL INTERCONNECTS IN 21 𝑛𝑚 NODE

Length
𝑇1𝑃𝐿𝐻 (ns) 𝑇2𝑃𝐿𝐻 (ns)

SPICE Model % diff SPICE Model % diff
100 𝜇m 0.109 0.108 0.92 0.133 0.132 0.75
500 𝜇m 0.473 0.472 0.21 0.912 0.901 1.2
1 mm 0.997 0.992 0.5 2.67 2.63 1.5

1.5 mm 1.6 1.59 0.62 5.29 5.19 1.89
2 mm 2.27 2.25 0.88 8.74 8.56 2.06

Average simulation time in SPICE is ∼67 sec
and our model takes ∼3.9 sec. So our model
is in average ∼ 17 times faster than SPICE.

A. SPICE Simulation procedure
We have chosen the Spectre simulator version IC 6.1.4.500

of Cadence and found out the noise and delay values. Sim-
ulations are run in the same environment where MATLAB
simulations are run. RC parameters of the driver/load inverting
buffer are taken from Table I. Because of the distributed nature
of the interconnects, we implement that by cascading 200
infinitesimal lumped RLC sections [16].

TABLE VIII. CROSSTALK DELAY COMPARISON IN
GLOBAL LEVEL INTERCONNECTS IN 15 𝑛𝑚 NODE

Length
𝑇1𝑃𝐿𝐻 (ns) 𝑇2𝑃𝐿𝐻 (ns)

SPICE Model % diff SPICE Model % diff
100 𝜇m 0.24 0.239 0.42 0.284 0.282 0.7
500 𝜇m 1.13 1.12 0.88 2.04 2.01 1.47
1 mm 2.38 2.38 0 5.94 5.85 1.51

1.5 mm 3.81 3.79 0.52 11.7 11.5 1.71
2 mm 5.39 5.36 0.56 19.3 19 1.55

Average simulation time in SPICE is ∼68 sec
and our model takes ∼2.25 sec. So our model
is in average ∼ 30 times faster than SPICE.

TABLE IX. CROSSTALK NOISE COMPARISON IN
INTERMEDIATE LEVEL INTERCONNECTS IN 21 𝑛𝑚

NODE

Length
NP(mV) NW(ns) NA(V-ps)
SPICE Model SPICE Model SPICE Model % diff

10 𝜇m 3.12 3.1 0.817 0.822 1.27 1.27 0
50 𝜇m 12.66 12.5 2.53 2.52 16 15.8 1.25
100 𝜇m 23.45 23.1 4.78 4.77 56 55.1 1.6
500 𝜇m 92.67 91.4 27.1 27 1260 1230 2.38
1 mm 151.88 151 66.3 65.6 5040 4950 1.78

Average simulation time in SPICE is ∼150 sec and
our model takes ∼4.25 sec. So our model

is in average ∼ 35 times faster than SPICE.

B. Results of Crosstalk delay analysis
Table V, VI, VII and VIII show the crosstalk delay values

for various technology nodes and level of interconnects in three
identically coupled copper interconnect system. Our model is
in an average 22 times faster as compared to SPICE with
accuracy within 2.06% of SPICE. Average simulation time is
computed by averaging the simulation run time for individual
runs for each interconnect length considered here. We have
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Fig. 3. Crosstalk delay waveform for 2 mm long copper interconnect in 15 nm technology node. (a) Crosstalk delay waveform
as obtained from SPICE and proposed model when aggressor and victim nets switch in opposite direction. (b) Zoomed crosstalk
delay waveform.

TABLE X. CROSSTALK NOISE COMPARISON IN
INTERMEDIATE LEVEL INTERCONNECTS IN 15 𝑛𝑚

NODE

Length
NP(mV) NW(ns) NA(V-ps)
SPICE Model SPICE Model SPICE Model % diff

10 𝜇m 2.35 2.33 1.49 1.49 1.75 1.74 0.57
50 𝜇m 9.78 9.66 5.37 5.37 26.3 26 1.14
100 𝜇m 18.44 18.2 10.5 10.5 96.5 95 1.55
500 𝜇m 75.53 74.6 60 59.7 2260 2220 1.77
1 mm 125.99 125 145 143 9130 8980 1.64

Average simulation time in SPICE is ∼114 sec and
our model takes ∼2.35 sec. So our model

is in average ∼ 48.5 times faster than SPICE.

TABLE XI. CROSSTALK NOISE COMPARISON IN
GLOBAL LEVEL INTERCONNECTS IN 21 𝑛𝑚 NODE

Length
NP(mV) NW(ns) NA(V-ps)
SPICE Model SPICE Model SPICE Model % diff

100 𝜇m 29.38 29.1 0.875 0.875 12.9 12.7 1.55
500 𝜇m 105.74 105 4.39 4.36 232 228 1.72
1 mm 167.54 167 10.7 10.6 898 883 1.67
1.5 mm 209.66 210 19.3 19 2020 1990 1.48
2 mm 240.34 241 30.1 29.6 3620 3560 1.66

Average simulation time in SPICE is ∼121 sec
and our model takes ∼3.9 sec. So our model
is in average ∼ 31 times faster than SPICE.

calculated the delay values due to the crosstalk for two cases :
(a) 𝑇1𝑃𝐿𝐻 : when aggressor and victim nets switch in the
same direction, from low to high, and (b) 𝑇2𝑃𝐿𝐻 : when
aggressor and victim nets switch in the opposite direction,
victim net switches from low to high and aggressor nets switch
from high to low. Fig. 3(a) shows crosstalk delay waveforms
as obtained by SPICE simulations and proposed model when
the nets switch in opposite direction. The difference between
the waveforms is shown in Fig. 3(b).

TABLE XII. CROSSTALK NOISE COMPARISON IN
GLOBAL LEVEL INTERCONNECTS IN 15 𝑛𝑚 NODE

Length
NP(mV) NW(ns) NA(V-ps)
SPICE Model SPICE Model SPICE Model % diff

100 𝜇m 21.56 21.3 1.9 1.9 20.5 20.2 1.46
500 𝜇m 82.41 81.4 10.2 10.1 420 412 1.9
1 mm 134.16 133 24.7 24.5 1660 1630 1.81
1.5 mm 170.49 170 44.1 43.5 3760 3700 1.6
2 mm 197.46 198 68.3 67.2 6740 6640 1.48

Average simulation time in SPICE is ∼101 sec
and our model takes ∼2.25 sec. So our model
is in average ∼ 45 times faster than SPICE.

C. Results of Crosstalk noise analysis
Table IX, X, XI and XII show the crosstalk noise values

for various technology nodes and level of interconnects in
three identically coupled copper interconnect system. Our
model has accuracy within ∼2.38% of SPICE and in an
average 40 times faster than SPICE. We have calculated
various noise parameters to characterize the crosstalk induced
noise. These parameters include Noise peak amplitude (NP),
Noise width (NW) and Noise Area (NA). NA is calculated
as, 𝑁𝐴 = 1

2𝑁𝑃 × 𝑁𝑊 . In all these simulations, the victim
net remains at low and aggressor nets switch from low to
high, thus inducing a noise in the victim net. Fig. 4(a) shows
crosstalk noise waveforms as obtained by SPICE simulations
and proposed model. It can be observed that the waveforms
obtained using SPICE and the proposed model is nearly the
same. The difference between the waveforms is shown in the
Fig. 4(b).

V. CONCLUSIONS

In this work, an analytical model for crosstalk induced
delay and noise has been presented for identically coupled
copper based interconnects for various interconnect levels and
technology nodes in the nanometer regime. The result shows
that the proposed model is almost 100% accurate as SPICE.
It is shown that the proposed crosstalk delay model is in an
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Fig. 4. Crosstalk noise waveform for 2 mm long copper interconnect in 15 nm technology node. (a) Crosstalk noise waveform
as obtained from SPICE and proposed model when victim net remains quiet at ground and aggressor nets switch. (b) Zoomed
crosstalk noise waveform.

average ∼22 times and crosstalk noise model is ∼40 times
faster than SPICE. It is also shown that the crosstalk noise peak
voltage reduces as we move towards scaled technology nodes
but noise width increases with scaling. It is also observed that
the noise area increases as we scale more which is a concern
for the overall signal integrity in the nanometer technology
nodes. All the noise parameters increase with the length of
the interconnect. It is also observed that the crosstalk delay
increases monotonically with the interconnect length. The
crosstalk delay increases as we scale deeper. Hence, we may
conclude that the crosstalk noise and delay will be a concern
for the performance and integrity of the copper based nano-
interconnects in future IC technology nodes.
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Abstract—In the modern communication technologies, the 
development of very small size, low-cost, low-profile, high gain 
and high directivity antennas is essential. In this paper, the 
design and performance of a 10 GHz 4×1 MIMO Inverted F-
shaped patch antenna (PIFA) array has been analyzed for the X-
band applications. The novelty of the proposed PIFA antenna 
array is that it has a gain of 12.87dB, directivity of 13.24dBi; 
return loss value of -36.61dB, Voltage Standing Wave Ratio 
(VSWR) of 1.03, bandwidth of 240MHz, antenna efficiency of 
91.90% and 3dB angular beamwidth i.e., the Half Power 
Beamwidth (HPBW) of 64.4deg. The resonant frequency of the 
antenna array is 10.16 GHz. This antenna array can be used for 
X-band applications like satellite communications, radars, 
medical applications and other wireless systems. This antenna 
array is designed and simulated in the CST Microwave Studio. 
Link budget optimization is performed in order to analyze the 
critical factors in the transmission chain and to optimize the 
performance characteristic. The link budget determines what 
size antenna i s  to use, power requirements and in general, the 
overall customer satisfaction. 

Keywords— Array, gain, CST Microwave Studio, satellite 
communications, X-band. 

I.  INTRODUCTION  
      With the growth of modern communication technology, 
the use of microstrip antennas have increased due to their very 
small size, low-cost, low-profile, high gain and high 
directivity. Patch antennas and patch antenna array are widely 
presented in books and papers in the last decade as presented 
in [1-4]. A 10 GHz phased cylindrical antenna array system 
incorporating IF phase processing is analyzed in [5]. A 12 
GHz Planar Array Antenna for Satellite Communication is 
studied in [6]. The proposed antenna has a 10dB bandwidth of 
240MHz. These wide bandwidths are applicable to X-band 
applications like satellite communications, radars, medical 
applications and other wireless systems. The total antenna 
efficiency ݁଴ is used to take into account losses at the input 
terminals and within the structure of the antenna. Such losses 
may be due to the (i) reflections because of the mismatch 
between the transmission line and the antenna, (ii) ܫଶܴ losses 
(conduction and dielectric) [7]. In general the overall antenna 
efficiency can be written as- 

                   ݁଴ ൌ ݁௥݁௖ௗ ൌ ݁௖ௗሺ1 െ |Γଶ|ሻ                           (1)   
                                                    

where, ݁௥ is the reflection efficiency    =ሺ1 െ |Γଶ|ሻ and 
            ݁௖ௗ is the antenna radiation efficiency, which is used to 
relate the gain and directivity and the relation is- 

 
ሻܤሺ݀݊݅ܽܩ                ൌ ݁௖ௗሺ݀ܤሻ ൅                ሻ           (2)ܤሺ݀ݕݐ݅ݒ݅ݐܿ݁ݎ݅ܦ

                       ݁௖ௗሺ݀ܤሻ ൌ                ଵ଴ሺ݁௖ௗሻ                             (3)݃݋10݈

      The organization of this paper is as follows- Section II 
conducts the design of the proposed antenna system. Section III 
deals with simulation results obtained from CST Microwave 
Studio. Section IV represents result analysis. Section V 
conducts link budget optimization. Section VI resembles the cost 
calculation of the proposed antenna system. Finally, Section VII 
provides some concluding remarks. 

II. ANTENNA DESIGN 
      The silicon (lossy) material is used as substrate for the 
proposed antenna and the substrate area is 40×30݉݉ଶ. The 
relative permittivity ( ௥ߝ ), relative permeability ( ௥ߤ ) and 
electrical conductivity of the substrate material are 11.9, 1.0 
and 2.5×104 (S/m) respectively. The copper (annealed) 
material is used as the radiation patch element. The relative 
permeability (ߤ௥), electrical conductivity and relative density 
(ρ) of this copper (annealed) element are 1.0, 5.8×107 (S/m) 
and 8900 (݇݃/݉ଷ) respectively. Fig. 1 shows the structure of 
the front view and perspective view of the proposed antenna 
optimized for 10 GHz. The thickness of the patch is 0.07mm. 
The ground plane is 2.1mm thick and the substrate plate is 
0.7mm thick. The size of an antenna can be determined 
approximately by the following equation- 
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Figure 1. Structure of the proposed antenna system
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TABLE I. ANTENNA VARIABLES AND THEIR
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Values (mm) 40 30 28 22 22 

      

                        (4)   
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4 0.7 0.07 

      The antenna performance 
these variables. Fig. 2 shows 
Inverted F shaped MIMO anten
view of the antenna array is sh
co-axial feeding of the arr
waveguide ports are arranged 
named port 1, 2, 3 and 4 respec
by simultaneously exciting all t
phase difference between the ex
 
 
 
 
 
 
 
 
 
 
                                      
 
                                      
 
                                       (a
 
 
 
 
 
                                          
 
 

 

                                       
 
                                        
 
 

                                       (b
   Figure 2. 4×1 MIMO PIFA array stru

changes with the variation of 
the structure of proposed 4×1 

nna array. In Fig. 2(b), the back 
hown. The ground plane and the 
ray have been shown. Four 
for the 4-element array feeding 
ctively. The results are obtained 
the 4-elements of the array. The 
xcitation signals is 0 deg.  

a) 

b) 
ucture (a) Front View (b) Back View.   

                                                                                                   491



III. SIMULATION RESULT

A. Voltage Standing Wave Ratio (VSWR) an
Fig. 3 shows the graph of VSWR vs. Fre

figure it can be seen that the VSWR value i
unity which is mostly expected. The VSWR 
antenna is 1.029987 at 10.168 GHz. From  F
the value of  return loss is -36.61 dB at 10.16

 

 
Figure 3. VSWR of the PIFA a

                Figure 4. Return loss of the PIFA array

 

TS 

nd Return Loss 
equency. From this 
is very near to the 
value of the PIFA 

Fig. 4 it is seen that 
68 GHz. 

 

array. 
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B. Farfield Radiation Pattern 
Antenna Efficiency 

      Fig. 5 shows the farfield 
antenna array. From this fig
directivity and gain of the an
12.87 dB respectively. The rad
The total antenna efficiency can
 

Figure 5. Farf

Fig. 6 shows the farfield ga
antenna array. The main lobe m
direction is 0.0 deg., 3dB angu
side lobe level is -10.9dB. 

 

Figure 6. F

 

(3D), Gain Pattern and 

radiation pattern of the PIFA 
gure it can be seen that the 
ntenna is about 13.24 dBi and 
diation efficiency is -0.3655dB. 
n be calculated as 91.90%. 

 

field radiation pattern. 

ain pattern of the proposed PIFA 
magnitude is 7.3 dB, main lobe 
ular beamwidth is 64.4 deg. and 

 
 

arfield gain pattern. 
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IV. RESULT ANALYSIS 

      VSWR, return loss, farfield radiation pattern, antenna gain, 
directivity and antenna efficiency of the proposed antenna 
array show reasonable characteristics. The antenna has a 
VSWR of almost unity (1.029987) and very good return loss 
value (-36.61 dB), gain (12.87 dB) and a very good value of 
directivity (13.24 dBi). The antenna efficiency is reasonably 
good (91.90%). The farfield radiation pattern shows a good 3 
dB angular beamwidth (64.4 deg.). The performance of the 
antenna is quite good. This antenna can be used in the X-band 
applications for its good performance. 
 

TABLE II. DESIGNED PIFA ANTENNA ARRAY PARAMETERS AND 

THEIR VALUES AT A GLANCE 

Designed PIFA Antenna 

Parameters 

Simulation Results 

VSWR 1.029987 

Return Loss (in dB) -36.61 dB 

Gain (in dB) 12.87 dB 

Directivity (in dBi) 13.24 dBi 

3dB Angular Beamwidth (in 

deg.) 

64.4 deg. 

Antenna Efficiency (%) 91.90% 

Bandwidth (MHz) X- band→240 MHz 

 
      The results in the Table II reveal that the designed 4×1 
MIMO Inverted F-shaped patch antenna array is a good 
antenna for X-band applications like satellite communication, 
radar, medical applications, and other wireless systems. 
 
 
 
 
 
 
 

V. LINK BUDGET OPTIMIZATION 
      The results obtained from the link budget calculator are 
shown below [8]- 
 
A.  Uplink Budget 
 
 

 

 

 

 

 

 

Figure 1.   

 

 

B.  Downlink Budget  

 

 

 

 

 

 

 

 

      The results obtained from the link budget  calculator show  
that our proposed antenna system  is  practically realizable by 
showing similarity between the gain obtained by simulation 
and the gain obtained by the calculator  which is 
approximately equal to 13 dB. 
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VI. COST CALCULATION  
      Large antennas are expensive to construct and install, with 
costs exceeding $1M for 30m diameter fully steerable 
antennas [9]. The cost of large fully steerable antennas has 
been quoted as [10]- 
                                        Cost = $ y(D)2.7                              (5)  

      where, D is the diameter of  the antenna aperture in 
feet.The constant y in equation (5) depends on the currency 
used and inflation, but might typically be around five U.S. 
dollars in the early 1980s.  

      The diameter of the proposed  PIFA antenna array  is 
0.08m i.e.; 0.262467191 feet which in turn gives- 

                                 Cost = $ y(D)2.7 
                          = $ {5 × (0.262467191)2.7} 

                                         = $ 0.2 

VII. CONCLUSION 
      The design of a PIFA antenna array and its performance 
analysis for X-band applications along with the link budget 
optimization has been illustrated in this paper. The simulation 
results of the proposed PIFA antenna resemble very good 
performance. The results obtained from the link budget 
calculator show that our proposed antenna system is 
practically realizable by showing similarity between the gain 
obtained by simulation and the gain obtained by the calculator. 
Also the cost calculation reveals that our proposed antenna 
system is cost effective.  In this paper, CST Microwave Studio 
software has been used for all the simulations which provide 
effective and satisfactory results. The proposed antenna 
system provides high gain, directivity, half power beamwidth, 
efficiency and bandwidth. It also shows very low value in case 
of VSWR which is near about unity that satisfies the antenna 
specification. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

VIII. FUTURE WORK 
      We will try to design an Ultra-Wide band satellite antenna 
system and to develop practical infrastructure of the above 
designed antenna system. 
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Abstract— An increasing demand of multi-class traffic has 
become a prime concern in wireless communication system. 
Quality of service is seen to be degrading to fulfill these demands. 
To handle multi-class traffic, already different schemes exist such 
as non-priority scheme, fixed guard channel reservation scheme, 
queuing scheme, etc. These schemes do not meet the 
requirements of minimizing the new call blocking probability 
and increasing the channel utilization at the same time. Here, we 
are proposing a new adaptive guard channel scheme for multi-
class traffic system to minimize both the new call blocking 
probability of higher priority calls and keeping the channel 
utilization in a suitable range so that, both the performance 
metrics are optimized and thus provides good quality of service. 
In our adaptive guard channel scheme, guard channels are 
reserved adaptively on the basis of the arrival rates of the traffic 
classes and the number of channels occupied. In this paper at 
first we discuss different schemes for multi-class traffic system, 
and then discuss different problems in these schemes. Then, we 
introduce our proposed scheme, mathematical modeling and 
queuing analysis of it and at last we show the improvement in our 
scheme through performance analysis. 

Keywords—Multi-class, wireless network, new call blocking 
probability, channel utilization, adaptive guard channel. 

I.  INTRODUCTION  
Whenever to consider the multi-class traffic system, both 

the real time traffic e.g. voice call, video call, etc. and non-real 
time traffic e.g. data, message, etc. come under the 
consideration [1]. The priority of real time calls is much of 
important compared to the non-real time calls; which may 
requires channel allocation for higher priority calls, resulting a 
degradation of channel utilization [1], [2]. 

From the origin of the wireless system it is becoming 
complex from being single-class to multi-class. Once it was 
only limited to the handling of only single-class traffic such as 
data or voice. In modern age as the number of traffic is 
increasing, the system is becoming complex. At the present 
time, the wireless network has to deal with voice call, video 
call, data and so many types with limited resources [3], [4]. 

Multi-class traffic system was introduced with the 
beginning of 2G network where SMS service was first 
introduced with voice call service. The 2G network afterwards 
has been superseded with 2.5G, 2.75G, 3G and today with 4G 
networks with MMS service, video calls, video conference, 
internet service, etc. Generally, the services in a multi-class 

traffic system can be categorized into voice, video, and data 
calls [5]. Among these services real-time voice and video calls 
should be prioritized in wireless networks rather than the non-
real time data traffic.      

For the establishment of successful wireless networks for 
multi-class traffic system, we need to work with limited 
quantity of resources. To handle multi-class traffic system, the 
efficient use of these limited resources is an important 
concern. To deal with the multi-class traffic different schemes 
such as- non priority scheme and fixed guard channel scheme 
have been developed [6]. A dynamic channel allocation 
scheme [1] and an adaptive bandwidth allocation scheme [2] 
were also proposed for multi-class traffic system.  They are 
also developed on different basis. While in our proposed 
scheme the number of guard channel is made adaptive on two 
factors but in [1] only one factor is considered and in [2] the 
bandwidth is made adaptive, not the guard channel. 

In non-priority scheme there is given no priority to any 
types of traffic classes [6]. So, blocking probabilities of all the 
traffic classes are same. As there is given no priority, the 
blocking probability of higher traffic classes is higher in this 
scheme. 

In fixed guard channel scheme, the real time calls have 
been given priority by reserving some guard channels for them 
[6]. In this scheme the higher priority calls such as voice and 
video calls have been given more priority than data. So by 
sacrificing some resources of the lower priority classes the 
blocking probability of the higher priority classes can be 
reduced. In this case the channel utilization falls. Because in 
this scheme if the number of higher priority traffic arrival rates 
are low; then some channels remain empty and these channels 
cannot be used by the lower priority traffic classes. It causes 
the reduced utilization of channels. 

In our adaptive guard channel scheme, guard channels are 
reserved adaptively on the basis of the arrival rate of the traffic 
and the number of channels occupied. In this scheme the 
blocking probability of the higher priority traffic call reduces 
than the other schemes along with a better utilization of 
channels.  

The paper is organized as follows. Section II presents the 
mathematical modeling and queuing analysis of the proposed 
scheme. Performance analysis of different schemes is 
presented in Section III. Finally, in Section IV, some 
concluding remarks are drawn. 
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II. ADAPTIVE GUARD CHANNEL SCHEME 
We propose an adaptive channel reservation scheme in 

which we only deal with three traffic classes- class 1, class 2, 
and class 3. Class 1 has the highest priority and class 3 has the 
lowest priority. No fixed guard channel is reserved for any 
classes. Here we introduce some factors on the basis of which 
the reservation of channels for the different classes is 
determined.  

Let, the total number of channels be N1, fixed number of 
minimum common channels for class 1 and class 2 be M2 and 
fixed number of minimum common channels for all classes be 
M3  for fixed guard channel scheme where, M2>M3. These 
ranges can be varied from M2 to N1 and M3  to N1, respectively 
in our proposed idea. If average call life time is 1/µc and 
average dwell time is 1/η then channel holding time can be 
expressed as [7],  

                             
1 1

cμ μ η
=

+
                               (1) 

      Let, λ1, λ2 and λ3 are the call arrival rate and 1BP , 2BP , 
3BP   are the blocking probability for traffic class 1, class 2 

and class 3, respectively.  
Consider, factors f1, f2 which calculate the number of 

channels occupied by class 1 and class 2 traffic, while factors 
α1, α2 calculate the traffic arrival rates of traffic  class 1 and 
class 2, respectively. 
 

Factors for priority 1 traffic class is,  
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Factors for priority 2 traffic class is,   
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    By calculating these factors, the number of guard channels 
is made adaptive.  
    Number of channels reserved only for class 1 traffic is, 

                
              1 1 1 1 2( )X f N Mα= −                                  (6) 

 

    Number of channels reserved only for class 1 and class 2 
traffic is,  

              2 2 2 1 3( )X f N Mα= −                                 (7) 
 
The number of channels available for the class 2 traffic, 

 
              2 1 1N N X= −                                               (8) 

 
The number of channels available for the class 3 traffic is,   
               

             3 1 1 2( )N N X X= − +                                  (9) 
 

Here, N2 > N3  is always maintained.   
      

The proposed scheme can be modeled as an M/M/S/S 
queuing system. The Markov Chain for the proposed scheme 
is shown in Fig. 1  
 

The steady-state probability Pi is found as follows [1] 
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The blocking probability 1BP  for traffic class 1 is given 

by,  
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Fig. 1: State transition diagram for proposed adaptive guard channel scheme 
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The blocking probability 2BP  for traffic class 2 is given by,  
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The blocking probability 3BP  for traffic class 3 is given by,  
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    The % of channel utilization is calculated as, 
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    The guard channel reservation strategy of the proposed 
scheme is shown in Fig. 2. For any traffic arrived in the cell, at 
first it searches the minimum number of fixed channels for all 
the classes whether empty or not and if it finds free channels 
in the minimum fixed channels range M3, the call will be 
accepted.  If no channel is empty in this range, then by 
calculating the factors α1, α2,  f1 , and f2 on the basis of the 
channels occupied and the arrival rate of the traffic classes, the  
range N3 and N2 are determined which is the variable channels  

 

Fig. 2: Guard channel reservation strategy of the proposed 
adaptive scheme. 

range available for the priority 3 and priority 2 traffic classes. 
If the call arrival is of traffic class 3 and no channel is empty 
in the range N3 then the call will be rejected. When class 2 call 
arrives then if in the range N2 any channel is empty, the call 
will be assigned and if no channel is empty then the call is 
rejected. Now when the call is of class 1 then in the range N1 if 
no channel is empty, the call will be rejected but if any 
channel is empty then the call will be assigned. 

 

III. PERFORMANCE ANALYSIS  
In this section, we verified the performance of our 

proposed scheme. We consider voice, video and data as the 
priority 1, priority 2 and priority 3 classes respectively for our 
analysis. M3 and M2 are considered as 70% and 80%, 
respectively of N1.  
 

Fig. 3 presents comparison of new call blocking 
probability. Here our proposed scheme shows a better 
performance than the non-priority and fixed guard channel 
scheme. For non-priority scheme, the blocking probabilities of 
all three classes are same. In case of fixed guard channel 
scheme, the blocking probability of the class 1 and class 2 are 
lower than the non-priority scheme but for class 3 it is very 
high. The reason is class 1 and class 2 have been given more 
priority than the class 3 traffic and the blocking probability of 
the class 1 and class 2 are improved by sacrificing for class 3. 
In our proposed scheme, the blocking probability for class 2 
and class 3 have been more improved than the fixed guard 
channel scheme. The blocking probability of the class 1 traffic 
is very low and almost same as fixed guard channel scheme. 
So our proposed scheme shows an overall better performance 
than the non-priority and the fixed guard channel scheme. 

 
 

 
 

Fig. 3: Comparison of new call blocking probability
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Fig. 4: Comparison of channel utilization.  

 
 

 
Fig. 5: Comparison of blocking probability of the proposed 

scheme for different ratio of call arrival rates. 
 

Fig. 4 shows the comparison of the channel utilization of 
the proposed scheme with the non-priority and the fixed guard 
channel schemes. From this figure we can see that our 
proposed scheme has a very good utilization than the fixed 
guard channel scheme and slightly less than the non-priority 
scheme. The utilization is about 95.5% for the proposed 
adaptive scheme because some guard channels are always 
reserved for higher priority traffic classes. 
 

The performance analysis shows different responses at 
different ratio of the call arrival rate. In Fig. 5, comparison of 
the blocking probabilities of the proposed scheme at ratio of 
1:2:3 and 1:1:1 has been shown. Fig. 6 shows the variation of 
channel utilization with different call arrival rates in using the 
proposed scheme. It seems that due to the variation of call 
arrival rates the channel utilization does not fall significantly. 

 
 
 
 
 

 
Fig. 6: Comparison of the channel utilization for two different 

ratio of call arrival rates for the proposed scheme. 
  

IV. CONCLUSION 
In comparison with the other schemes we found that our 

proposed scheme provides a better utilization and minimization 
of blocking probability of the higher priority classes. In non-
priority scheme, utilization of channels is high but as there is 
given no priority to any of the classes, the blocking is higher. 
In fixed guard channel scheme priority has been given thus 
reduces the blocking of higher priority traffics but because of 
fixed guard channel the utilization reduces to a very low value. 
In our proposed scheme the guard channels have been made 
adaptive so that the channel utilization is higher than the fixed 
guard channel scheme and slightly less than the non-priority 
scheme along with a reduction of blocking probability. 

. 
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Abstract—Global navigation satellite systems (GNSS) is the 
collective term for those navigation systems that provide the user 
with a three-dimensional positioning solution by passive ranging 
using radio signals transmitted by satellites. The most well 
known is the Navigation by Satellite Timing and Ranging 
(NAVSTAR) Global Positioning System (GPS). It is the most 
advanced but still not free from erroneous positioning and needs 
better accuracy. Now European GALILEO is under 
development, which is interoperable with GPS. In this paper 
performance of GPS and GALILEO alone and combined GPS-
GALILEO system has been analyzed. Simulation has also done 
using dual and triple frequency. This paper has also presented 
which system and combination gives better precision and 
reliability. Also a time analysis of getting highest availability is 
studied. Results show that the improvement of the combined 
system is as high as 50% as present GPS alone system.  

Keywords— GPS, GALILEO, Interoperability, Reliabilty, 
MDB,  MDE,  BNR, Dual frequency and Triple frequency. 

I.  INTRODUCTION  
Satellite navigation, positioning, and timing have already 

found widespread applications in a large variety of fields. 
Global positioning system (GPS) is the most advanced among 
all the satellite navigation systems, which was developed by 
the U.S. government mainly for military purpose [1]. Now it 
has found its place in the field of ranging, surveying, 
navigation, transportation and geodesy. At present application 
of dual frequency GPS has made a better precision. But still 
there are situations, where GPS itself sometimes cannot 
provide required precision and integrity.  

Recognizing the strategic importance, the European Union 
(EU) and European Space Agency (ESA) took initiative to 
launch their own global navigation satellite system, GALILEO 
providing a highly accurate, guaranteed global positioning 
service under civilian control [1]. It is interoperable with GPS. 
Interoperability means combining information (e.g., pseudo 
range measurements, navigation data) from both the GPS and 
GALILEO systems at the user receiver to achieve better 
performance than employing either system separately [2].  

A number of studies have been done on the performance of 
GNSS system i.e. GPS, GLONASS (Global navigation satellite 
system which was developed by Russia) and GALILEO in 
respect of availability of satellite, biases, outliers and least 

square ambiguities [3-7]. In this paper, performance of GPS, 
GALILEO and combined GPS-GALILEO has analyzed for 
some specific case and the percentage of improvement has 
shown. The paper has also presented the comparison of time 
required to gain highest availability. Design parameters, which 
don’t need any actual observations [7], are considered in this 
purpose. Parameters considered are internal reliability, 
represented as minimal detectable bias (MDB) and external 
reliability represented as minimal detectable effect (MDE) and 
bias-to-noise ratio (BNR). Also a comparison of dual and triple 
frequency ranging system has been carried out. The results 
show that a triple frequency combined system gives a better 
performance. A graphical user interface (GUI), VISUAL is 
used to simulate and analyze the results [8]. 

II. STATUS OF GPS AND GALILEO 
The U.S. government baseline configuration for the 

nominal constellation consists of 24 satellites divided unevenly 
over six orbital planes. The orbital radius (i.e., nominal 
distance from the center of mass of the Earth to the satellite) is 
approximately 26,600 km. The orbits are nearly circular and 
equally spaced around the equator at a 60° separation with a 
nominal inclination relative to the equatorial plane of 55° [2]. 
In each plane there are four operational satellites. There are 10 
different GPS navigation signals, broadcast across three bands, 
known as link 1 (L1), link 2 (L2), and link 5 (L5). The carrier 
frequencies are 1575.42 MHz for L1, 1227.60 MHz for L2 and 
1176.45 MHz for L5, while the declared double-sided signal 
bandwidth is 30.69 MHz in each band.  Although at present 28 
satellites are operational, we will consider the nominal 
configuration of 24 satellites. 

GALILEO is in its development phase and its initial 
operational capability is planned for 2010–2012 with full 
operational capability by 2014 [1]. The fully deployed Galileo 
system consists of 30 satellites (27 operational + 3 active 
spares), positioned in three circular Medium Earth Orbit 
(MEO) planes at 23,222 km altitude above the Earth, and at an 
inclination of the orbital planes of 56 degrees to the equator. 
Spare satellites will be kept in each orbital plane, but will not 
be brought into operation until a satellite needs replacing [9]. 
So far four operational satellites launched - the basic minimum 
for satellite navigation in principle. Galileo broadcasts 10 
different navigation signals across three frequency bands: E5, 
E6, and E1-L1-E2. The E5 band is 92.07 MHz (90 × 1.023 
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MHz) wide and centered at 1,191.795 
partitioned into E5a and E5b sub ban
frequencies of 1,176.45 and 1,207.14 MHz,
E6 and E1-L1-E2 bands are both 40.92 
centered at 1278.75 and 1575.42 MHz, re
paper nominal constellation of 27 satellites w
spares has been considered. 

Fig 1: Frequency span of GNSS sy

III. SATELLITE NAVIGATION OBSERVA

The observations of satellite navigation 
code p and carrier phase Φ. Observation 
difference (observation of single receiv
difference (observations collected by two 
consider double difference (DD) observatio
satellite r and s can be given by [11]: 
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coordinate control; hence the higher MDB, the lower is the 
network reliability. Consider the following null hypothesis 
and alternative hypothesis: 
 
 

 
with E{.} the expectation operator, y the m-vector of 

normally distributed observables, A the design matrix, x the n-
vector of unknown parameters, and c the unknown bias 
vector. The bias vector is assumed to describe the model error. 
Hence it is absent under the null-hypothesis, but present under 
the alternative hypothesis. Corresponding size of the bias can 
be obtained as: 

 
 
 

 
 
      PA is the orthogonal projector on the range space of A.  

 
 Using the properties of the kronecker product and 

orthogonal projectors, the MDB for a code outlier is given by: 
 
 

 
 
 

 
 

B. External Reliability:  
External reliability, applied to determine systematic error of 

observation on adjusted coordinate. A dimensionless 
parameter BNR (bias to noise ratio) is used to express external 
reliability. External reliability can also be determined by MDE 
(minimal detectable effect). MDE is a vector which describes 
the impact of an MDB sized bias in the observations, on each 
of the unknown parameters to be estimated. It follows from 
equation (10) as: 
 
 

In this GPS model, if we consider only the impact on the 
unknown baseline coordinates, then the corresponding BNR 
can be computed by subtracting the contribution of the 
ambiguities. The resulting squared BNRs, written in a similar 
form as equation (11) and equation (12) are: 
 
 
 

V. SIMULATION & ANALYSIS 

A. Simulation: 
A Matlab® software tool, VISUAL, is used to analyze the 

result. The input parameters chosen for the simulations are: 
 System: GPS, GALILEO and combined GPS-

GALILEO; 

 Almanac: a Yuma almanac file for current GPS 
[13] and GALILEO ; 

 Time and date: 15-08-2013 0:00h (spatial 
variation) or 0:00-0:24h (temporal variation); 

 Number of epochs: 1-300s; 

 Frequencies : 2 or 3; 

 Cutoff elevation: 15° ; 

 Ionospheric  model: weighted, s=0.02m ; 

 Tropospheric model: fixed; 

 Receiver type: Stationary; 

 Baseline model: Geometry Free;  

 Location: World (spatial variations), Dhaka 
23.7000° N, 90.3833° E (temporal variations). 

MDB, MDE and BNR for code outlier on L1 or E1 are the 
output parameters. 

B. Result  Analysis: 
 We analyze the performance for two types of variations; 

one is spatial variations where simulation has done for entire 
earth and other is temporal variation where one specific 
location has been chosen for the same day. 

a) Spatial variation: The spatial variation of the MDBs , 
MDEs and BNRs have been studied for the world. The results 
showing the MDBs of 3 configuartions for dual frequency are 
shown in fig-2. 
 
 
 
 
 
 

 
 
 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
Analyzing fig-2(a) and fig-2(b), it has found that for GPS 

in most places MDB lies between 2.1 ~ 2.4 and highest value 
is 2.8, for GALILEO the value lies between 2.2 ~ 2.4 in most 
places and highest 2.6 in some places.  
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Fig-2(a) Minimal detectable bias of GPS 

 

  
Fig-2(b): Minimal detectable bias of GALILEO 
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Now in case of combined system (fig-2(c)) the value of 
bias is lies within 2~2.5.The minimum value of bias i.e. the 
magnitude if smallest error is 2 and the maximum value is 2.5.  
Improvement of the combined system is 5% to 40%.  

 
 
In case of combined system highest MDB reduced to 2.5. 

However, for GALILEO and combined GPS-GALILEO 
system this improvement is marginal. The maximums and 
average values of MDB obtained with GALILEO are lower 
than with GPS. This is because of the even distribution of 
GALILEO satellites over three plans, where the GPS satellites 
are divided over six planes which are not evenly distributed.  
 
 
 
 
  
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

A similar observation is done for the MDEs for either 
code outlier in L1 GPS observation, or a code outlier in an E1 
GALILEO observation. Fig-3 shows the MDE for different 
systems. MDE which indicates the impact of MDB on the 
observation also reveals the improved reliability of combined 
system. The highest value of combined sytem is reduced to 1, 
where GPS and GALILEO alone system gives a highest value 
of  2. The minimum value of combined system is as low as 
0.1. GALILEO gives better reliability than GPS. 

0.0

0.3

0.5

0.8

1.0

1.3

1.5

1.8

2.0

2.3

2.5

2.8

3.0

 B
ia

s

 

 

 MDB
 MDE

G
PS

G
A
L

C
om

G
PS G
A
L

C
om

 
Fig-4: Comaparison of MDB and MDE of three system 

 
In comparson with the GPS alone solution, the MDE of 

the combined GPS-GALILEO system is improved almost  
50%. Fig-4 summerize the overall scenary of all three 
combinations where the range of errors has shown. 

 
b) Temporal Variation: The temporal variation is done 

at the same day for a specific location, Dhaka. Fig-4 and fig-5 
display the variation of MDB and BNR with satellite 
availability. Simulation for triple frequency combination has 
also carried out. 
 

 
 
 
 
 

 
 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

 

 
Fig-2(c): Minimal detectable bias of combined system 

 
Fig-3(a): Minimal detectable effects of GPS 

 

 
Fig-3(b): Minimal detectable effects of GALILEO 

 

 
Fig-3(c): Minimal detectable effects of combined system 

 

 
Fig-5(a): Minimal detectable bias of GPS 

 

 
Fig-5(b): Minimal detectable bias of GALILEO 
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Fig-5(c): Minimal detectable bias of combined system 

 

 
Fig-5(d): Minimal detectable bias of combined system with a third frequency 

added 
 

 It is clear from the results that combined system offers 
more availability then single system as the combined 
constellation consist more satellites. Satellite available in 
combined system is more than double than GPS alone system. 
Gaps in the output are found when the no. of satellite is less 
than 8 indicating worse reliability. Reliability increases when 
more satellites are available. Analyzing results it has obtained 
that the improvement of MDB of the combined system with 
dual frequency is marginal. When we add a third frequency in 
combined system huge improvements is apparent. The lowest 
value of MDB is 1.9 when maximum no. of satellites is 
available.  Adding a third frequency in the combined system 
improved over 50% in comparison to single system. 
 

 
Fig-6(a): Bias-to-noise ratio of GPS 

 
Fig-6(b): Bias-to-noise ratio of GALILEO 

 
Fig-6(c): Bias-to-noise ratio of combined system 

 

 
Fig-6(d): Bias-to-noise ratio of combined system  with a third frequency 

added 
 

In case of BNR combined system with dual frequency 
improvement is marginal where with triple combination 
system improved over 44%.  
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Fig-7: Comparison of minimum time to get highest no. satellite and BNR at 

that moment 
 

Fig-7 shows a comparison between three combinations in 
respect of minimum time to get highest availability. It reveals 
that a combined system takes much less time than GPS and 
GALILEO alone system and in a triple frequency combination 
BNR reduces to 1.597 from 4.12 which is the highest value of 
GPS alone system.   

VI. CONCLUSION 
A comparative analysis of internal and external reliability 

of various systems is presented and compared to detect the 
possible best solution. The minimum time needs to get highest 
availability for a specific case has shown. The combined 
system takes minimum time to achieve highest availability.  

 
Simulation also depicts that a combined system gives better 

performance regards to reliability than GPS alone solutions, 
where as the improvements are marginal compared to 
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GALILEO. If we add a third frequency the combined system 
works far better than current GPS alone solution and the 
improvements is as high as 50%. 
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Abstract—In this paper, a 4-element circular polarization 

switchable patch array antenna is proposed. The array antenna 

is realized by the successful employment of the both-sided MIC 

technology, where the odd and even mode of the slot line and 

microstrip lines are used for the realization of the orthogonal 

feed and magic-T switching circuit respectively. The advantage of 

the magic-T circuit is the excellent isolation between the RF 

signal and the switching signal. In order to realize the 

polarization switching, two switching diodes are integrated with 

each patch elements. Unequal feed line is introduced to realize 

90º phase difference between the patch elements and this way, 

circular polarization switchable array antenna can be realized. 

The array antenna unit is realized in very simple and compact 

structure as all the antenna elements, feeding circuit and 

switching circuit are arranged on both sides of a Teflon glass 

fiber substrate. The structure and the basic behavior of the 

circular polarization switchable array antenna are demonstrated 

in this paper. In addition, the simulated S-parameters and the 

phase difference of the feed circuit are explained. 

Keywords—Both Sided MIC technology, Polarization 

switching, Planar array antenna. 

I. INTRODUCTION  

Microstrip antennas pose some attractive features for 

modern communication system, such as low profile, light 

weight, ease of manufacturing and conformability [1]-[3]. 

Among the microstrip antennas, circular polarization 

microstrip antennas are more suitable because of their inherent 

capabilities of reduced multi-path fading, improved coverage 

and fixed polarization [4]-[5]. The distinct advantage of the 

circular polarization antenna over the linear polarization 

antenna is the orientation flexibility [6]. Some basic studies of 

the circular polarization antenna have been reported [1]-

[4],[7]-[9]. In [1]-[3], the circular polarization and the 

polarization diversity are achieved by using PIN diode. There 

are also some reports for the circular polarization switching 

[10]-[11], In these reports, the circular polarization switching 

is realized by the integration of the SPDT switch circuit and 

the 90º hybrid circuit with the antenna elements. In this 

proposed research, the authors have proposed a novel circular 

polarization array antenna using the linear polarization 

patches. In 2012, the authors have reported a 4-element linear 

polarization switchable microstrip array antenna using Magic-

T bias circuit [12]. In this report, the linear polarization 

switching is achieved by the ON/OFF condition of the PIN 

diodes. The authors have modified the diode orientation and 

the feed circuit in order to realize the circular polarization 

switchable array antenna. Microwave momentum of the 

Advanced Design System (ADS) is used for the simulation of 

the feed circuit and the bias circuit of the array antenna 

elements. The simulation of the antenna elements integrated 

with two switching diodes is simulated by the EMPro 

software. In section 2, the structure of the array antenna, 

Magic-T and the basic behavior of the Magic-T is explained. 

In section 3, the basic behavior of the array antenna is 

explained. Brief discussion is made regarding the simulation 

results.   

II. STRUCTURE 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.  The proposed array antenna. 
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Fig. 1 shows the schematic structure of the proposed array 

antenna. The proposed array antenna consists of four patch 

elements and 2 switching diodes are loaded on each patch 

element totaling in 8 diodes. The feed and bias circuits are 

realized by arranging the magic-T and air bridge as seen in the 

dotted square of Fig. 1. The antenna elements, diodes and 

microstrip lines are arranged on the obverse side and the slot 

line is arranged on the reverse side of a Teflon glass fiber 

substrate. The position of the Magic-T is arranged in such way 

that there is a quarter wave length physical length difference 

between the patch #1,#4 pair and the patch #2,#3 pair of the 

array antenna. The diodes D1, D4, D6 and D7 are arranged 

outward and the diodes D2, D3, D5 and D8 are arranged 

inward to the antenna. 

The feed circuit is realized by the employment of the 

micristrip-slot parallel branch circuit and the slot-microstrip 

series branch circuit. This type of array antenna needs no 

impedance matching circuits and has a very simple circuit 

configuration mainly due to the excellent combination of both 

the microstrip-slot parallel branch circuit and the slot-

microstrip series branch circuit [13]-[15]. However, the design 

of this feed circuit for impedance matching is clearly 

explained in [15]. Therefore, any number array antenna such 

as 16×16, 64×64 and so on can be realized using the proposed 

array antenna as a unit. In this case, the gain of the array 

antenna will be increased according to the number of antenna 

elements.  Feed network also can be realized by meaner line. 

However, in this case the meander line impedance might very 

high, which will need additional impedance matching circuits.  

Two PIN diodes are loaded on two corners of each antenna 

element in order to realize polarization switching. The other 

ends of the diodes are connected to the ground plane by via 

hole. The characteristic impedance of the microstrip lines 

connected to the antenna elements is 110Ω and the width of 

the microstrip line is 0.55mm. The input impedance of the 

antenna element is adjusted to the microstrip lines by properly 

inserting a pair of notches at the patch [16]-[17]. The width of 

the notch is 0.2 mm and length is 0.4 mm. The 110Ω 

microstrip lines connect with another microstrip line which is 

used to realize the magic-T. The impedance of this microstrip 

line is 55Ω and the width is 2.4 mm. The width of the 

switching signal line is maintained at 0.2 mm in order to 

achieve a high impedance of 154Ω. A slot line of 0.2 mm 

width is arranged exactly below the switching signal line on 

the ground plane of the array antenna. The switching signal 

line is connected with the input port through air-bridge. A 

110Ω RF microstrip line is arranged on the obverse plane 

upon the slot line as a microstrip-slot parallel branch circuit. 

This RF microstrip line is connected with the 50Ω RF port 

using a quarter wavelength (λg/4= 5.55 mm) impedance 

transformer whose impedance is 71Ω and width is 1.36 mm. 

The size of the Teflon glass fiber substrate and the ground 

plane is 48 × 54 mm
2
. The thickness of the substrate is 0.8 mm 

with the relative dielectric constant of 2.15. 

A. The Magic-T 

Planar magic-Ts are used in microwave integrated circuits 

to split or combine in-phase or anti-phase signals. The magic-

T is very useful for balanced-mixers, discriminators, and 

beam-forming networks. The advantages of the magic-T are 

low insertion loss, high isolation, compact size and fabrication 

simplicity [18]. There are some reports for realizing the 

magic-T using the co-planar waveguide or microstrip to slot 

line mode conversion techniques [19]-[22]. 

 

 
 

 

Figure 2.  Magic-T structure. 

Fig. 2(a) shows the structure of the magic-T. The RF signal 

can be propagated through the slot line according to the slot 

line mode which can be referred as the orthogonal feed. When 

the RF signal is input to port 1, the RF signal is split to the 

microstrip line in anti-phase and propagates to port 2 and port 

3 which can be referred as the odd mode or slot line mode. 

The switching signal from port 4 can propagate to port 2 and 

port 3 by the means of even mode. As the even mode and odd 

mode are orthogonal to each other, a good isolation between 

the RF signal and the bias signal can be realized. The S11 for 

the structure is matched at the design frequency of 10 GHz. 

S41, which is the isolation, also achieved better than -28 dB. 

In addition, the S21 and S31 are achieved around -4 dB for the 

simulation.  

B. The unequal feed line for 90º phase difference 

The schematic structure of the unequal feed line is shown in 
Fig. 3. The main two conditions for the realization of the 
circular polarization are  

1. Two orthogonal signals 

2. 90
o
 phase difference between the orthogonal signals. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.  The unequal feed circuit. 
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Figure 4.  Phase differnce of the feed circuit. 

The length of the feed lines is adjusted such a way that 

there is a 90º phase difference between port 4 and port 5, and 

port 3 and port 6 is achieved at the design frequency of 10 

GHz which is shown in Fig. 4.   

C. Basic Behavior of the array antenna 

 

 

Figure 5.  Basic behaviour of the array antenna. 

          The basic behavior of the circular polarization array 
antenna will be explained using Fig. 5. When positive bias 
voltage is applied, the diodes D1, D4, D6 and D7 will be ON 
and the Patch #1 and Patch #4 will be  -45

o
 linear polarized and 

patch #2 and patch #3 will be +45
o
 deg linear polarized. 

However, there is a 90
o
 phase difference between the signals of 

the patch #1,#4 and the patch #2,#3 which fulfills the above 
two conditions. In this condition, the array antenna will be right 
hand circularly polarized.  When negative bias voltage is 
applied, the diodes D2, D3, D5 and D8 will be ON and the 
Patch #1 and Patch #4 will be +45

o
 linear polarized and patch 

#2 and patch #3 will be -45
o
 linear polarized. In this condition, 

the array antenna will be left hand circularly polarized. This 
antenna will also exhibit circular polarization it the phases are 
changed sequentially instead of diode ON/OFF. However, 
phase shifter will be needed in this case.  

D. Performance of the single antenna element 

Performance of the single antenna element is investigated 

by the ADS simulation software. The ON state diode is 

replaced by short and the OFF state diode is replaced by open. 

Fig. 6 shows the S11 characteristics for the single antenna 

where the antenna impedance is matched for the design 

frequency of 10 GHz.  However, the S11 performance of the 

feed circuit of the full array antenna is also investigated by the 

simulation. In this case also, the input impedance of the array 

antenna is matched for the design frequency of 10 GHz.  

 
 

Figure 6.  S11 characteristics of the single antenna. 

III. CONCLUSION 

In this paper, a 4-element circular polarization switchable 

patch array antenna is proposed. The array antenna is realized 

by the successful employment of the both-sided MIC 

technology, where the odd and even mode of the slot line and 

microstrip lines are used for the realization of the orthogonal 

feed and magic-T switching circuit respectively. In order to 

realize the circular polarization switching, two switching 

diodes are integrated with each patch elements. Unequal feed 

line is introduced to realize 90 deg, phase difference between 

the patch elements and this way, circular polarization 

switchable array antenna can be realized. The circular 

polarization array antenna will be fabricated and will be 

investigated by the experiment. 
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Abstract—A novel technique of designing nonuniform dumbbell 
shape electromagnetic bandgap structure (EBGS) assisted 
microwave transmission line has been proposed that shows 
distinguished performance. The proposed design has sinusoidal 
appearance of binomially distributed nonuniform EBG 
structures. Tapered dumbbell shape EBGS assisted designs using 
the proposed method have been investigated and the result is 
compared with the performance of corresponding uniform 
design. Distinguished low-pass filtering (LPF) performance has 
been observed from the proposed design that not only shows 
sharp attenuation; but also significantly low ripples. The basis of 
the performance has been demonstrated and verified. The 
proposed technique, moreover, has significantly overcome the 
limitation of getting increased number of effective tapered 
EBGSs from the conventional method (i.e. binomial distribution) 
of tapering. 

Keywords—Electromagnetic bandgap structure, EBGS, 
defected ground structure, low-pass filter, sinusoidal appearance of 
nonuniform EBGS. 

I.  INTRODUCTION 
Periodic electromagnetic bandgap structures (EBGS), 

basically, introduce a periodic discontinuity at the beneath of 
transmission line (T-line) where electromagnetic waves are 
impeded, hence form slow wave; therefore, effective 
wavelength gets increased i.e. compact performance achieved 
[1]. In photonic engineering such kind of patterns are termed as 
photonic bandgap (PBG) elements. Electromagnetic bandgap 
structures (EBGSs), however, are periodic structures that 
perform wide band-pass and band rejection property at 
microwave and millimeter wave frequencies; since 
electromagnetic waves behave in photonic substrates as 
electrons behave in semiconductors. Due to their unique 
behavior in microwave engineering they have found potential 
applications in designing various types of microwave filters, 
antenna, waveguide, amplifiers, and resonators [2]-[8]. Various 
planer etched EBG patterns have been introduces in literatures; 
some of them are in general geometric shapes such as circular 
and square and some of them are modified and complicated 
like dumbbell shape [9], [10].  

Dumbbell shape EBGS is a kind of electromagnetic 
bandgap (EBG) pattern that has found tremendous interest of 
researchers in the field of electromagnetic and photonic 
engineering due to their distinguished compact performance. 
This particular type of design has lots of factors that impact 

individually to the performance of the microstrip T-line. 
Depending on the sizes and shapes it sometimes performs as a 
stopband or as a low-pass filters, even sometimes as dual-band 
or multi-band filters [10].  Dumbbell shape EBG structure is 
also termed as defected ground structure (DGS) [7]. In 
contradiction, any kind of pattern etched in the ground plane at 
the beneath of microstrip T-line, principally, makes the plane 
defected and disturbs the propagation of electromagnetic 
waves. The advantage of dumbbell pattern is that only few 
EBG elements show the property of conventional periodic 
structure, hence the size becomes relatively smaller; but one 
shortcoming is that there is no proper formulation of designing.  

A design with tapered dumbbell shape EBG assisted 
microstrip transmission line has been proposed in this paper. 
Such kinds of tapered design are sometimes called nonuniform 
EBG assisted design and has been reported in too many 
literatures [11]-[14]. In this paper the tapering has been done 
using binomial distribution; chebyshev distribution can also be 
applied to make EBGSs nonuniform [13]. We have proposed a 
new novel design with sinusoidal appearance of tapered EBG 
elements that has greatly modified the performance of 
conventional binomially distributed design. Repeating the 
tapered EBGS lattice we can obtain sinusoidal appearance of 
EBG elements. Proper demonstration has been provided 
regarding the performance on the basis of potential effect of 
number of electromagnetic bandgap structures at the beneath of 
microstrip transmission line.  

II. NONUNIFORM DUMBBELL SHAPE EBGS 

A. Binomial Distribution 
Binomial distribution is a popular distribution that is being 

studied in probability and statistics theory to determine the 
probability distribution for the discrete number of successes in 
independent sequence of experiments. The coefficients of the 
polynomial are determined by the expression (1). By using 
positive coefficients of the binomial series expansion for 
different values of n a triangular array can be formed that is 
called Pascal’s triangle [15] shown in Fig. 1.  
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Figure 1.  Binomial coefficients in Pascal’s triangle.  

 

(a) 

 

(b) 

 

(c) 

Figure 3.   (a) Uniform dumbbell shape EBGS, (b) tapered dumbbell shape 
EBGS, and (c) sinosoidal appearance of nonuniform dumbbell shape EBGS. 

 

(a) 

 

(b) 

Figure 2.  (a) Unit dumbbell shape EBGS, and (b) tapered dumbbell shape
EBG elements at the beneath of T-line. 

Binomial coefficients have potential use in EBG 
engineering in desingig nonuniform EBG elements. From the 
Fig. 1, if n represents the number of EBG elements at the 
ground plan then the ampletudes of the different EBG elements 
are calculated from the coeffiiceants. In this work the relative 
ampletude of the dumbbell shape EBG elements are varied 
proportionally using the coefficents of the Pascal’s triangle. We 
have taken five EBG elements in our desigs, hence the 
proportional ampletude coefficents (P) are as fllows: 

P3=0.17        P2=0.67   P1=1         P2=0.67         P3= 0.17 

These values are calculted by deviding each of the binomial 
coefficents (i.e. 1, 4, 6, 4, 1) with the largest value (i.e. 6) that 
are shown in the Pascal’s triangle for n = 5.  
B. Tapered Dumbbell Shape EBGS 

 Fig. 2(a) shows the geometry of dumbbell shape EBGS. 
From the figure it is seen that two bigger square slots are 

etched at the both ends of a narrow slots; it has been reported 
that the etched square slots and narrow slot are equivalent to 
the added effective inductance (L) and capacitance (C) 
respectively with characteristic impedance Z0 (= 50 Ω) that 
yield the parallel L-C equivalent circuit [7]. Fig. 2(b) shows the 
design of periodic tapered dumbbell shape EBG assisted 
microstrip transmission line. Arm length of the square slots (bi) 
of nonuniform dumbbell shape EBG elements, however, are 
calculated by following expression: 

bi = Pi × b                                             (2) 

Where  

b = arm of square slot of the biggest EBG element or b1 

i = position of EBG elemnts 

Pi = proportional amplitude coefficient for the ith EBG 

bi = arm of square slot of the ith EBG 

III. DUMBBELL SHAPE EBGS ASSISTED MICROSTRIP LINE 
In this section we have proposed a dumbbell shape EBGS 

assisted microstip transmission line. Its performance has been 
investigated into different forms – (a) as uniform patterns, (b) 
as binomially distributed nonuniform EBGS, and (c) 
nonuniform EBGS with sinusoidal appearance. In [16] and in 
[17] sinusoidal variation of characteristic impedance of 
microstip T-line and continuous sinusoidal patters in the 
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Figure 4.  (a) S-parameter performance of uniform EBGSs and binomially 
tapered EBGSs assisted T-lines, and (b) S-parameter performance of 
binomially tapered EBGSs and nonuniform EBGSs with sinusoidal
appearance  assisted T-lines. 

ground plane of a microstrip T-line are reported respectively. 
In this work, however, we have proposed nonuniform EBGS 
that has variation in the size of EBGS in a way that looks like a 
sinusoid and it results distinguished low-pass performance.    

For designing we have chosen the substrat that has 
dielectric constant (ε0) and thickness are 2.45 and 31 mil 
(0.7874 mm) respectively. The width of microstrip 
transmission line is 2.2642 mm to keep characteristic 
impedance (Z0) 50 Ω. The designs are as follows: 

A. Uniform Dumbbell Shape EBGS 
In this design five dumbbell shape EBGSs are placed with a 

periodicity (a) of 10.43 mm shown in Fig. 3(a). The arm (b) of 
the larger square slot is 7 mm and the height (h) and width (g) 
of the narrow slot are 0.5 mm and 0.5 mm respectively. 

B. Tapered Dumbbell Shape EBGS 
With the same periodicity and size of the narrow slot we 

have designed a microstrip transmission line having 
nonuniform EBGSs, where the tapering has been done by (2). 
Thus the sizes of the bigger slots become 7 mm, 4.69 mm, and 
1.19 mm from bigger to smaller EBGS shown in Fig. 3(b).  

C. Nonuniform Dumbbell Shape EBGS with Sinusoidal 
Appearance 
Fig. 3 (c) shows a novel design that has tapered dumbbell 

shape EBGSs that are used in the design shown in Fig. 3 (b). 
We have repeated the lattice of the tapered EBGSs to make two 
cycles that can be termed as sinusoidal appearance of tapered 
EBGSs; therefore, it increases the number of EBGSs and 
makes significant improvement in performance.  

IV. PERFORMANCES OF THE DESIGNS 
In this section scattering parameter (S-parameter) 

performances of the designs have been depicted in terms of 
insertion loss (IL) and return loss (RL) properties. Insertion 
loss and return loss curves are, basically, S21 and S11 of the 
scattering parameters. We observed stopband at -20 dB of S21 
curve and passband at -10 dB of S11 curve; also -3 dB cutoff 
frequency and maximum ripple of S21 in passband to justify the 
performances. However, the simulations have been done with a 
renowned method of momentum (MOM) based software 
named Zeland ie3d that has found much use in this field in 
literature [13]-[14]. 

Fig. 4 shows s-parameter performances of uniform, 
nonuniform and sinusoidally appeared nonuniform dumbbell 
shape EBGSs assisted designs. The results have been 
accumulated in the Table 1. From the Fig. 4(a), however, it is 
seen that tapered EBGSs have reduced the ripples and have 
increased stopband width. Proposed sinusoidal appearance of 
nouniform EBGSs have increased the insertion loss hence 
resulted low-pass performance; but the performance pattern is 
likely to the performance of the binomially tapered design with 
the exception of deeper S21 curve. This is because of having 
almost double EBG elements than the simple binomially 

tapered design. Basically increased numbers of EBG elements 
increases the insertion loss, since it introduces more impedance 
in the microstrip transmission line [18]. The proposed 
technique, therefore, offers more effective tapered EBGS at the 
beneath of T-line unlike conventional chebyshev distribution 
[13], binomial distribution [14], and some other tapering 
techniques [19]-[20]. It has overcome the limitation of much 
smaller EBGSs at the ends that have no potential impact on the 
performance of the microstrip line while using conventional 
methods of tapering. 
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Figure 5.  (a) S21 curves of different number of dumbbell shape EBGSs 
assisted T-lines, and (b) S11 curves of different number of uniform dumbbell 
shape EBGSs assisted T-lines. 

V. REASON & VALIDATION OF THE RESULTS: EFFECT OF 
VARIOUS NUMBER OF EBGS 

Using the size of proposed dumbbell shape EBGS that has 
arm of bigger and narrower square slots are 7 mm and 0.5 mm 
respectively, we have investigated the effect of different 
number of uniform EBGSs at the beneath of microstrip 
transmission line. The results of 3, 5, 7, and 9 EBGSs assisted 
microstrip T-line has been shown in the Fig. 5. From the figure 
it is seen that S11 curves of all the above mentioned designs are 
almost similar; nearly overlapped with each other. S21 curves, 
on the other hand, have little dissimilarity that a design that has 
more number of EBGSs has more insertion loss i.e. deeper S21 
curve in terms of negative dB. However, for all the cases 
passbands are observed of 2.69 GHz, -3 dB cutoff frequencies 
are observed at 3.5 GHz, and stopband widths are around 6 
GHz. Maximum ripple heights, in fact, get increased as number 
of EBGSs increased. The performance, actually, have satisfied 
the concept of [18]. It is mentionable that proposed 
sinusoidally appeared EBGSs assisted T-line has performed 
worth compared to the design having nine uniform EBGSs; 
since proposed design has shown LPF performance in Fig. 
4(b), whereas uniform EBGSs have shown just a stopband 
performance in Fig. 5.  

Results that have been reported in this work are observed 
by simulating the designs using Zeland ie3d. Experts have 
found simulation results using this software are in well 
agreement with the measured performances [5], [9], [14]. In 
[10] and [20] the congruency of measured performance and 
simulation results has been illustrated. However, earlier we 
have verified the concept of effect of number of EBGSs that 
has been reported in [18]; therefore, we may consider that our 
simulation results will find good agreement with the measured 
results as well. 

VI. CONCLUSSION 
Sinusoidal appearance of the nonuniform EBGSs can be 

achieved by placing binomially tapered EBG elements 
consequently to make the second cycle. Normal tapered design 
realized by binomial distribution, therefore, can also be termed 
as sinusoidally appeared EBGSs assisted design having one 
cycle only. Proposed sinusoidally appeared nonuniform design 
of two cycles has importance over simple tapered nonuniform 
designs i.e nonuniform EBGSs of single cycle. However, this is 
actually a potential technique to modify the performance of 
binomially tapered nonuniform designs. In this paper we have 

reported a very eminent low-pass performance; whereas the 
uniform design of its base EBG elements is very worst – 
unwanted peaks of insertion loss (S21) curves are observed 
around at 10 GHz and 17 GHz shown in Fig. 5. These peaks, 
indeed, have degraded the performance and have prevented to 
form an attractive low-pass performance. Binomially tapered 
design, in contrast, has fined the performance; but finer result 
has been observed from the proposed sinusoidally appeared 
nonuniform designs of two cycles. In essence, using tapered 
design though reduces the ripples and fines the results; but the 
the sinusoidally appeared nonuniform designs offers better 
option if it is needed to increase the number EBG elements and 
to abate annoying peaks from S21 performance.  

TABLE I.  S-PARAMETER PERFORMANCES OF ALL DESIGNS 

Design Title 

Different Values of S-parameter 

Passband 
at -10 dB 

(GHz)  

-3 dB cutoff 
frequency 

(GHz) 

Stopband  
at -20 dB 

Max.RH 
(dB) 

Uniform 
EBGSs 

2.69 3.505 6.01 -3.11 

Nonuniform 
EBGSs 3.8 4.04 11.73 -1.2 

Sinusoidal 
Appearance 4.12 4.054 LPF started 

at 4.41 -3.05 
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Abstract— Most of the characters in Bangla script have similar 
shapes. Since chain-code is one kind of shape descriptor, we 
argue that it would not be able to distinguish between two similar 
characters and hence not be able to provide good recognition 
rate. Even though, the chain-code has widely been used as feature 
for Bangla script, none of the literature has considered the fact 
that chain-code may not be compatible with the script itself. We 
assume that chain-code cannot provide the variation necessary to 
describe the contours of similar characters, especially which are 
almost identical in the first place. We validated our proposal 
through a statistical test called one-way Analysis of Variance 
(ANOVA), to verify whether chain-codes of two similar looking 
characters are truly different. The results substantiate our 
assumption, suggesting that chain-code based features may not 
be the best features for Bangla character recognition. 
  

Keywords— Chain-code, Optical Character Recognition 
(OCR), Bangla script, Analysis of Variance (ANOVA),  
F-distribution. 

I.  INTRODUCTION  
Feature extraction plays an important role in any Optical 

Character Recognition (OCR) system.  Selection of a proper 
extraction method is probably the single most important factor 
in achieving high recognition performance [1]. Some 
commonly used feature extraction methods for English 
alphabet are described in [1] while a comprehensive study of 
OCR work on Bangla scripts can be found in [2]. One such 
method employed for Bangla script is chain-code and we shall 
confine our discussion to this method.  

In image processing, chain-code is used as a descriptor for 
recognition purposes. Nixon and Aguado asserted that to be 
useful for recognition, descriptors should have four important 
properties such as completeness, congruence, invariance and 
compactness [3].  Completeness is achieved when no two 
objects have the same descriptors if they have different 
shapes. Congruence property assures that similar objects can 
be recognized when they have similar descriptors. Invariance 
enables descriptors to recognize objects irrespective of their 
orientation, position or size. In addition to these three 
properties, the descriptors should be a compact set that retains 
the essence of an object i.e. the uniqueness or difference from 
the other objects. Even though chain-code has these properties 
and can provide good recognition performance, one has to 
understand that chain-code cannot characterize general 
objects. In other words, the description by chain-code is 

strongly related to each particular application with a particular 
type of object. According to Devijver and Kittler [4], features 
are “the information which is most relevant for classification 
purposes, in the sense of minimizing the with-in class pattern 
variability while enhancing the between–class pattern 
variability.” 

Chain-code is basically used to represent a contour where 
the direction of border pixels is translated or coded into 
numbers [5], [6]. The successive direction from one pixel to the 
next pixel becomes an element in the code and all these 
elements are concatenated to form a chain. Hence, the name 
chain-code.  This process is repeated for each point until the 
starting point is reached.  The contour of a character, along 
with an 8 directional chain-code is shown in Fig. 1.  Chain-
code was originally used for English character recognition [1] 
and provided good accuracy. However, unlike English 
characters, Bangla characters have a lot of inter-class 
similarity. Four pairs of characters are almost identical, except 
a dot (under the character) that differentiates between 
characters in a pair. These characters are grouped in Table 1.  

 

 
 
 

Most of the rest have partial similarity among them and we 
have grouped all such characters in Table 2. Considering 
Nixon’s statement, we argue that as a descriptor chain-code 

Figure 1. Contour of a character with 8 directional chain-
codes.  
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fails to provide completeness due to such similarity in shapes.         
Thus two different characters with similar shapes have similar 
chain-code that degrades between-class variability mentioned 
by Devijver. In other words, the congruence property makes it 
difficult to classify characters from similar chain-codes. We, 
therefore, propose to re-evaluate chain-code as features for 
Bangla characters. 
 

Table 1. Identical pairs of characters (character number) 
ড (23) & ড় (44) 
ঢ (24) & ঢ় (45) 
য (36) & য় (46) 
ব (33) & র (37) 

Table 2. Characters with similar shapes (character number) 
a(1) আ (39)   u(4) ঊ(5)    i(2) ঈ(3) e(7) ঐ(8) 
o(9) ঔ(10) ঋ(6) ঝ(19) ঘ(14) ম(35) ক(11) ফ(32)

ঘ(14) য(36) ষ(41) য়(46) 
 

   In this paper, we shall present a statistical way to validate 
our hypothesis. The method is called Analysis of Variance 
(ANOVA) and it is described in section 4. Section 2 presents 
some related works, section 3 describes chain-code histogram 
features, and results are presented in section 5. Finally section 
6 concludes the work. 
 

II. RELATED WORKS 
 

   Many researchers [7, 8, 9, 10, 11] employed chain code as 
feature extraction method in Bangla OCR. However, we will 
limit our discussion only to the works where characters are 
grouped based on their similarity. Bhattacharya et al. [7] 
employed local chain-code histograms as features in 
Multilayer Perceptrons (MLP) classifier. They reported 
94.65% recognition accuracy (best situation). However, this 
result comes after multiple stages of classification in which the 
initial classification does not give satisfactory recognition. The 
approach is contingent to the fact that a character must be 
classified as one of the similar shaped characters in the first 
stage. If it is classified as one of the characters from another 
group, it does not have any chance to be recognized correctly. 
Moreover, multistage classification requires higher 
computational time.      
   Sikdar et al. proposes a step-by-step grouping and 
recognition based on pixel density and chain-code features [8]. 
In the first step of this hierarchical approach, horizontal and 
vertical lines are identified using pixel density and based on 
that the characters are grouped accordingly. Then they search 
for a distinguishing feature (i.e. dot under the character) by 
matching the chain-code of the whole character against a 
stored code of that particular feature. The problem with such 
approach is that for certain characters it may employ too many 
stages of recognition, which consequently increases the 
computational time. The most important drawback of such 
approach is that it is not rotation invariant. If character is 
rotated 90˚, horizontal and vertical lines interchange their 
position leading to erroneous classification. Nevertheless, it is 

very laborious to carry on an exhaustive study of each and 
every feature and write algorithms for that. 
Reza and Khan used chain-code for feature extraction in [9] 
and reported almost 90% accuracy. But the main goal of this 
work was to group similar characters. The classifier was 
trained only to classify characters among pre-defined groups 
and determine inter-group and between-group 
misclassification rate.  
   In [10], not only chain-code but a combination of three other 
feature extraction methods was used (intersection, shadow, 
straight line fitting and chain-code histogram) for handwritten 
Devnagari datasets. Accuracy was around 92.8%. However, it 
would decrease if chain-code feature was used only instead of 
the combination. 
   Pal et al. presented a lexicon driven segmentation-
recognition scheme where chain-code based features were 
used [11]. Primitive components were obtained through pre-
segmentation and used to match against lexicon. Dynamic 
programming was employed to maximize average character 
likelihood. This method provided 87.21% accuracy. 
   From the above discussion it is clear that most of the chain-
code based approaches use multiple techniques to enhance the 
recognition. Major techniques include multistage classification 
[7], grouping of similar characters [8], [9] and combination of 
other feature extraction methods [10]. Although the reported 
accuracy is high, with increasing number of test characters, we 
assume it would degrade. For instance, the highest accuracy 
rate of 94.65% would give 5350 misclassified characters for a 
book of 100,000 characters. 
   We argue that the chain-code based features do not provide 
enough distinguishing properties due to the inherent similarity 
of Bangla characters and thus accuracy gets saturated at some 
point. It may not be possible to increase the recognition 
beyond the reported values. In this paper, we tested whether 
chain-code histogram features of two similar characters are 
truly different in nature and capable to provide distinguishing 
properties. First the test statistics were obtained by a statistical 
test called Analysis of Variance (ANOVA). The result of 
ANOVA was then used to make a hypothesis test which 
finally decides whether the features are truly different. 
  Since our work is primarily based on measuring the efficacy 
of chain-code features through statistical parameters and does 
not concern the performance of classifiers directly, further 
post processing methods and the range of classifiers used in 
literature are not discussed here. 
 

III. FEATURE EXTRACTION 
 

We represent each character by a feature vector and 50 such 
feature vectors of 50 Bangla characters are used to run 
statistical test on the characters. We employed chain-code 
based feature extraction technique which is described in detail 
in [7], [9]. First, we took a bounding box (the smallest 
rectangular frame enclosing the character skeleton or its 
contour) from the character image. Then contour of the 
character is taken. The bounding box image is then divided into 
7×7 blocks. Thus, the image is divided into 49 rectangular 
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blocks.  In each block, local histogram of the chain-codes is 
calculated. Each histogram is quantized into one of 4 possible 
values, i.e. 0 or 4, 1 or 5, 2 or 6 and 3 or 7. Thus, the feature 
vector has 4×7×7 = 196 components. We down sampled the 
7×7 feature vector to a 4×4 feature vector using Gaussian 
pyramid for better performance [7]. The pyramid generation 
equation can be found at [12]. After down sampling, the feature 
vector has 4×4×4 = 64 components now. 

Instead of comparing chain-codes of the same characters 
from different fonts, we conducted our work only on one font 
because we are interested in the variation a character possesses 
compared to the other in the same font type. If the chain-code 
of these two similar looking characters give high similarity 
statistics, then we would say chain-codes doesn’t give enough 
information to differentiate between them. And this applies to 
any two similar looking characters of any specific font. 

. 

IV. ANALYSIS OF VARIANCE (ANOVA) 
 

In statistics, the ANOVA tests the null hypothesis that 
samples in k groups are drawn from populations with the same 
mean values; 

H0: μ1=···=μk. 

Ha: at least one of the μk’s is different                         (1) 
    

The alternative must include everything else, which can be 
expressed as at least one of the k population means differs from 
all of the others[13].To do this, two estimates are made of the 
population variance. These estimators will then be used to 
calculate a test statistics called F value. This F value will help 
determine whether to reject or fail to reject the null hypothesis. 
For our experiment, we assume k=50 for 50 characters. 

The feature distribution is normal as chain-code is itself an 
independent process having its values Gaussian distributed; 
each time a chain-code is assigned to the contour, the code can 
have any value from 0 to 7 and it does not depend on the 
previous value. This normality makes the feature fit for 
ANOVA testing. 

After extracting features from characters, we will test them 
by ANOVA. Now, if two characters have similar shape, we 
predict that null hypothesis is failed to be rejected. In other 
words, features of similar characters have equal mean and do 
not possess variation that is crucial for classification. Likewise, 
we predict that the null hypothesis will be rejected for 
characters with dissimilar shapes. This is because the features 
of dissimilar characters inherently possess variation and hence 
their means are not equal. 

A. Test Estimators 
 

   The two estimates are variance within groups and variance 
between groups, which are basically mean squares (MS) and 
will be denoted by MSW and MSB respectively. Both MSW 
and MSB are good estimates of variance, σ2.  Mean squares are 

calculated from sum squares (SS), which is the sum of all 
squared deviations. 
 ܵ ௜ܵ ൌ ∑ ሺ ௜ܻ௝ െ పܻഥሻଶ௡೔௝ୀଵ                
 
   The deviation for subject j of group i is mathematically 
equal to ௜ܻ௝ െ పܻഥ , where Yij is the observed value for subject j 
of group i and is the sample mean for group i. It can be shown 
that  ܹܵܯ ൌ ௌௌௐௗ௙ௐ 
 
Where, ܹܵܵ ൌ  ∑ ܵ ௜ܵ௞௜ୀଵ    and ݂ܹ݀ ൌ ∑ ݀ ௜݂௞௜ୀଵ ൌ ∑ ሺ݊௜ െ 1ሻ ൌ ܰ െ ݇௞௜ୀଵ ; dfW is the degree 
of freedom within the group and N= Total number of samples 
of all groups. 
   SSB is the sum of the N squared between-group deviations, 
where the deviation is the same for all subjects in the same 
group.  The formula is: 
ܤܵܵ  ൌ ∑ ݊௜௞௜ୀଵ ሺ పܻഥ െ ധܻሻଶ 
 
where ധܻ is the grand mean. Because the k unique deviations 
add up to zero, we are free to choose only (k−1) of them, and 
then the last one is fully determined by the others, which is 
why degree of freedom between group is, dfB = k − 1. 
ܤܵܯ  ൌ ௌௌ஻ௗ௙஻ 

 

B. Test Statistic 
 

   The next step is to select a statistic for which we can 
compute the null sampling distribution and that tends to fall in 
a different region for the alternative than the null hypothesis. 
The ANOVA produces an F-statistic, the ratio of the variance 
calculated among the means to the variance within the 
samples. ܨ௢௕௦ ൌ  ெௌ஻ெௌௐ 

 
   If the group means are drawn from populations with the 
same mean values, the variance between the group means 
should be lower than the variance of the samples. In other 
words, if Fobs is small, then variability in features between 
characters is negligible compared to variation in features of a 
character. On the other hand, if Fobs is large, then variability 
between characters is large compared to variation within 
character. 
 

C. Hypothesis test 
 

   Restating Eq. 1, the rule for the ANOVA test statistic: 
Reject H0, if Fobs ≥ Fα; k−1,N−k 
Fail to reject H0, if Fobs < Fα ; k−1,N−k 
 
    

(2) 

(3) 

(4) 

(6) 

(5) 

                                                                                                   516



  Here, Fα,k−1,N−k is the critical value on the Fk−1,N−k distribution 
that is used as a cutoff and gives an area in the upper tail= α. 
The α is the significance level. The distribution is shown in 
Figure 2. 

 

 
Figure 2. F-distribution [15] 

 
   To establish chain-codes as reliable feature extraction 
method, we should gather enough evidence to reject the null 
hypothesis, which states that chain-codes of different 
characters have equal means. In other words, we need 
evidence that characters are actually different, based on the 
measured characteristics of chain-codes. If, however, we fail 
to reject null hypothesis, we have to conclude that chain-code 
does not provide enough variability between characters. The 
results of ANOVA are presented in section 5. 
 

V. RESULT AND ANALYSIS 
 

   We run ANOVA for all 50 characters. Our special interest 
was the characters listed in Table 1 and Table 2. We wanted to 
see whether chain-codes of these characters could provide 
high between-class variability. For the groups with two 
characters in the tables, we give features of these two 
characters as input to ANOVA. The α=0.05, k=2, 
N=64×2=128, dfB=2-1=1, dfW=128-2=126. Hence the critical 
value of  F0.05,1,126= 3.92 which can be obtained from [14]. 
Similarly, for the groups with four characters, α=0.05, k=4, 
N=64×4=256, dfB=4-1=3, dfW=256-4=252 and 
F0.05,3,252=2.64. For example, we run ANOVA test for 
character 9 and 10 in Matlab and the result is shown in Table 
3. It is obvious that 0.03<3.92 and hence we fail to reject null 
hypothesis concluding that there is no strong evidence that the 
mean value of characters 9 and 10 differ. Matlab gives a 
probability value for the test called p-value. Here, p-value is 
greater than the significance level of 0.05 indicating that the 
observed result would be highly likely under null hypothesis. 
This result can also be shown using box-plot in Fig. 4. 
Location of the red lines indicates equal mean value for both 
feature sets.     
 
 
 
 

 

Table 3. ANOVA result for character 9 and 10. 
Character Source SS df MS Fobs P H0 
o(9),  
ঔ (10) 

W 0.00 1 0.395 0.03 0.86 Fail 
to 
reject 

B 169.48 126 1.345 

 
   To give an idea how much characters differ from each other, 
we have quantified the p-values and gave denotations as listed 
on Table 4. However, this is to give a general idea of how 
anyone can quantify the range of p-values. The ANOVA 
results for all other similar character groups are listed in Table 
5. Not all characters of Table 1 and 2 give low F-value like the 
previous example. But, it is still less than the critical value, 
resulting failure to reject the null hypothesis. The groups that 
show high variation include (7, 8), (24, 45), (36, 46), (36, 41). 
But the variation is not high enough to provide evidence that 
their mean value differ.  
   Following the opposite argument, dissimilar characters 
should give greater F-value than corresponding critical value. 
Some examples are listed in Table 6. From there, it is obvious 
that the features from the character with dissimilar shapes 
truly differ from each other. There is strong evidence to reject 
the null hypothesis. Also the p-value is considerably smaller 
than the significance level which implies that the observed 
result is highly unlikely under null hypothesis. 
 

Table 4. Ranges of p-value 
Ranges of p-value Denotations 

0.00-0.06 Very High 

0.061-0.10 High 

0.11-0.40 Moderate 

0.41-1.00 Low 

 
Table 5. F-statistic for similar characters 

Characters F P Variation H0 

a (1) আ (39)  0.96 0.33 Moderate Fail to reject 

u(4) ঊ(5)    0.29 0.592 Low Fail to reject 

i(2) ঈ (3) 0.05 0.82 Low Fail to reject 

e (7) ঐ (8) 1.7 0.187 Moderate Fail to reject 

o(9) ঔ (10) 0.03 0.864 Low Fail to reject 

ঋ (6) ঝ (19) 0.43 0.513 Low Fail to reject 

ড (23) ড় (44) 0.65 0.42 Low Fail to reject 

ঢ (24) ঢ় (45) 1.25 0.267 Moderate Fail to reject 

য (36) য় (46) 3.1 0.08 High Fail to reject 

ষ (41) য় (46) 0.015 0.89 Low Fail to reject 

য (36) ষ (41) 3.4 0.07 High Fail to reject 

ক (11) ব (33) 0.28 0.595 Low Fail to reject 

ক (11) র(37) 0.18 0.672 Low Fail to reject 

ঘ(14) য (36) 0.00 0.99 Low Fail to reject 

ঘ(14) ম (35) 0.004 0.95 Low Fail to reject 

ব (33) র (37) 0.01 0.91 Low Fail to reject 

ক (11) ফ(32) 0.06 0.80 Low Fail to reject 
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Table 6. F-statistic for dissimilar characters 

Characters F P Variation H0 

আ  (39)  ম (35)   10.2 0.00 Very high Reject 

ঘ (14)  i(2) 9.08 0.003 Very high Reject 

ঘ (14)  ঊ(5)    17.5 0.00 Very high Reject 

i(2)  ম (35)   8.8 0.003 Very high Reject 

o(9)   ট(21) 8.7 0.004 Very high Reject 

ড (23)  ঘ (14) 11.3 0.00 Very high Reject 

ঊ(5)   ঐ (8) 6.5 0.01 Very high Reject 

ঔ (10)  জ(18) 4.57 0.03 Very high Reject 

জ (18)  খ(12) 5.02 0.02 Very high Reject 

 

VI. CONCLUSION 
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  In this paper, efficacy of chain-code as features for Bangla 
script is measured. We proposed that chain-code do not 
provide necessary variation in describing boundaries of 
characters due to high similarity in shapes. We validated our 
proposal through one-way ANOVA, a statistical test to verify 
whether chain-codes of different characters are truly different. 
From this test we observed that for similar characters null 
hypothesis is failed to be rejected which concludes that the 
characters have similar features. The test gives sufficient 
evidence that chain-code is not robust to similarity factor and 
hence we can conclude that chain-code based local histogram 
features are not strong features for Bangla script. 

 
Figure 4. Box-plot indicating equal mean of character o (9) and ঔ (10) 
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Abstract—Now-a-days video surveillance is indispensable in 
security sensitive areas. Hence, a significant amount of work has 
been done in this field. This paper proposes a hybrid algorithm 
for motion region detection and an appearance based real time 
motion tracking system. Initially, foreground map is extracted 
through subtraction process from a background model applying 
temporal differencing method. Then shadow elimination and 
morphological operations are used to remove several noises. 
Finally models are initiated for each detected motion region by 
extracting features like center of mass, color correlogram etc. 
which are then used for tracking purpose.  As similarity distance 
within a certain radius is measured, probability of confusing 
object is reduced considerably and therefore performance is 
optimized significantly. The proposed algorithm also uses a 
robust technique to label people within group. This system has 
the capability to work in indoor and semi-outdoor and even in 
outdoor environment that generates penumbra shadow as well as 
it handles occlusion, group effectively. The algorithm takes good 
care of false foreground pixels due to penumbra shadow. Hence 
this system will play a pivotal role in providing security in highly 
confidential areas.  

  Keywords—Background subtraction, temporal differencing, 
shadow elimination, Morphological operation, Color 
correlogram. 

I.  INTRODUCTION 
In today’s modern world, video surveillance has numerous 
applications including smart video data mining, public and 
commercial security, in military and law enforcement agencies 
etc. Developing algorithm for core parts like object detection 
and tracking does not only increase the odds in favor of video 
surveillance, rather other application domains like video 
compression, augmented reality; virtual reality, human 
machine interface etc also get directly benefitted from it. 
Hence video surveillance system has caught attention of 
researchers.  

The target of video surveillance system is to detect motion 
region along with analysis of suspicious move detection as 
well as tracking them over the time considering information 
such as color, shape, size, center of mass etc. 

Segmentation and tracking is the most vital part of the video 
surveillance system. Because later phase like event 
recognition largely depends on output of previous stages. A lot 
of challenges are faced during real time surveillance like light 

change, shadow that alters the segmentation process, dynamic 
background etc. Among them shadow is important that need to 
be dealt with carefully to get correct segmentation.  Labeling 
entity separately in group is another great challenge to 
overcome.  

In this paper, hybrid model has been proposed which 
combines adaptive background subtraction with temporal 
differencing for foreground extraction. Then shadow region 
are detected and finally eliminated with the computation of 
brightness and chromaticity distortion. In addition, model for 
each entity with color correlogram, center of mass is initiated 
which are used for tracking purpose. We have confined our 
study only in video sequences with static background. 

The rest of this paper is organized as follows. Section II gives 
a brief description of related research. Section III introduces 
our proposed moving object detection and tracking scheme. 
Section IV compares the performance of our proposed scheme 
with some other approach. Finally, section V concludes this 
paper.  

II. RELATED RESEARCH 
Segmentation and tracking is two paramount steps of the 
automatic video surveillance system. Over the past years a 
significant amount of work has been done in this area.  

There are two kinds of techniques for segmentation: optical 
flow computation [2] and background subtraction. The optical 
flow performs better, but computationally expensive method 
and unsuitable for real time system. Background subtraction is 
most commonly used technique for segmentation in [6]. We 
have combined adaptive background subtraction method that 
is compatible with gradula light change and temporal 
differencing to compensate missing pixels.  

Shadow is a big obstruction for acquiring correct 
segmentation. Reference [5] uses chromaticity and brightness 
distortion to detect shadow and its most commonly used 
technique in literature.  

Tracking algorithm establishes the correspondence between 
the objects in current frame with the objects in previous frame. 
This phase is important because it provides cohesive temporal 
data about moving objects which are used in both lower level 
processing like motion segmentation and higher level 
processing like behavior recognition. In order to track the 
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people, the object model is needed to be initiated. In this work, 
our primary target object is human. So we consider human 
model that might include features, such as the color, aspect 
ratio, edge, velocity etc. Correspondence matching and motion 
estimation are two methods commonly used for tracking in 
[4].  We use feature such as center of mass and color 
correlogram to track the human. 

In tracking object, full and partial occlusion is a major 
challenge to overcome with. In order to solve the problem of 
occlusion appearance based tracking method [1] were 
proposed. In our system color correlogram is used for 
occlusion handling. 

III. PROPOSED METHOD 
Our proposed method consists of steps shown in below system 
block diagram (Figure 1). A brief overview on these steps is 
given below. 

A. Foreground detection 

For foreground detection we used a hybrid background 
subtraction algorithm. One is adaptive background subtraction 
algorithm where a pixel x is detected as foreground if 
following condition holds:               |I୬ሺxሻ െ B୬ ሺxሻ| ൐ ܶ                    ሺ1ሻ        

Here I୬ is current frame and B୬ is background model at time n 
and T is the threshold value. Background model is updated 
with:   B୬ାଵሺxሻ ൌ αB୬ሺxሻ ൅ ሺ1 െ αሻI୬ሺxሻ  if xא BG   ሺ2ሻ                        B୬ାଵሺxሻ ൌ B୬ሺxሻ if x א FG                  ሺ3ሻ                     

 
 

 

Here, BG=Background pixel and FG=Foreground pixel. ߙ 
And T is empirically calculated constant. 

Another used method is temporal differencing where a pixel x 
is detected as foreground if following condition holds. |I୬ሺxሻ െ I୬ିଵ ሺxሻ| ൐ ܶ                        ሺ4ሻ 

Here I୬ିଵ  is the frame at time n-1. This method is highly 
adaptive to dynamic scene changes. So, combining both 
method yields better segmentation. 

B. Shadow elimination 
Brightness distortion and chromatic distortion is calculated to 
find the shadow of moving objects. ܫሺݔሻ ൌ ሾܫோሺݔሻ, ܫீ ሺݔሻ,  ሻሿ Are the RGB components of theݔ஻ሺܫ
pixel x from the current image and ܤሺݔሻ ൌ ሾܤோሺݔሻ, ீܤ ሺݔሻ,  ሻሿ those of its correspondingݔ஻ሺܤ
pixel in the background image. Then we define the brightness 
distortion ߜBr(x) of I(x) with regard to B(x) as the difference 
between B(x) and I`(x) the projection of I(x) on B(x) (Figure 
2), formally, δBrሺxሻ ൌ ԡBሺxሻԡ െ Iሺ୶ሻ.Bሺ୶ሻԡBሺ୶ሻԡ                ሺ5ሻ     

 

 

   Figure 2: Brightness Distortion 

Three cases arise: ߜBr(x) take a null value if no brightness 
change is observed in the scene, has a positive value if x is a 
shadowed pixel in this case we rather speak about a darkening 
level, and finally a negative distortion denotes an intensity 
gain. 

Chromatic distortion ߜCr(x) of the vector I(x) with regard to 
the background vector B(x) as the angle � (I(x), B(x)): δCrሺxሻ ൌ arccos ቞ Iሺxሻ. BሺxሻԡIሺxሻԡ. ԡBሺxሻԡ቟             ሺ6ሻ 

So, a pixel is classified as shadow if its darkening level is 
reasonable with a weak chromatic distortion: ߜBr(x) <τ  

And ߜCr(x) <θ 

 Here, θ and τ is empirically selected threshold value. 

Figure 1: The proposed system block diagram 
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Again a pixel is classified as highlighted if it gains intensity 
also with a weak chromatic distortion. Those pixels are 
resorted as background pixel. 

C. Pre-processing before tracking 
Several kinds of noises might arise like highlighted pixels, 
insignificant objects and inaccurate segmentation due to 
camera noise, light reflectance etc. For better result in later 
phases, these noises should be reduced. 

Morphological operations are applied to foreground objects to 
remove noise and discontinuities remaining after background 
subtraction process. We have applied two dilation followed by 
three erosion, again, followed by one dilation with various 
structuring element which acquired through experiment. Due 
to these operations, holes in image get eroded and 
discontinuities get filled. 

We, then, use result of shadow detection phase and use it to 
detect foreground false pixels due to highlight. A graph 
algorithm is then used to label different objects and 
insignificant objects are removed. Through that graph 
traversal important features of detected object such as 
bounding box rectangle, center of mass etc. are calculated.  

D. Tracking 

For tracking we have used two features such as center of mass 
(CM) and color correlogram. Center of mass is used to reduce 
the search space to match current objects with previous objects 
which means we considered only few objects or possibly none 
of previous frames which are located within a certain radius of 
current object and for multiple candidates we have used 
comparatively more effective feature color correlogram than 
histogram to get the correct match. . 

CM is c୫ ൌ ሺ xୡౣ, yୡౣሻ calculated from: xୡౣ ൌ ∑ ୶౟౤౟୬                                                   ሺ7ሻ                           
                                                             yୡౣ ൌ ∑ ୷౟౤౟୬                                                  ሺ8ሻ                                                                 

Two objects are said to be close if Euclidean distance between 
current object and previous objects center of mass is below a 
threshold. 

Correlogram is defined with: γI൫c୧, c୨, k൯ ൌ ґ൫ୡ౟,ୡౠ,୩൯଼KHIሺୡ౟ሻ                         ሺ9ሻ                                                         

ґ൫c୧, c୨, k൯ Is the count of total occurrences of two pixels one 
with color c୧ and another with ௝ܿ at a distance k. And 8k is a 
factor representing how many neighboring pixels in distance 
k. ܪூሺܿ௜ሻ Is the count of pixels of color c୧ in the image I. 

Distance between two image I and Iሖ is measured with 
following equation: DஓሺI, Iሻሖ ൌ ∑ หஓI൫ୡ౟,ୡౠ,୩൯ିஓIሖ ൫ୡ౟,ୡౠ,୩൯ห׊౟,ౠ,ౡଵା∑ ஓI൫ୡ౟,ୡౠ,୩൯ା∑ ஓIሖ ൫ୡ౟,ୡౠ,୩൯׊౟,ౠ,ౡ׊౟,ౠ,ౡ        ሺ10ሻ       

Similarity measure can be derived by taking its complement to 
1:      SஓሺI, Iሻ ൌ 1 െሖ DஓሺI, Iሻ ሖ                         ሺ11ሻ 

Histogram and correlogram is updated with: hIሺci, tሻ ൌ αhIሺci, t െ 1ሻ ൅ ሺ1 െ αሻhInewሺci, tሻ    ሺ12ሻ      γI൫ci, cj, k, t൯ ൌ αγI൫ci, cj, k, t െ 1൯൅ ሺ1 െ αሻγInew൫ci, cj, k, t൯         ሺ13ሻ 

Correlogram is a new feature which is much more effective 
than histogram. But we only checked those previous objects 
which are reasonable within reach of current object which is a 
great performance optimizing tonic we are using in our 
proposed method. This slightly different approach brings 
faster execution and little confusion in object matching.  

E. Occlusion handling 
At first, event of occlusion needs to be detected. If number of 
object increases and any object in current frame overlaps with 
more than one previous object then we say occlusion has 
occurred. Then we try following approach to label object 
correctly in occlusion. 

Let p be a pixel located in object G, and let G(p) denote its 
color. Let ∏୮ሺG|M୫ሻ be the likelihood of pixel p belonging to 
model M୫. Then p will be labeled as belonging to model M୫ 
if and only if m ൌ argmax୧∏୮ሺG|M୧ሻ                ሺ14ሻ 

Where ∏୮ሺG|M୧ሻ ൌ βπGሺ౦ሻ,୦ሺG|M୧ሻ൅ ሺ1 െ βሻπ୮,ஓሺG|M୧ሻ                 ሺ15ሻ 
With ீߨሺ೛ሻ,௛ሺܯ|ܩ௜ሻ ൌ min ቊHM౟൫Gሺpሻ൯HG൫Gሺpሻ൯ , 1ቋ      ሺ16ሻ π୮,ஓሺG|M୧ሻ ൌ 1 െ DஓሺM୧, ሼpሽሻ                            ሺ17ሻ 

Here DγሺM୧, ሼpሽሻ is the distance between the local correlogram 
calculated at pixel p and the part of correlogram for M୧ that 
corresponds to color G(p) and HM౟൫Gሺpሻ൯ is the count 
corresponding to hM౟൫Gሺpሻ൯. 

We detect spilt in order to track them after occlusion breaks. If 
any previous object overlaps with more than one current 
object and number of object decrease then we say split has 
occurred. Then they are tracked normally. 

IV. EXPERIMENTAL RESULT 
Proposed system has been tested with different video 
sequences in different environment and in varying lighting 
condition. A machine with 32-bit operating system, 1 gigabyte 
(GB) RAM, Intel® Pentium® Dual Core 2.20GHz  has been 
used for testing purpose.  
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 Now, here we include some of our experimental results. For 
some same sample video sequences, we have generated 
standard CAMSHIFT tracked result and result of the work 
proposed in [3] and our result. Below is the data set, we have 
generated.  

TABLE I.  COMPARISON DATA 

Ground 
Truth Data 

(x, y co-
ordinates) 

CAMSHIFT 
Result 

Amin et.  al 
Result Our Result 

(x, y) DE (x, y) DE (x, y) DE 

598, 376 
596, 
368 

8.25 
600, 
375 

2.24 
599 
375.5 1.12 

598, 375 
572, 
361 

29.53 
596, 
375 

2.00 
599 
375.5 1.12 

593, 376 
572, 
363 

24.70 
596, 
375 

3.16 
598.5 
375 5.59 

593, 376 
568, 
363 

28.18 
593, 
375 

1.00 
592.5 
375.5 0.71 

588, 375 
567, 
364 

23.71 
593, 
375 

5.00 
589.5 
375.5 1.58 

581, 375 
561, 
368 

21.19 
587, 
375 

6.00 
583.5 
375.5 2.55 

581, 375 
554, 
367 

28.16 
581, 
375 

0.00 
580.5 
375.5 0.71 

576, 375 
552, 
363 

26.83 
581, 
375 

5.00 
578.5 
375 2.50 

572, 375 
545, 
364 

29.15 
575, 
375 

3.00 
573 
375 1.00 

572, 375 
541, 
365 

32.57 
570, 
375 

2.00 
569.5 
375.5 2.50 

567, 375 
540, 
365 

28.79 
570, 
375 

3.00 
568.5 
375 1.50 

566, 375 
535, 
367 

32.02 
564, 
375 

2.00 
563.5 
375 2.50 

 
560, 375 

535, 
367 

26.25 
564, 
375 

4.00 
562.5 
375 2.50 

560, 375 
530, 
369 

30.59 
558, 
375 

2.00 
557.5 
375 2.50 

554, 375 
529, 
370 

25.50 
558, 
375 

4.00 
557.5 
374.5 3.50 

547, 374 
526, 
371 

21.21 
551, 
375 

4.12 
550 
374.5 3.00 

547, 375 
523, 
369 

24.74 
545, 
374 

2.24 
545 
374.5 2.00 

541, 375 
524, 
368 

18.38 
545, 
374 

4.12 
543.5 
374 2.23 

539, 374 
523, 
370 

16.49 
541, 
374 

2.00 
539.5 
374 0.50 

538, 374 
520, 
370 

18.44 
537, 
374 

1.00 
537 
374 1.00 

536, 373 
520, 
369 

16.49 
537, 
374 

1.41 
536.5 
374 1.12 

536, 373 
518, 
368 

18.68 
535, 
373 

1.00 
534.5 
374 1.12 

534, 374 
518, 
368 

17.09 
535, 
373 

1.41 
534 
373.5 0.50 

534, 373 
516, 
367 

18.97 
533, 
373 

1.00 
32.5 
373.5 0.50 

532, 373 
516, 
367 

17.09 
533, 
373 

1.00 
532 
373.5 0.71 

 

For a same sequence of 25 frames, we have compared our 
system’s output with standard CAMSHIFT tracked output and 
a system proposed in [4] which employs an appearance based 
tracking system with color correlogram feature. Here ground 
truth data represents center of rectangular area covered by 
original objects i.e. here human. Displacement error (DE) is 
the distance between ground truth data and tracked center of 
location of Region of Interest (ROI) in image frame. 
Comparison shows average DE of CAMSHIFT result is 30 
and average DE of approach described in [3] is 2.62 and our 
system produces 1.74 averages DE. That is, our system is 
detecting and tracking ROI in image frame more accurately 
than of these two methods.  

Detecting and tracking people in case of occlusion is a 
challenging task. 

 

 

 

Figure 3: Left column shows original image and right column shows detected 
and tracked image. Sample frames show performance during occlusion.  (a) 

Before occlusion, (b) During occlusion, (c) After split 
 

Above indoor video sequences shows performance before and 
after occlusion. As we see, system is tracking people right 
during occlusion and after split. 

a 

b 

c 

                                                                                                   522



Another set of data on similar condition from different video 
sequence is shown in Figure 4. There also we see, system is 
handling well challenge posed by occlusion. Frame no.  2-5 is 
showing performance of the system during partial occlusion 
and frame no. 6 shows system is good with full occlusion too.  
Frame no. 7 shows performance after split.  
 

 
 
 
 
 
 

   
 
 
 
 
 
 
 
 
 
 
 
 

   
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  
f 
 

 
 
Figure 4: Sequences showing performance before occlusion and after split. (a) 
Before occlusion, (b), (c), (d), (e) During partial Occlusion, (f) Full occlusion 

and (g) After split 
 

Another obstacle faced by video surveillance system is 
shadow. System not dealing with shadow suffers from 
inaccurate segmentation problem hence affecting result of 
later phases. Our system deals greatly with shadow.  

Below figure 5 shows performance of system with shadow: 

 

 
 
Figure 5: (a) Original image, (b) inaccurate segmentation due to shadow, (c) 

after elimination of shadow, (d) finally tracked object 

 
Sample two set of frames shown in figure 6, where in first 
one, illumination is uniform but with shadow effect which 
system handles well and second set which got non-uniform 
illumination. Hence resulting in falsely detected foreground 
pixels and figures show our system copes well with this 
situation as well.   

 

 

  

  
 

 
Figure 6: Samples showing system’s performance with highlighted pixels. 

Here (a) Original image where illumination is uniform, (b) Segmentation with 
false foreground pixels due to shadow, (c) after elimination of noise, shadow, 
(d) finally tracked object. Again (e) Original image where illumination is not 

uniform, (f) Segmented foreground along with false detected pixels due to 
highlight, (g) after removal of effect of highlight and other noise and (h) 

finally tracked object 
 

All the experimental result shown here indicates that our 
proposed system is compatible with various obstructions faced 
during real time video surveillance. It deals effectively with 
occlusion and split and consistent with reflection and rotation 
of objects etc. Comparison with CAMSHIFT tracked result 
and another approach proposed in reference [3] shows that our 
system detects and tracks object more accurately than those 
two methods. Also combining center of mass with color 
correlogram feature significantly reduces total processing time 
as it ensures that only some previous objects need to be 
checked with current object and hence reducing probability of 
conflict in matching.  

V. CONCLUSION 
The study presents a robust and fast approach for real time 
video surveillance. It combines two different algorithms for 
foreground detection which is very adaptive with both global 
illumination change and local illumination change like 

a b 

c d 

e f 

g 

b 

a 

c d 

e f 

g h 

a 

c d 
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highlight and shadow. We also used a robust method to detect 
shadow that has no problem with coping with lighting change 
over the frame. In tracking, we brought significant changes 
from traditional appearance based model which merely works 
with color histogram or correlogram. We used center of mass 
of each object to reduce the search space. That is number of 
similarity distance measure required is reduced and if there is 
more than one candidate then we used comparatively more 
effective feature color correlogram than histogram to get the 
correct match. Hence system performs faster. Finally we 
compared our result with standard CAMSHIFT tracked output 
and output of a system proposed in [3] which reveals our 
system is more accurately detecting and tracking human. Also, 
our system is good with penumbra shadow, highlight, rotation, 
disturbing background etc. These results indicate clearly that 
our proposed system is totally fit to be played in real time. In 
future, we will extend our system to work with non-penumbra 
shadow and behavior recognition.    
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Abstract— A significant amount of work has been done on
layout analysis of PDF documents, but there is no system
that can work on versatile types of electronic documents.
In this paper we have presented a system that works on
varieties of document types (PDF, Djvu, Epub etc.) and
does layout analysis to find text reading order. The only
assumption that we have made is that every document
format should give us the bounding blocks of each of the
basic text elements: letters, words or sub-words; for the
case study we have chosen a popular open source document
reader: Okular. We first collect texts generated from Okular,
execute some pre-processing on those texts and form words
and lines; after that, with the help of statistical information
elicited from basic text elements, words and lines, we
formulate a modified recursive XY Cut based algorithm.
Finally after some post-processing we return the output back
to Okular. We do not use any high level information from
document types, and our system is fault tolerant to ill-formed
technical documents where there may be limited overlapping
between column boundaries (in multi-column documents).

Keywords— Document Analysis, Universal Reader, Okular,
Reading Order, XY Cut.

I. INTRODUCTION

Document Layout Analysis is a key element in doc-

ument image retrieval and understanding. A document

(technical) is typically formatted in different regions:

title, affiliations, abstract, sections etc. The target of a

document layout analysis system is to understand different

regions in a document image and find out relationship

among them in order to present information provided in

a document automatically, and in correct order to any

human being or to another system.

Document layout analysis is typically called document

image analysis as most of the works are done on scanned

images of documents in high resolution. A lot of works

[1], [2] has been done for general document image layout

understanding. In this paper, however, our concentration

is specifically on technical documents, mostly conference

and journal papers. A main advantage of technical docu-

ments is that they consist of non-overlapping rectangular

This research was greatly assisted monetarily by Google,
and technically by The KDE Community during Google
Summer of Code(GSOC), 2011 (https://www.google-
melange.com/gsoc/homepage/google/gsoc2011). Technical details
about the implementation was documented in my blog
(http://nightcrawlerinshadow.wordpress.com/2011/08/20/advanced-
text-selection-in-okular/) previously.

blocks, and therefore easier to detect through an auto-

mated system. From our experiment, we have found that

Recursive XY Cut algorithm proposed by Nagy and Seth

[3] and its later improvements [4]–[6] are time-efficient

and well-suited techniques for layout analysis of technical

documents.

Apart from document image layout analysis, there has

been some works in literature those consider electronic

documents; most of these works [7]–[12] regard PDF

as the primary electronic document to perform the al-

gorithms. There are document readers which work with

more than one type of documents; Okular [13] is one of

them, and probably one of the most versatile document

readers to date. If we want to integrate document layout

analysis and reading order detection facilities in this kind

of readers, we have to make a general framework through

which it is possible to incorporate support for several

types of electronic documents.

A. Overview of the System

Okular is a universal document viewer which supports

varieties of electronic file formats including PDF, Djvu,

Chm, Epub, PS, Dvi etc. Elements in all kind of docu-

ments can be divided in two parts: text and image; here

we keep ourselves concerned with the text part only. To

provide text information irrespective of any document for-

mat supported by Okular, it has a general text generation

module called the generator which provides all of the texts

in a document, not necessarily in order. With our proposed

system, it is possible to turn the unordered jumble of

words into an ordered, human readable, combination of

texts.

We first take the ungraded texts from Okular text

generator for any document format where the available

text can be as characters, words or sub words; we then

remove unnecessary spaces from the text, construct words

from characters (if there is already a word, it is reserved)

and create lines from words; after that, we generate

some statistical information considering word spacing,

line spacing and column spacing which are further used

in the main part of the algorithm: modified XY Cut

algorithm. In the algorithm, we divide any text page to

different regions and then find out text order within all

regions distinctly and later merge the regions together

to provide the final reading order of the document. To

1st International Conference on Electrical Information and Communication Technology (EICT 2013)
13-15 February 2014, Khulna-9203, Bangladesh
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Figure 1: Process Overview (output after no. 6, Add Spaces & destruct characters is exactly opposite of steps 1 and

2, combined; output of step 4 is some numerical values).

keep congruence with the form in which the generator

gives us texts for processing, before returning the output

to generator, we add the spaces within the words in

the output, and also extract characters from words, if

necessary. An overview of the whole process is provided

in Fig. 1.

The rest of the paper is organized as follows. In section

II, we give a detailed description of the overview we

provided in this section and devise our algorithm. Section

III provides the results of our algorithm and compares the

results with the outputs before the implementation of the

algorithm; finally we conclude in section IV.

II. DOCUMENT LAYOUT ANALYSIS

Before we are ready to employ XY cut algorithm, we

have to perform some pre-processing. As we have already

discussed in section I-A, a universal document reader like

Okular has to support a lot of different document formats;

it therefore needs to provide texts in a document page in

some pre-defined format; Okular gives texts as characters

(in PDF), words (in Djvu) or sub words (in DVI). For

the development of our algorithm, we presume that the

generator or any generalized text provider will give us

text in any of the three formats discussed above; we call it

the basic building block of text. We also assume that, any

basic building block will have a bounding rectangle; for

example, a character has a defined boundary concerning

PDF file formats as shown in Fig. 2.

Basing on these assumptions, we divide our algorithm

in several parts, which we are going to describe in the

following several subsections.

Figure 2: Bounding rectangle of a character.

A. Remove Spaces

From the Okular generator, we take as input a list of

words (may not be full words) within a document page.

Then as a pre-processing, we remove the spaces from the

texts. In case of DVI generator, we get text as sub words,

and there are unnecessary and invalid spaces within sub

words, that are removed through this process. Document

formats like djvu is untarnished by this process, as djvu

directly provides us with a full word or words without any

spaces in between them (djvu generator in Okular does

not preserve spaces between words).

B. Construct word from characters

As we have already removed the unnecessary spaces,

now we can construct words from characters or sub

words. We should notice that it is quite unlikely for every

character in a word to have similar boundaries, that is      
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Figure 3: Overlap of Heights between two bounding

blocks; Green: Height of Block 1(left), Blue: Height of

Block 2 (Right) and Red: Overlap of Heights.

similar vertical start point (top) and end point (bottom),

when we consider horizontal lines. Keeping this in mind,

we make our word construction module flexible; from

our experiment on documents we have allowed characters

or sub words to merge into a word only if their mutual

overlap of heights (according to Y coordinates) is more

than 60% (according to Fig. 3). A significant advantage

of this step is that we can now run all of our computation

on words in spite of characters, which is more time

efficient. This step of the algorithm depends a lot on the

output of the generator, because if there are unnecessary

spaces within words (as is the case in DVI generator for

Okular), then we get only sub words as output. Also in

this step, we keep a corresponding character mapping for

every constructed word so that we can revert to the basic

character blocks at the last step of our algorithm.

C. Create Lines from words

In this step, we will create lines from words which

is very crucial as every line sorts words within a line

and provides statistical information about line spacing

between consecutive lines in a text. Given the words and

bounding rectangles of the words, line drawing procedure

is described in algorithm 1.

D. Generate Statistical Information

In this step, we generate statistical information regard-

ing word spacing, line spacing and column spacing. Word

spacing is necessary to provide information about the

average spacing within words in a document and is very

conducive to determine column spacing, which provides

us essential information to segment a multi-column doc-

ument in different columns; line spacing is necessary

to divide text regions which are separated considerably

by more than usual line spacing. This method is used

repetitively by Modified XY Cut algorithm to generate

global (within a document page) and local (within regions

of a whole page) statistical information; to know how to

generate statistical information see algorithm 2.

E. Modified XY cut algorithm

We have used a modified version of XY cut algorithm;

we first take the whole page as our root of the XY Cut

tree (though we call it a tree according to the literature,

here we see it more like a list) and try to divide this

tree in different regions until it is impossible to make

further division. To make a decision of partition, we first

calculate projection profiles along the X axis and Y axis.

Algorithm 1 LineGrowing(Words)

1: Sort all of the Words according to their Y coordi-

nate in ascending order (according to top values of

bounding rectangles).

2: for each Word in Words do

3: newLine = true.

4: for each Line in generated Lines (Initially there

will be none) do

5: if Height of bounding rectangles (according to

Y-coordinates) of Line and Word overlaps by

more than 70% then

6: Append Word to Line.

7: Redefine the boundary of Line.

8: Set newLine = false.

9: end if

10: if newLine == false then

11: BREAK

12: end if

13: end for

14: if newLine == true then

15: Make a new Line and insert into Lines

16: end if

17: end for

18: for each Line in Lines do

19: Sort the Words in a Line according to their X

coordinate in ascending order (of left value of

bounding rectangle)

20: end for

21: return Lines

Algorithm 2 Statistics(Words)

1: Lines = LineGrowing(Words)
2: Find line spacing between lines from Lines and take

a weighted average to generate LSpacing.

3: for each Line from Lines do

4: Find the maximum spacing within the line and keep

it in COLSpaces (COL refers to column).

5: Keep other spaces in WORDSpaces.

6: end for

7: Take weighted average from COLSpaces to generate

CSpacing.

8: Take weighted average from WORDSpaces to gen-

erate WSpacing.

9: return LSpacing, WSpacing, CSpacing (for Line

spacing, Word spacing and Column spacing respec-

tively)
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We calculate the statistical information of word spacing,

line spacing and column spacing from algorithm 2; using

these information and two region threshold parameters,

we take the decision of dividing in further regions; but

prior to that, we do some pre-processing like boundary

white space removal, which is basically shrinking the text

region where there is no text and to make the system fault-

tolerant to some extent, we make provision to avert stray

text overlapping (noise) between columns. Algorithm 3

describes the process in detail.

Algorithm 3 XY Cut(Words, PageBoundary)

1: Make the first element of a list XY Tree.

2: while We have not reached the end of XY Tree do

3: LSpacing, WSpacing, CSpacing =

Statistics(Words).
4: ThreshX = 2 * WSpacing, ThreshY = 2 *

Lspacing.

5: Generate HorProj and V ertProj from projection

of text elements on the Y axis and X axis of

PageBoundary.

6: For Noise (Trivial text overlapping between

columns), find average of V ertProj and subtract

this average from all of the elements in V ertProj.

7: Cleanup boundary white spaces (where there is no

text).

8: Let maximum gap from HorProj be GapX and

from V ertProj be GapY .

9: Segment the current region into two regions only if

GapX or GapY exceeds corresponding thresholds,

ThreshX and ThreshY ; In cases where both of

the gaps meet the requirement, segment according

to the greater gap between GapX and GapY .

Remove the current region and insert two newly

created regions.

10: end while

11: Traverse all the regions in list in order and get the

ordered Lines from there to insert in TextLines.

12: return TextLines

F. Add Spaces and Destruct characters

In this part, we have all of the words of the input page

in sorted lines TextLines, but we do not have any space

in between words, which seems unnatural; for this reason,

we will insert space characters in places where there

should be spaces. We will find two consecutive words and

whether there is a gap in between their boundary rectan-

gles; if there is empty space between those rectangles, we

put a space character there instantly. This step will insert

spaces in djvu files, as generator for this file format only

gives words and no spaces within them are reserved.

After the addition of spaces, we destruct characters

from the words, using our word to character correspon-

dence, in order to return to the original characters that we

got from the generator.

(a) (b)

(c) (d)

Figure 4: djvu selection comparison 4a: before implemen-

tation, 4b: after implementation; PDF selection compari-

son 4c: before implementation, 4d: after implementation

III. RESULTS AND PERFORMANCE ANALYSIS

As there is no present system for multiple document

layout analysis, we cannot give a direct comparison with

previous works. Also the works done on PDF document

layout analysis have not provided any presentable method-

ology to compare with previous works. For this reason,

we have presented comparison of our work in respect of

the previous outputs of Okular.

A graphical comparison of the results before and after

the implementation of our algorithm in Okular for Djvu

and PDF file formats are shown in Fig. 4. For the selection

in djvu files, the improvement is twofold:

1) There has been added space between words after the

implementation of algorithm as we can see from the

selection, which is the contribution of the last sub

step: addition of spaces within words.

2) Previously every word had a different bounding

rectangle, but now we can see a continuous rect-

angle in selection; this has been possible for the

redefinition of bounding rectangles for words and

lines in the steps words from characters and lines

from words.

There are some cases where our algorithm does not

perform well, which are given below:

• Poor Performance of Generator: For our algo-

rithms, we have assumed that the generator gives

us texts as characters, words or sub words; but

in cases of chm files, the current generator gives

text as multiple lines. As we depend much on line       
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Figure 5: Error of the algorithm: column overlaying; left:

our output, right: intended output (From Adobe Acrobat

Reader).

segmentation for our algorithm and do not handle

input like multiple lines, it results as a failure.

• Column Overlapping and Overlaying: As our

algorithm uses a variety of XY Cut algorithm, it

suffers from the same problems as the original XY

Cut algorithm does [6]. Though our algorithm can

support a little column overlapping detecting it as

noisy condition (Algorithm 3), massive overlapping

is not supported. It is not much problematic as

for now, as our target in this work is mainly to

give support to technical documents. An example of

failure is explained through Fig. 5.

IV. CONCLUSION

We have proposed a document layout system for the

Open Source document reader Okular, which supports

versatile types of electronic documents. To support all of

these document formats, we have devised a modified XY

Cut algorithm; also we have added some pre-processing

and post-processing steps to contain all the document

formats. Our system takes input from the output of Okular

generator as generated texts in an undefined manner; we

then pre-process the texts, generate words and lines from

there and extract some statistical information to use in the

XY Cut algorithm. After running the algorithm, we do

some post-processing and return Okular back the output

in the format of the original input.

Our work shows promising results for technical docu-

ments but with some additional changes in the algorithm

it is possible to support more complex documents like

consumer magazines, which are now available in different

formats like (PDF, Epub, Mobi) etc. Though the work

[14] supports consumer magazines for PDF file format,

none is available for other formats; exploiting Okular’s

versatility in document reading, it is possible to devise

new algorithms which will support complex documents

in different file formats.

REFERENCES

[1] T. M. Breuel, “High performance document layout anal-
ysis,” in Proc. Symp. Document Image Understanding
Technology, 2003.

[2] K. Kise, A. Sato, and M. Iwata, “Segmentation of page
images using the area voronoi diagram,” Computer Vision
and Image Understanding, vol. 70, no. 3, pp. 370–382,
1998.

[3] G. Nagy, S. Seth, and M. Viswanathan, “A prototype
document image analysis system for technical journals,”
Computer, vol. 25, no. 7, pp. 10–22, 1992.

[4] J. Ha, R. Haralick, and I. Phillips, “Recursive x-y cut using
bounding boxes of connected components,” in Document
Analysis and Recognition, 1995., Proceedings of the Third
International Conference on, vol. 2. IEEE, 1995, pp.
952–955.

[5] J.-L. Meunier, “Optimized xy-cut for determining a page
reading order,” in Document Analysis and Recognition,
2005. Proceedings. Eighth International Conference on.
IEEE, 2005, pp. 347–351.

[6] P. Sutheebanjard and W. Premchaiswadi, “A modified
recursive xy cut algorithm for solving block ordering prob-
lems,” in Computer Engineering and Technology (ICCET),
2010 2nd International Conference on, vol. 3. IEEE,
2010, pp. V3–307.

[7] W. S. Lovegrove and D. F. Brailsford, “Document analysis
of pdf files: methods, results and implications,” Electronic
Publishing–Origination, Dissemination and Design, vol. 8,
no. 3, pp. 207–220, 1995.

[8] A. Anjewierden, “Aidas: Incremental logical structure dis-
covery in pdf documents,” in Document Analysis and
Recognition, 2001. Proceedings. Sixth International Con-
ference on. IEEE, 2001, pp. 374–378.

[9] F. Rahman and H. Alam, “Conversion of pdf documents
into html: A case study of document image analysis,” in
Signals, Systems and Computers, 2003. Conference Record
of the Thirty-Seventh Asilomar Conference on, vol. 1.
IEEE, 2003, pp. 87–91.

[10] K. Hadjar, M. Rigamonti, D. Lalanne, and R. Ingold,
“Xed: a new tool for extracting hidden structures from
electronic documents,” in Document Image Analysis for
Libraries, 2004. Proceedings. First International Workshop
on. IEEE, 2004, pp. 212–224.

[11] H. Chao and J. Fan, “Layout and content extraction for pdf
documents,” in Document Analysis Systems VI. Springer,
2004, pp. 213–224.
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Abstract— Cognitive radio is an intelligent technology that 

helps in resolving the issue of spectrum scarcity. In a spectrum 
sharing network, where secondary user can communicate 
simultaneously along with the primary user in the same 
frequency band, one of the challenges is to obtain balance 
between two conflicting goals that are to minimize the 
interference to the primary users and to improve the 
performance of the secondary user. In our paper we have 
considered a primary link and a secondary link (cognitive link) 
in a fading channel. To improve the performance of the 
secondary user by maintaining the Quality of Service (Qos) to 
the primary user, we considered varying the transmit power of 
the cognitive user. For this we proposed ANFIS based 
opportunistic power control strategy with primary user’s SNR 
and primary user’s interference channel gain as inputs. By 
using fuzzy inference system, Qos of primary user is adhered 
and there is no need of complex feedback channel from 
primary receiver. The simulation results of the proposed 
strategy shows better performance than the one without power 
control.  
 

Keywords— ANFIS, Fuzzy inference system, spectrum 
sharing 

INTRODUCTION 
COGNITIVE RADIO is a technology which helps in the 
efficient utilization of the spectrum. Spectrum is a limited 
resource, hence the use of spectrum is regulated by 
government agencies like the Post and Telecom service ( 
PTS) in Sweden, Federal Communications Commission 
(FCC) in United states, Telecom Regulatory Authority of 
India(TRAI) in India, Bangladesh telecommunications 
regulatory commission (BTRC) in Bangladesh.  It has been 
found that most of the time the spectrum is underutilized 
even in highly populated urban areas.  There are two types of 
users who use the spectrum. They are the Primary users 
(licensed) and the secondary users (Unlicensed).  The 
Primary users (licensed) are those that have a license to use 
the spectrum. The Secondary users (Unlicensed) are those 
who don’t have a license to use the spectrum.  When the 
assigned spectrum is not completely or if only partially 
utilized by the primary user, the unutilized spectrum is 
referred to as a spectrum hole or a white space. Cognitive 
radio identifies these spectrum holes and assigns them to the 
secondary users without causing any interference to the 
primary users.  The concept of Cognitive radio was first 
introduced by Joseph Mitola III and Gerald Q. Maguire Jr. 
from Royal  Institute of Technology, Sweden  in 1999 
[1],[2]. 
Cognitive radio comprises of spectrum sensing, spectrum 
management and spectrum mobility. The process of sensing 
the spectrum, identifying the primary users and spectrum  

 
 

 
holes without causing interference to primary users is called 
spectrum sensing.  The process of selecting spectrum bands 
which is appropriate to perform communication by the 
cognitive user is called spectrum management. It depends on 
the cognitive user’s requirement and the quality of service to 
the primary users. The process of exchanging the operating 
frequencies by the cognitive users for better communication 
is called spectrum mobility.  
For Cognitive radio users, optimal power control in spectrum 
sharing is one of the most important research issues. 
Opportunistic spectrum access and spectrum sharing are two 
types of mechanisms in cognitive radio networks. In 
opportunistic spectrum access either the primary user (PU) or 
the secondary user (SU) can use the spectrum. When the PU 
is idle, the SU will be able to use the spectrum. When the PU 
needs to use the spectrum again, SU has to vacate the 
spectrum. In Spectrum sharing both PU and SU can access 
the spectrum simultaneously as long as there is no 
interference to PU’s Quality of service (QoS). The operation 
of the SU depends on the peak transmit power constraint and 
an average interference constraint at the primary receiver [4]. 
It is important to balance the interference to the PU and 
improve the performance of the SU. Power control is one of 
the constraints to improve the performance of the secondary 
users.  
In this paper we proposed that  Adaptive neuro fuzzy 
inference system (ANFIS) can be efficiently used for optimal 
power control in cognitive radio network by using the ratio 
of primary user’s signal to noise ratio (SNR) to the threshold 
value and the ratio of primary user’s interference channel 
gain to its maximum value as two inputs. There by 
improving the performance of the secondary user without 
disturbing the Quality of service (Qos) of the primary user.  

 

I. SURVEY OF RELATED WORKS 
In [5], the authors have considered a spectrum sharing 

network with a pair of primary users and secondary users in a 
fading channel. Using three input parameters: The PU’s  
SNR, the PU’s interference channel gain and the relative 
distance between PU’s link and CR’s link, a fuzzy based 
opportunistic power control strategy using mamdani fuzzy 
control has been proposed. For mamdani based FIS, 
input/output membership functions and fuzzy rules has to be 
formulated by using human expert knowledge and also a 
feedback is needed from the primary receiver. 
Optimal power control under four different power constraints 
are derived via convex optimization by considering 
interference and transmission power constraints in [6]. The 
peak power constraint at the secondary transmitter is 
considered to characterize the power adaption strategies that 
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maximize the SNR and capacity of the secondary user in [4]. 
In [9], a cognitive user can adapt transmit power 
opportunistically to achieve maximum transmission rate 
without affecting the outage probability of the primary user. 
ANFIS is used for copper grade prediction in Sarcheshmeh 
porphyry copper system in [7] and for predicting data rate of 
a particular radio configuration in [10]. A FIS and ANFIS 
based downlink power control schemes are proposed for 
fixed broadband wireless access system in [8]. 

 

II. OVERVIEW OF COGNITIVE RADIO 
“Necessity is the mother of invention.”  Scarcity of 

Spectrum has led to the invention of new technology called 
Cognitive radio, which can be used for effective utilization of 
spectrum. Cognitive radio is a technology used by the 
unlicensed users to use underutilized spectrum without 
causing any interference to the licensed users. 
According to Simon Haykin [3] , the definition of Cognitive 
radio is  “Cognitive radio is an intelligent wireless 
communication system that is aware of  its surrounding 
environment (i.e., outside world), and uses the methodology 
of understanding-by-building to learn from the environment 
and adapt its internal states to statistical variations in the 
incoming  RF stimuli by making corresponding changes in 
certain operating parameters (e.g., transmit-power, carrier-
frequency  and modulation strategy) in real-time, with two 
primary objectives  in mind: 

• Highly reliable communications whenever and 
wherever needed; 

• Efficient utilizations of the radio spectrum.” 
Most important features of cognitive radio is awareness, 
intelligence, learning, adaptability, reliability, 
reconfigurability.  Different technologies like Software 
defined radio, digital signal processing, networking, machine 
learning and computer software & hardware helped to bring 
these features together in the form of Cognitive radio. 
There are three fundamental tasks in the operation of 
Cognitive radio as shown in Fig. 1. They are  

1. Radio scene analysis. 
2. Channel state estimation and predictive modeling. 
3.  Transmit power control and spectrum management. 

The first and second tasks are performed at receiver’s end 
however the third task is performed at the transmitter end. 
In Radio scene analysis there are two important actions. One 
is to estimate the interference temperature. Second is to 
identify spectrum holes.  These actions are performed at the 
receiving end and the information is transmitted back to the 
transmitter through a feedback channel.  This information is 
necessary for the transmitter in order to perform the third 
task. Channel state estimation and predictive modeling 
comprises of estimating the channel state information and to 
calculate the channel capacity of the cognitive link which is 
used by the transmitter. Transmit power control and 
spectrum management is performed at the transmitter end. It 
comprises of selecting the best transmit power levels of the 
unlicensed users which maximizes the data transmission 
rates without exceeding interference temperature.  Spectrum 
management is necessary for effective utilization of the 
spectrum. 

 
Fig.  1. Basic structure of Cognitive radio cycle 

 

III. OVERVIEW OF ANFIS 
Adaptive neuro fuzzy inference system(ANFIS)  is a type 

of fuzzy inference system (FIS)  which formulates  the 
mapping of inputs to output.  It uses both fuzzy logic(FL) 
and artificial neural networks(ANN) in the process of 
mapping the inputs to output.  In FIS the most difficult part is 
to obtain membership functions, distribution of membership 
functions and setting fuzzy rules. These parameters are 
obtained by using trial and error method. ANFIS uses neural 
networks to adjust these parameters. The ANN part in 
ANFIS helps in reducing the error and optimizing the 
parameters. FL deals with uncertainty very well and known 
for structured knowledge representation. ANN has the 
learning capability. ANFIS has the advantages of both FL 
and ANN. Hence it has become an important step of research 
in the fields of automatic control, data classification, decision 
analysis, expert systems and computer vision where FIS has 
been successfully used. The main objective of ANFIS is to 
identify the near optimal membership functions and other 
parameters of the equivalent fuzzy inference system by 
applying a hybrid learning algorithm using input-output data 
sets and then to achieve a desired input-output mapping. 
ANFIS has a layered architecture just like neural networks. 
ANFIS consists of five layers. The nodes in these layers can 
be adaptive or fixed. For identification, the adaptive nodes 
are represented by squares and fixed nodes are represented 
by circles in the architecture. The general architecture of 
ANFIS is shown in Fig. 2.  For description of the 
architecture, we consider first order sugeno with two inputs x 
and y. A  Takagi-sugeno based ANFIS has rules of the form 
of  
If x is  A_i  and y is B_i   then  : 
 ௜݂ ൌ ݔ ௜݌  ൅ ݕ ௜ݍ  ൅ ݅  ݁ݎ݄݁ݓ ௜             (1)ݎ  ൌ 1,2 …   
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Fig.  2. Generalized structure of ANFIS. 

 

 
Fig.  3. Calculation of output from inputs 

Layer 1 : In this layer the nodes are adaptive. The 
membership values of the inputs are calculated in this layer.  
The output of the nodes is a membership grade of the inputs. Output  Oଵ,୧ for nodes i ൌ 1,2    Oଵ,୧ ൌ  µA౟ሺxሻ Output  Oଶ,୧ for nodes i ൌ 1,2     Oଶ,୧ ൌ  µB౟ሺyሻ 
x and y are the inputs to the node i. A୧ and B୧ are the 
linguistic labels like small, medium, large etc.  µA౟ሺxሻ and µB౟ሺyሻ can be any membership function like bell shaped, 
triangular or trapezoidal shaped etc. The number of nodes 
represents the number of fuzzy sets into which each input is 
quantified. Usually all the membership functions are in the 
interval of [0,1]. A୧ and B୧ are also called as antecedent 
parameters or premise parameters which are determined and 
adaptively modified during the training process of ANFIS. 
In this paper we used trapezoidal membership functions 
which are expressed as 
 

ሻݔ஺೔ሺߤ ൌ  
ەۖۖۖ
۔ۖ
ۓۖۖ ݔ                            0            ൏ ݔ ݎ݋ ܽ ൐ ܾ1 െ ݔ െ ܽܿ െ ௗଶ െ ܽ       ሺ2ሻ   ܽ ൏ ݔ ൏ ܿ െ 2݀   

              1                       ܿ െ 2݀ ൏ ݔ ൏ ܿ ൅ 2ܾ݀ െ ܾݔ െ ቀܿ ൅ ௗଶቁ                  ሺ3ሻ          ܿ ൅ 2݀ ൏ ݔ ൏ ܾ 
 

 
Where a and b are left and right bounds. c is the center of 
the trapezoid and d is the top width of the trapezoid. 
Layer 2: In this layer the nodes are fixed. In this layer the 
firing strength of each rule is calculated and it represents 
each node output. T-norm operators are used like min, 
product, fuzzy AND etc. 

WI ൌ  ΜAIሺXሻ. ΜBIሺYሻ    FOR I ൌ  1,2         (4) 

Layer 3: The nodes are fixed in this layer. In this layer all 
the rules or firing strengths are normalized. The ratio of a 
particular rule to that of sum of all the rules. The output of 
the node is usually called as normalized firing strength and 
is fed to layer 4. Output of layer 3  is:  wనതതത ൌ  ୵౟∑ ୵౟       where i ൌ  1,2 …          (5) 
Layer 4: The nodes are adaptive in this layer. The output or 
the consequent parameters are determined in this layer. The 
function of each node is a combination of the output of the 
layer 3 and a simple linear equation (sugeno rule). In this 
layer, the contribution of each rule to the overall output is 
calculated. Output of layer 4 is: 
    wనതതത. f୧  ൌ  wనതതത ሺp୧ x ൅  q୧ y ൅ r୧ሻ         (6) 
Layer 5: This layer is the output layer. There is only a single 
node and it is fixed. The function of this layer is the 
summation of all the inputs or incoming signals (outputs 
from layer 4). In Fig. 3 it is shown as dq. Output of layer 5  is: ∑ wనതതത. f୧ ୧ ൌ  ∑ ୵౟ . ୤౟౟∑ ୵౟౟               (7) 

From layer 1 to layer 4 represents the “if -then” rules of 
takagi sugeno fuzzy model and also determines the number 
of fuzzy rules. In layer 1 the input membership functions 
and antecedent parameters are determined and in layer 4, the 
consequent parameters are determined. If a zero order 
sugeno model has to be implemented, all the steps will be 
similar expect the output in layer 4 where p=0 and q=0. The 
performance of the system is evaluated using root mean 
squares error (RMSE) and is defined as RMSE ൌ  ଵ୬ ඥ∑ ሺy୩ െ  o୩ ሻଶ୬୩ୀଵ           (8) 
Where y୩ is the desired output and o୩ is the actual output 
obtained. n is the number of training samples. 

IV. SYSTEM MODEL 
In this paper we have considered a single primary link (a 

transmitter and receiver) and a single secondary or cognitive 
link (transmitter and receiver) in a fading channel as shown 
in Fig. 3. P୮ and Pୡ are the transmitted powers of primary 
and secondary(cognitive) transmitters.  g୮୮ and gୡୡ are the 
channel gains between the primary link and the secondary 
link. gୡ୮ and g୮ୡ are the interference channel gains of 
secondary transmitter to primary receiver and primary 
transmitter to secondary receiver. All the channel gains are 
assumed to be random variables acting independently with 
continuous probability density function. N଴ is the variance 
of the additive white Gaussian Noise that affects both the 
primary receiver and the secondary receiver independently 
in the same way. In this spectrum sharing network, primary 
link has high priority to transmit data then secondary link. 
As long as the Qos of the primary user is maintained, the 
secondary user will be able to use the spectrum.  
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Fig.  4. System model 

We have considered the propagation environment without 
path loss. In this scenario we have considered the ratio of 
primary user’s signal to noise ratio (SNR) to a threshold 
value as one input and the ratio of  gୡ୮  to its maximum value 
as the second input to the ANFIS. The output we considered 
is the ratio of  Pୡ  to its maximum value. 
The primary user’s Signal to Noise Ratio without the 
presence of Cognitive user is defined in [9] as 
 SNR ൌ  α ൌ  P౦ ୥౦౦ N౥                (9) 
 
primary user’s Signal to interference noise ratio with the 
presence of cognitive user in the spectrum sharing network is 
given in [9] as 
 SINR ൌ  βሺkሻ ൌ  P౦ ୥౦౦୩ .Pౙౣ౗౮ ୥ౙ౦ାN౥           (10) 

 Pୡ୫ୟ୶ is the peak power transmitted by the cognitive user 
and k  is the instantaneous power control parameter or  
power scale ratio. The value of k varies in between 0 to 1 
whose value will be determined by the power control 
strategy [9]. 
In order to maintain the Qos  a threshold level  β୲ is 
considered which is given in [9] as 2R౦ െ  1 . R୮ is the data 
rate of the primary link. Primary user’s SINR should be 
greater than the threshold value during spectrum sharing.  
The Cognitive user varies its power to keep the primary 
user’s SINR greater than the threshold value.   
When the SNR of the primary link falls below the threshold 
level the primary link is already in outage. In this case the 
transmission from the cognitive user does not have any 
negative affect on the primary user, no matter how much 
transmit power it uses.  Hence cognitive user can transmit 
with its peak power. 
In case when the SNR of the primary link is near to the 
threshold value then the primary user in not in outage and 
sensitive to interference from the Cognitive user.  In this case 
the cognitive user transmits with fraction of its peak power to 
maintain Qos to Primary link, so that the primary user can 
still transmit R୮ with  P୮.   
In case when the SNR of the primary link is far above the 
threshold value, the primary user’s SINR will be greater than 
the threshold value even if the cognitive user transmits with 
its peak power. As the Qos is assured regardless of cognitive 

user’s transmit power, The Cognitive user transmits with 
peak power. 
When the primary user’s interference channel gain (gୡ୮) is 
low, the Primary user’s received interference intensity from 
the Cognitive link is low. In this case the Cognitive user can 
transmit with peak power. When the primary user’s 
interference channel gain (gୡ୮) is high, the primary user’s 
received interference intensity from the Cognitive link is 
high and the Cognitive user should transmit with low power. 
  

V. IMPLEMENTATION OF ANFIS 
The training of ANFIS is carried either by back 

propagation algorithm or Hybrid algorithm. In this paper we 
have used hybrid algorithm for training purpose. A hybrid 
algorithm is an algorithm which uses both back propagation 
algorithm and least mean squares algorithm to determine the 
input (antecedent) and the output (consequent) parameters. 
Usually the consequent parameters are updated first by using 
least mean square algorithm and the antecedent parameters 
are updated later by back propagating the errors that still 
exist using gradient descent algorithm. Since two different 
types of algorithms are used to reduce the error it is called as 
hybrid algorithm. The training data is manipulated from the 
concepts discussed in system model and used for training 
purpose. We used 45 sets of noisy data and trained for 80 
epochs. The error is reduced to 0.082 after 40 epochs as 
shown in Fig. 5. We performed simulations using MATLAB 
2010a. After training, the obtained structure of ANFIS and 
the membership functions are shown in Fig. 4. 
 

 
Fig.  5. (a) structure of ANFIS.  

 
 (b) Membership function of input 1, ቀ ఈఉ೟ቁ.     
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 (c) Memberhsip function of input 2, ൬ ௚೎೛௚೎೛ ೘ೌೣ൰ 

The inputs that we considered for ANFIS are the ratio of 
primary user’s SNR to threshold value ቀ ஑ஒ౪ቁ  and the ratio of  
primary user’s interference channel gain to its maximum 

value ൬ ୥ౙ౦୥ౙ౦ ౣ౗౮൰  as inputs 1 & 2 respectively.  

 

 
Fig.  6. Error plot 

VI. RESULTS 
The surface graph of the two inputs is shown in Fig. 5.  
From the surface graph we can tell how the inputs affect the 
output.   

 
Fig.  7. Surface graph 

We have applied FIS based power control strategy for 
improving the performance of the secondary user. The 
performance of a system can be observed by plotting the Bit 
Error rate versus the ratio of energy per bit to Noise power 
using BPSK modulation scheme. We did the comparison 
between system without power control and system with 
ANFIS based power control in the propagation environment 
without path loss in a fading channel. From the graph we can 
say that the bit error rate is considerably reduced (20 dB) for 

the one with ANFIS based power control. From this we can 
say that the secondary user’s performance is improved while 
maintaining the QoS of the primary link. 

 
Fig.  8. Performance of secondary user 

VII. CONCLUSION 
For the huge demand for mobile & broadband applications, 
most important demand is that pictures and video are very 
efficient in describing a situation. Modern cell phones have 
broadband internet access, and public safety personnel may 
start to rely on it. Therefore, broadband internet access is a 
requirement for the next generation public safety 
communication system, and problem is that spectrum in the 
public safety bands is scarce. Public safety communication 
has such a high peak-to-average ratio that it is uneconomical 
to reserve the needed spectrum in the conventional way. 
Cognitive radio could be a way out of this problem. 
However, cognitive radio is not allowed to interfere with the 
primary user communication in any condition. So in our 
paper we proposed how power management could be done 
without interfering primary user and to maintain a QoS. 
In a spectrum sharing network, improving the performance 
of the secondary user and minimizing the interference to the 
primary link are two conflicting goals.  So we proposed 
ANFIS based power control strategy to improve the 
performance of the secondary user by maintaining the QoS to 
the primary link. Simulation results show that bit error rate of 
the proposed strategy is less than the one without power 
control. Thus we conclude that ANFIS can be efficiently 
used for power control in cognitive radio which helps in 
improving the performance of the secondary user. Using FIS, 
QoS of the primary user is adhered and there is no need of 
complex feedback channel. Depending on user’s requirement 
or model design and human expert knowledge, one can use 
either ANFIS or FIS.  However using ANFIS reduces the 
efforts, and it can learn and adapt from the environment (data 
sets). 

For Future work, the proposed strategy can be extended to 
the network with multiple primary users and multiple 
cognitive users so that each cognitive user has a choice to 
select the best primary link that it can coexist with, in order 
to improve the efficient utilization of spectrum.  
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Abstract—Facial expression is a strong medium to express one’s
feelings and emotions. Accurate detection of facial expression
can convey a lot of information about a person’s mood. The
major barriers to accurate recognition are the presence of noise,
illumination variation and occlusion. This paper proposes an
effective appearance-based facial feature descriptor constructed
with a new local texture pattern, namely the median ternary pat-
tern (MTP) for facial expression recognition. The proposed MTP
operator encodes the texture information of a local neighborhood
by thresholding against a local median gray-scale value and
quantizing the intensity values of the neighborhood around each
pixel into three different levels. The MTP codes generated for an
image or image patch is then used as the feature representation
of the facial expression image. The effectiveness of the proposed
method has been evaluated using images from the Cohn-Kanade
(CK) Expression Database. Classification was done using Support
Vector Machine (SVM). Experimental results show increased
accuracy in recognition rates when using the proposed approach
in comparison to other popular gray-scale based methods.

Index Terms—Median ternary pattern, facial expression recog-
nition, feature descriptor, support vector machine.

I. INTRODUCTION

In recent years there has been a growing interest for human
behavioural analysis and human-computer interaction. Facial
expression is the most powerful nature of human beings to
communicate their emotions and intentions [1]. Automatic
facial expression recognition is an interesting and challenging
task which has attracted much attention over the last two
decades due to its potential applications in human computer
interactions and data driven animation. Also capturing image
using various facial expression has become a common trend
in digital video cameras [2]. Although much work has already
been done on automatic facial expression recognition system
[2], [3], but the recognition accuracy in uncontrolled environ-
ment i.e., noise, illumination variation, pose, aging,alignment,
and occlusions is still a great challenge [1]. As a result, an
efficient face descriptor is desired to increase the robustness
of facial expression recognition system against these factors.

At beginning of the research on facial representation, face
features are extracted based the geometric relationships i.e.,
distance, positions, and angles between different facial com-
ponents (nose, mouth, and eyes). One of the most popular
feature-based feature extraction method is Facial action coding
system (FACS) [4] which represents facial expression with the
help of a set of action units (AU). After that, using the geomet-
ric position of different facial components, manually selected
fiducial points were used as facial feature representation [5].
Previously, this geometric based approach using fiducial point
data gained much popularity for its high recognition rate [6],
[7] but as geometric based approach depends on the accurate

detection of facial components, in uncontrolled environment
the performance of this approach deteriorates.

Currently, appearance-based methods have attracted much
research attention and are highly used for feature extraction
because it does not rely on the facial components, rather it
uses a filter or filter bank on the whole image to extract
facial features. Principal component analysis (PCA) [8], [9]
is one of the most popular appearance based method which
utilizes holistic information of the image to generate efficient
features. Independent component analysis (ICA) came out
with the theme of generating local feature information of
face regions [10], [11]. Some other popular local feature-
based methods includes Gabor wavelets [12], Local feature
analysis (LFA) [13], and Dynamic link architecture (DLA)
[14]. In recent times, Local binary patterns (LBP) [15] and its
variants are getting attention for their approach of generating
facial features from local neighborhood pixels. LBP generates
feature representation by thresholding the gray value of the
neighbor pixels with respect to gray value of the center pixel
of a local region. This LBP feature provide robustness in
monotonic illumination changes. But the performance of LBP
feature degrades under the presence of random noise and
large illumination variation. To address the issue of random
noise Median Binary Pattern (MBP) [16] came with the idea
of generating binary codes by thresholding with respect to
the median of the neighbor cells around the center pixel. By
generating comparatively more stable feature, MBP overcomes
the problem of random noise. Local Ternary Pattern (LTP) [17]
took further step of robustness in uncontrolled environment
problem by using one additional discrimination level than LBP.
LTP introduces a 3-level coding scheme, which results from
thresholding the neighbors with respect to a certain threshold
region (±t) about the center pixel. Although LTP performs
much better in presence of uniform illumination variation but
still it generates inconsistent feature if the image is corrupted
with large noise and random illumination variation.

This paper introduces a robust appearance-based feature
descriptor constructed with the proposed Median Ternary
Pattern (MTP) that overcomes the limitation of existing local
texture patterns. After finding a successful result on human
face recognition [18] MTP face descriptor has also showed
robustness in the field of facial expression recognition. The
proposed method uses the median value of neighbor cells
around each pixel and quantizes the value into three different
levels (-1,0,1) in order to generate local texture patterns. The
aim of the proposed method is to generate a feature vector
which is more stable to random noise and lighting variation
and generate a consistent feature for both smooth and high-
textured regions. The performance of MTP feature vector is
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evaluated by Cohn-Kanade (CK) facial expression database
[19] and classification is done by using the well-known clas-
sifier, Support vector machine (SVM) [20]. The next section
gives a brief summary on existing micro-pattern based face
descriptors, followed by a description of the proposed method
and using it for generating feature representation of facial
expression images. Finally, the recognition accuracy of the
proposed method and a comparison between the proposed and
existing methods is shown.

II. MEDIAN BINARY PATTERN (MBP)

A. Local Binary Pattern (LBP)

Local binary pattern (LBP) is a local texture operator and
was originally introduced as a gray-scale invariant method
for texture analysis [15]. This method was later successfully
applied in facial expression recognition. The LBP operator
selects a 3 × 3 local neighborhood around each pixel and
generates an 8-bit binary code by thresholding the intensity
values of the neighbor pixels with respect to the center. The
binary code of LBP is generated using (1).

LBPP,R(xc, yc) =

p−1∑
p=0

s(ic−ip), s(x) =

{
1 x > 0
0 otherwise

(1)
Here, ic denotes the gray value of the center pixel (xc, yc)

and ip corresponds to the gray value of the local neighbors.
Fig. 1 shows the method of LBP code generation.

(a) (b)

Fig. 1. Illustration of LBP operator (a)Original Image, (b)LBP Code=
00111110

The LBP operator is heavily dependent on the gray-scale
value of the center pixel as it thresholds exactly at the center
pixel. A change in the value of the center pixel due to noise
or illumination variation will generate varying LBP code for
similar expression images. This makes LBP very sensitive
to noise and illumination variation [17]. To overcome the
dependency problem, the Median Binary Pattern (MBP) was
proposed [16].

B. Median Binary Pattern

Median binary pattern (MBP) [16] is an extension of Local
Binary Pattern (LBP). To generate the MBP codes, a 3×3 local
neighborhood is defined around each pixel and the median
gray-scale value, Mc is computed. The 8-bit binary code of
the center pixel is calculated by comparing the intensity of the
neighbor cells against the median gray-scale value, Mc. The
binary code of MBP is generated using (2).

MBP (xc, yc) =

p−1∑
p=0

s(ip)× 2p, s(x) =

{
1 x > Mc

0 otherwise

(2)

Here, Mc denotes the median gray value of the local neigh-
bor pixels around the center pixel (xc, yc) and ip corresponds
to the gray value of the local neighborhood pixels. The MBP
code generation is illustrated in FIg. 2.

(a) (b)

Fig. 2. Illustration of MBP operator (a)Original Image, (b)MBP Code=
00101110

The use of the median gray-scale value for encoding the pix-
els of the local neighborhood provides more robustness under
the presence of random noise but inconsistent code generation
problem remains in uniform and near-uniform regions since
thresholding is done at exactly the median value. Therefore, a
new method is proposed to overcome this problem.

III. MEDIAN TERNARY PATTERN

A filter which uses local neighborhood median is more
robust against the presence of noise in an image [21]. Multi-
level gray-scale quantization increases the robustness against
illumination variation. Both techniques on their own have
proved to be effective, but to some certain extent. However,
combing the features of the two methods into a single face
descriptor have provided a superior and more accurate facial
representation. Our proposed method, median ternary pattern
(MTP), combines the advantages of median filter and quan-
tization of gray-scale values into three different levels. As a
first step, a 3 × 3 local neighborhood is defined around each
pixel and the median gray-scale value of the nine pixels in the
neighborhood is calculated. Next, those within ±t about the
median M are set to 0, those above M + t are set to +1 and
those below M − t are set to −1. Finally, the MTP code is
generated using (3).

SMTP (v) =

 1, v > Mc + t
0, Mc − t ≤ v ≤ Mc + t
−1, v < Mc − t

(3)

Here, v is a neighbor gray level, Mc is the local median,
and t is a user specified threshold. The MTP code generation
process is shown in Fig. 3(a-b).

The total possible encoded values, or states, that can be
generated using the 3-level quantization method is 38. This
would require 38 bins when representing the values in a
histogram. To reduce the state-space, each MTP code is further
split into its corresponding positive and negative parts and
are treated as two separate binary patterns called PMTP and
NMTP . This reduces the feature size from 38 to 2×28. PMTP

and NMTP are calculated using (4) and (5), respectively.

PMTP =

7∑
p=0

SP (SMTP (ip))×2p, SP (v) =

{
1, v = 1
0, otherwise

(4)
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(a) (b)

(c) (d)

Fig. 3. Illustration of MTP operator (a)Original Image, (b)MTP Code= (-
1)(-1)100000 (c)PMTP code= 00100000 (d)NMTP code= 11000000

NMTP =

7∑
p=0

SN (SMTP (ip))×2p, SN (v) =

{
1, v = 1
0, otherwise

(5)
Here, Mc is the median of the local neighborhood and t is

a margin threshold. PMTP and NMTP are codes of positive
and negative binary patterns respectively. The generations of
PMTP and NMTP code from the original MTP code is shown
in fig. 3(c) and 3(d).

IV. FACE REPRESENTATION USING MTP
Applying MTP operator on an whole face image generates

two encoded images, PMTP and NMTP . The histograms
generated from these two histograms are then concatenated
to create final MTP histogram. This combined histogram
is then used as face representation for that face image to
perform facial expression recognition. The generation of MTP
histogram from an face image is illustrated step by step in Fig.
4.

Fig. 4. Illustration of the MTP feature vector generation process.

The histogram generated from the whole encoded image

does not contain any location information of the MTP micro-
patterns. It only expresses their occurrences. However, pres-
ence of location information of a facial image helps to describe
the face more accurately and thus the feature generated pro-
vides better recognition rate. Therefore, taking some degree of
locality in our feature vector, we extend the MTP histogram
by concatenating the facial image into a number of regions
and individual MTP histograms are generated from those
regions. Finally, the extended MTP histogram is generated
by concatenating all those local histograms. This extended
histogram is then used as final facial feature vector. This
process is illustrated in Fig. 5.

Fig. 5. Localization of an image into several parts and concatenating all
histograms together.

V. FACIAL EXPRESSION RECOGNITION

The facial expression of an face can be found by classify the
feature vector of that image to a particular group of expression.
We have worked with a de facto database which consists facial
images of various expression. At present, there are several
classification methods for finding the actual group of an input
feature vector i.e, template matching, support vector machine
(SVM) etc. We have used both of them to classify the features
and found that SVM performs more accurately than the
other method. Thus we used SVM with Radial-basis function
(RBF) kernel to classify MTP feature vectors representing
facial images. SVM makes binary decisions and multi-class
classification can be achieved by adopting the one against-rest
or several two-class (happiness-anger, sadness-fear, fear-anger,
joy-anger, etc.) problems [20]. In our experiment, we trained
a binary classifier which uses one-against rest technique to
discriminate one expression from others and 10-fold cross-
validation approach is performed with SVM using RBF kernels
for finding accuracy of the facial expression.

VI. EXPERIMENTAL RESULTS

There can be different levels of facial expression for a
person. As a result, most of the expression recognition systems
uses a set of prototypic emotional expression which includes
anger, disgust, fear, joy, sadness and surprise [1]. In this work,
we have tried to recognize this 6-class expression. Also, the
proposed method was carried out after extending the 6-class
expression set to 7-class by adding neutral expression to the
imageset.

The performance of our proposed method is evaluated by
using the well-known image dataset, namely Cohn-Kanade
(CK) facial expression database [19]. The CK image database
consists of 100 university students within 18 to 30 years of
age having different expressions. Separating their images by
six expression we get 1224 facial images, we refer as 6-
expression dataset and after including additional 408 neutral
images, we get 1632 images which we refer as 7-expression   
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dataset. Sample images of 7-expression dataset is shown in
Fig. 6. The facial images were cropped based on the ground
truth positions of the two eyes and mouth and normalized to
150 × 110 pixels. The classification accuracy was computed
for face images divided into 3× 3, 5× 5, 7× 6 sub-regions.
The existing methods also used a dimension of 7× 6 for sub-
dividing the image, so the comparison is kept upto 7 × 6
subdivision, to enable fair comparison between the existing
and the proposed method. Feature size of an image depends on
the sub-division, for a face without any subdivision, the feature
size is 512 and for 7× 6 subdivision, it becomes 512× 7× 6
which is 21504. The threshold value t was set to 10 as it
gives the best recognition accuracy. The performance of MTP
descriptor was also compared to LBP [1], MBP [16], LTP [17],
PCA [8] methods.

Fig. 6. Sample images of the seven prototypic expressions.

Table I and II shows the recognition rate of different feature
representation methods using 6-expression and 7-expression
dataset respectively. All the methods, including the proposed
one, were applied on the same imageset. For LTP and MTP,
the threshold value is set to 30. In both table, it shows that
MTP over-performs other well-known methods. Also for 7×
6 sub-regions, the recognition rate is highest because more
number of regions can hold much local information. But large
size of feature vector sometimes reduces the recognition time.
We choose 7 × 6 sub-regions to create the confusion matrix
(CM) of 6-class and 7-class recognition shown in Table III and
IV respectively. Both the table shows MTP descriptor holds
superior performance in recognizing facial expressions.

TABLE I
RECOGNITION RATE (%) USING THE 6-CLASS DATASET

Operator No of Region
3× 3 5× 5 7× 6

MTP 95.2 97.46 98.1
MBP 80.2 87.3 93.1
LTP 91.3 92.3 94.6
LBP 79.1 89.7 90.1
PCA 75.3 85.1 88.9

TABLE II
RECOGNITION RATE (%) USING THE 7-CLASS DATASET

Operator No of Region
3× 3 5× 5 7× 6

MTP 89.1 92.4 94.2
MBP 77.2 85.3 90.1
LTP 87.3 89.3 91.6
LBP 75.1 84.7 86.1
PCA 70.3 81.1 83.9

It can be easily observed from Table I-IV that facial feature
representation based on MTP is more robust than other existing
local texture patterns. The superiority of MTP is due to the
utilization of local medians with the threshold in order to
provide consistency in both smooth and high-textured facial

TABLE III
CONFUSION MATRIX FOR THE 6-CLASS RECOGNITION USING MTP

FEATURE REPRESENTATION

Anger Disgust Fear Joy Sad Surprise
(%) (%) (%) (%) (%) (%)

Anger 99.4 0 0.6 0 0 0
Disgust 0 98.2 0 0 1.8 0

Fear 1.5 0 97.5 0 0.8 0.2
Joy 0 0 0 98.2 0 1.8
Sad 0 0 0 1.5 98.3 1.2

Surprise 0.4 0 1.6 0.4 0 97.6

TABLE IV
CONFUSION MATRIX FOR THE 7-CLASS RECOGNITION USING MTP

FEATURE REPRESENTATION

Anger Disgust Fear Joy Sad Surprise Neutral
(%) (%) (%) (%) (%) (%) (%)

Anger 94.5 0 3.5 0 0.8 1.2 0
Disgust 0 93.2 0.8 0 3.3 0 3.2

Fear 1.5 0 95.5 0 1.8 1.2 0
Joy 0 0 0.5 93.2 0 3.8 2.5
Sad 0 2.5 0 1.5 93.3 1.2 3.0

Surprise 1.4 0 1.6 0.8 0 92.6 3.6
Neutral 2.4 0 1.6 1.4 1.6 1.2 91.8

images, even under the presence of noise and illumination
variation.

VII. CONCLUSION

In this paper we proposed a new approach for accurate facial
expression recognition, using a face descriptor which uses a
new local texture filter called Median Ternary Pattern(MTP).
The MTP codes are used to generate an effective representation
of the expression images, also known as the feature vector
of the image. MTP codes are computed by defining a local
neighborhood around each pixel of the image, calculating
the median gray-scale value of the neighborhood pixels and
quantization of the gray-scale value of each pixel based on the
computed median and a certain threshold. The classification of
the images were done using Support Vector Machine. Exper-
iments carried out on the Cohn-Kanade Expression database
show that, the proposed method produces better accuracy in
presence of major uncontrolled factors, including illumination
variation, noise, alignment and occlusion.
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Abstract- MIMO-OFDMA has become an efficient 

method characterizing diversity to multi-user transmission 

over doubly selective fading channels with high spectral 

efficiency. In this paper we develop a Basis Expansion 

Model (BEM) based MIMO-OFDMA system and we 

analyze the channel capacity for the system. It is shown 

that, by using BEM based channel approximation for 

MIMO-OFDMA system we can achieve diversity without 

any space-time coding. Specifically, BEM based system 

inherently exploits the receive diversity and maximizes 

channel capacity similar to existing diversity technique like 

Maximal Ratio Combining (MRC).  

Index Terms- MIMO, OFDMA, Basis Expansion 

Model (BEM), Receive diversity. 

I. INTRODUCTION 

Present cellular mobile systems are being designed 

to provide high-speed multimedia services for high 

mobility users. Such high data rates give rise to the 

frequency selectivity in the multipath environment while 

user’s mobility causes time selective propagation. 

MIMO-OFDMA is one of the most promising 

technologies for multi-user wideband communication 

over frequency selective fading channel with high 

spectral efficiency. Multiple transmit and receive 

antennas in MIMO system offer channel capacity to 

achieve high data rate and space-time diversity to 

mitigate fading effects. On the other hand OFDMA as 

one of the promising multiple access techniques provide 

flexibility in resource allocation as well as multi-user 

diversity embedded into the wireless communication 

networks. Consequently, OFDMA has become a popular 

candidate for a number of future broadband wireless 

systems, including IEEE 802.16e and the Universal 

Mobile Telecommunications System (UMTS). 

Considering the doubly selective channel, in this paper 

we develop an appropriate MIMO-OFDMA uplink 

system model and then we investigate the channel 

capacity and spatial diversity of the system. 

 Basis Expansion Model (BEM) has been given huge 

attention in the recent studies [1]-[6] for its ability to 

approximate the time varying feature of the channel 

precisely. Based on the channel statistics for modeling, 

several BEM methods are proposed in recent studies. 

Discrete prolate spheroidal BEM (DKL-BEM) in [1] is 

proposed for rectangular spectrum and is specifically 

featured by a set of orthogonal functions. The complex 

exponential BEM (CE-BEM) in [2] has become popular for 

its easy algebraic expression. Though it suffers from 

modeling error a good number of studies [2]-[4] have 

proposed it for its capability to reform the time varying 

channel in urban mobile radio environment. Another version 

of BEM known as polynomial BEM (P-BEM) is also studied 

in [5], [6] which is basically suitable for lower Doppler 

scenario. In this paper we will use the principle of complex 

exponential BEM (CE-BEM) which exploits Fourier bases 

to give an approximate model of the time varying channel 

over a period of time. This can be regarded as a frequency 

domain representation of temporal variation of the channel. 

In principle, the Fourier transform of the Channel Impulse 

Response (CIR) over time completely characterizes the 

nature of the channel variation and linear combination of the 

Fourier bases sampled in the Doppler frequency domain 

gives us an adequate accurate approximation of the CIR.  

As it is well known that, MIMO system can achieve 

spatial diversity by using the channel matrices to detect data 

streams at Base Station (BS). Generally transmit diversity is 

achieved applying Space-Time Code (STC) and receive 

diversity can be achieved using Selection Combining (SC) 

or MRC to maximize the capacity of the MIMO channel and 

to increase diversity order. But at the same time this causes 

the transmitter and receiver structure to be more complex. 

BEM based MIMO system (BEM-MIMO) developed in this 

paper achieves spatial diversity as well as the receive 

diversity without any space-time code. In addition, in the 

BEM-MIMO system, instead of using large channel matrices 

we use lower dimension BEM coefficients autocorrelation 

matrix to estimate the BEM coefficients.  

The remainder of this paper is organized as follows. In 

Section II, we will develop a BEM based system model for 

MIMO-OFDMA uplink transmission. Based on the model, a 

time domain pilot aided channel estimation scheme will be 

formulated in Section III. The channel capacity and diversity 

analysis will be given in Section IV. Section V will present 
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simulation results and some concluding remarks will be 

given in Section VI. 

II. SYSTEM MODEL 

Consider an OFDMA system with N subcarriers and 

U users. The signal transmitted from an arbitrary user u 

at tth transmitted antenna is given mathematically by  

( )( ) ( ) ( )∑
−

=

=
1

0

2
1 N

k

N

nkj

u
t
u ekXkM

N
nx

π
, 1−≤≤− NnNg

, (1) 

where ( )kX are complex data modulated by inverse 

discrete Fourier transform (IDFT) and 

( )




=
otherwise

userby usedisif

0

1 uk
kMu

is the masking variable identifying the subcarriers used 

by user u , and 
gN  is the length of the Cyclic Prefix 

(CP) appended at the head of each OFDMA block as a 

guard interval. Note that 
gN should be larger than the 

delay spread caused by both multipath spread and user 

time misalignment in the doubly selective fading 

channel.  

As mentioned earlier we will use CE-BEM based 

channel approximation which exploits the Fourier bases 

to represent the channel variations over a period of time. 

Specifically, the Channel Impulse Responses (CIR) of a 

path ( )τ,th  can be well approximated by a linear 

combination of finite Fourier bases in a time 

period [ ]T0 . Mathematically,  

( ) ( ) ( )2, exp
Q

q q
q Q

h t a j tfτ τ π
=−

= ∑ , Tt ≤≤0 ,     (2) 

where 
qf  is the q -th sampled frequency in the Doppler 

domain, and 
qa is the corresponding basis coefficient. 

With 
ST  giving the temporal sampling interval, the 

discrete time model of (3) is given by 

( ) ( ) ( ) ( )2, , exp
Q

S S q S q
q Q

h n l h t nT lT a l j nT fτ π
=−

= = = = ∑
, 

 STTNn /=−≤≤ 10 ,  ./10 max STLl τ=−≤≤ (3) 

maxτ  is the actual delay spread in the time domain, and 

L is the delay spread in the discrete time model [7].  

If the sampled frequencies in the Doppler domain 

are chosen to be  

gT

q
fq = ,    TgfqTgf maxmax ≤≤− ,          (4) 

then, the discrete time channel model of (3) will become 
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where g  is a positive integer and determines the 

frequency resolution in the Doppler domain. The case of 

1=g  gives rise to the conventional BEM model 

described in [2], [3], while the case of 1>g  gives an 

oversampled version of the BEM model as used in [7], [8]. 

For convenience, g will be termed as the BEM 

oversampling index.  

From (5), we can now formulate the BEM based 

MIMO-OFDMA system uplink. While it is not really 

necessary, we will assume, for the sake of convenience, 

perfect time and frequency synchronization so that OFDMA 

block received at every rth
 receiving antenna from useru , 

after removal of the CP, has the form 
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where 
tN  is the number of transmit  antenna and ( ) ( )nz r  is 

complex AWGN with zero mean and variance 2

nσ  at the r -th 

receiving antenna.  Substituting (1) into (7), we have 
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Following (7), each OFDMA block received from user u can 

be expressed in matrix form as  
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( )LH ::,1F  is the matrix formed from columns 1 to L of HF .  

The basis coefficient matrix ( )rt
qu
,
,a  in (8) represents BEM 

bases for all paths of each transmit and receive antenna pair. 

By adding all the user signals, the OFDMA block 

received at the BS from all the users can be obtained from 

(8) as 
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With ( ) XFMx u
t
u = being the time domain symbols 

transmitted from useru , it is easy to show that 
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is a matrix with L  columns formed by circularly 

shifting
ux . By using augmented matrix we can rewrite 

(10) for all transmit antenna as given by 
( ) ( ) ( )[ ]tN

uuuu CCCC …
21=                   (11) 

and (9) can be written in a simpler form in terms of the 

basis coefficients as 

   ( ) ( ) ( )∑∑
= =

+=
rN

t

U

u

rt
u

r
u

r

1 1

zaΓy , ,       (12) 

where   
( ) ( ) ( ) ( )[ ]u

r
Qu

r
Q

r
uQ

r
u N CDCDCDΓ …1+−−=           (13) 

                  ( ) ( ) ( )
1

, , ,

, , ,

t r t r t rT T T
u u Q u Q u QN − +

 =
 

a a a a… . 

Augmenting 
uΓ for all receive antenna, (13) can be 

written as 
                 ( ) ( ) ( )1 2 rN

u u u u
 =
 

Γ Γ Γ Γ…      

Finally, we can write the augmented matrixΓ and a  for 

all users as given by 

                       [ ]1 2 U=Γ Γ Γ Γ� , 

    
1 2

T T T

U
 =  a a a a�    

The received time domain OFDMA signal can be 

concisely expressed as 

                  zΓay += .               (14) 

Note that the matrix Γ given in (14) has a dimension 

of ( )LUQLP 12 +× , where 
PL is the length of each pilot 

block and ( )LUQ 12 + is the number of BEM coefficients 

to be estimated.  

As derived above, (14) can be regarded as 

corresponding to the time domain BEM models for the 

OFDMA uplink. Using these, we will now discuss how 

the BEM coefficients vector a  can be estimated and 

used to calculate the CIR according to (5).  

III. CHANNEL ESTIMATION 

A. Time Domain Pilot and Linear MMSE Estimator 

(LMMSE-T) 

In the time-selective channel estimation pilot 

symbols are normally needed and the pattern of pilot has 

significant effects on estimation performance. There are 

basically two types of pattern used in the current studies 

[7], [9], [11]. The pilot placed over the Frequency-time 

grid and pilot placed on the Time axis. In this paper we  

Fig. 1 Time domain Pilot pattern 

will use the time domain pilot pattern shown in Fig. 1. This 

purely time domain pilot pattern first proposed in [9], and 

has been investigated to assist OFDM channel estimation in 

[7], [10]. As shown in Fig. 1, all subcarriers in the blocks 

indexed by ( )Κ−Λ+Κ+ 1iii ,....., are used for pilots. Since 

these pilots are basically a series of time domain symbols, 

they can be added in the time domain interleaved with the 

IFFT modulated data blocks. As shown in [13], the time 

domain pilot block received from all users, using (14), can 

be given by 

    ( ) ( ) zaΓy += pp      (15) 

We will now investigate the use of the time domain 

based pilot pattern in conjunction with the BEM model in 

(15) to estimate the channel response in the time domain. 

First we will formulate a biased time domain estimator. 

In a linear MMSE estimator, the overall MSE is 

minimized. After solving the standard optimization problem  
( ){ }2
pE Gra

G
−min  for the BEM signal model given by (15), 

the LMMSE estimator of the BEM coefficients is given by 

            ( ) ( )( ) ( ) ( )pHp
n

pHp
LMMSE yΓRΓΓa

1
12

−
−+= σˆ ,        (16) 

where { }HE aaR =  is the autocorrelation matrix of the BEM 

coefficients and can be pre-calculated as will be shown in 

next section. According to [13], since the LMMSE-T is 

solved out by minimizing MSE, the overall MSE will not be 

greater than those obtained by optimal unbiased estimators. 

After estimating BEM coefficients as shown above, we can 

easily calculate the estimated CIR using (5).  

B. Autocorrelation Function of BEM Coefficients 

In this section we will derive the BEM coefficients 

autocorrelation matrixR  used in (16). BEM coefficients are 

zero mean and Gaussian random variables [2]. The matrix 

R consists of nonzero entries associated with same path. 

According to (12), for the l -th path of useru , we can collect 

the CIR samples during the time interval [ ]tN,0  to form the 

channel matrix mathematically given by 

( ) uu l Tah = ,                         (17) 

where   

   ( ) ( ) ( )1 2 t r
T

N N

u u u ul l l =  a a a a…     (18) 

with the BEM coefficient of the l -th path of useru , 

        ( ) ( ) ( ) ( )[ ]Tuuuu lQalQalQal ;;; …1+−−=a        (19) 

and 
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is the bases matrix corresponding to interval [ ]tN,0 , with 

               ( ) ( ) ( )2
,
, exp

t r
t n q j nq gNπ= .   (22) 

The relation between CIR autocorrelation matrix 

( ) ( ){ }llE H
uu hh  and BEM coefficient autocorrelation 

matrix R can be mathematically given by 

( ) ( ){ } ( ) H
u

H
uu lllE TTRhh = .              (23) 

Using well-known Jake’s model [11], ( ) ( ){ }llE H
uu hh can 

be calculated for SISO channel as given by 

                       ( ) ( )tfJt d∆=∆ πφ 20
,          (24) 

where 
0J  is the zero-order Bessel function of first kind. 

The CIR autocorrelation matrix for MIMO channel can 

be written as  
( ) ( ) ( )( ) ( )( )[ ]TNN ttt rt ∆∆∆= φφφ …

21φ       (25) 

By taking QNt 2> , ( )luR  can be calculated as 

( ) ( )†† H
u l TφTR = ,         (26) 

where †T is the Moore-Penrose pseudo inverse of T . 

Finally ( )luR  for all paths is calculated using (25) and 

(26).  

IV. CHANNEL CAPACITY AND DIVERSITY 

Considering all received pilot block from all users as 

given by (15), the signal to noise ratio (SNR) can be 

calculated as 
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where matrix 
pC  in (28) represents all pilot symbols 

transmitted by all users and 
s tE N  and 2

nσ  in (29) are the 

normalized pilot symbol energy and adaptive white 

Gaussian noise power respectively. Now let 2

1 1

∑ ∑
= =

r rtN

i

NN

j
jiD a

in 

(29) be the instantaneous value of the numerator and the 

instantaneous output SNR can be written as 
2

1 1
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     (30) 

Intuitively, to maximize the capacity of the channel we have 

to maximize the 
insγ in (30) with respect to

iD . As described 

in [12], according to the Cauchy-Schwarz inequality, we can 

rewrite (30) as 
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Since BEM coefficients are zero mean Gaussian random 

variable, we can also show that  
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So, following (31) and (32) the average output SNR can 

be given by 
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From (33) using matrix norm,  
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where 2

jα  represents the variances for each H
jjDD . From the 

derivation above we can see that, (36) represents the similar 

expression for MRC [14] which is used for receive diversity. 

Though we are not using any type of space-time coding or 

diversity techniques explicitly, BEM based system model 

inherently exploits the receive diversity and achieve same 

diversity like MRC. Moreover, the averaged SNR at the 

receiver is improved by a factor of ∑
=

rN

j
jrN

1

2α over the single 

input single output (SISO) link. Thus an array gain of 











∑

=

rN

j
jrN

1

2

1010 αlog
 is achieved. 

Assuming the equal power allocation for all subcarrier, 

the capacity of the BEM-MIMO channel can be given by 

( )∑
=

− +=
M

i
avgMIMOBEMI

1

2 1 γlog
,  (37) 

where ( )rNt NM ,min= . Substituting (36) to (37) we can 

rewrite the capacity of the BEM-MIMO channel as given by 
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Now (38) gives us the upper bound of the channel capacity 

and the equality holds when perfect knowledge of BEM 

coefficient matrix a  is available at the BS. 
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V. SIMULATION RESULT 

We will now provide some simulation results to 

show the capacity of BEM based OFDMA. In the 

simulation, a 4-user 64-subcarrier interleaved OFDMA 

system uplink is used in a 3-ray doubly selective 

Rayleigh fading channel with g = 10 and 
maxf T =0.01. 

QPSK modulated symbols are used as data and pilots. 

In Fig. 2 we plot the channel capacity for the 

different number of transmit and receive antenna 

( ,Nt Nr ) pairs. Since in the practical situation, it is 

difficult to increase the number of the mobile antenna, 

we keep the number of transmit antennas to 2 and 

increase the number receive antennas. From the figure it 

is clear that in high SNR region, capacity increases by 1 

bit/sec/Hz for every 3 dB increase in SNR. 

In Fig. 3 we demonstrate the channel estimation 

using BEM model. Specifically, we estimate the BEM 

coefficients of (16) prior to reconstruct the channel 

response. The mean square error (MSE) of channel 

estimation is plotted against SNR in the figure. As shown 

in the figure the BEM based channel estimation is also 

very effective for low range of SNR. Increasing the 

number of antenna also reduces the estimation MSE. 

VI. CONCLUSION 

In this paper we derive formulation of a BEM based 

MIMO channel capacity for OFDMA uplink system. 

Specifically, we show that the similar diversity can be 

achieved as MRC based receive diversity without using 

any space time coding to the transmit signal. Also, we 

achieve the receive diversity without generating 

additional complex weight in the receiver. Moreover, our 

simulation results show that the channel capacity at the 

high-SNR region can be maximized by increasing 

receiving antennas in the Base Station instead of 

increasing number of transmitting antenna of MS.   
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Abstract— Degrading the quality and intelligibility of the speech 
signals, background noise is a severe problem in communication 
and other speech related systems. In order to get rid of this 
problem, it is important to enhance the noisy speech signal 
mainly through noise reduction. All most all the speech 
enhancement methods modify the frequency domain spectrum of 
the noise-corrupted speech to suppress the noise. Although both 
magnitude and phase spectra together contain the frequency 
domain information, the traditional speech enhancement 
procedures either work with magnitude or phase spectrum. This 
paper presents a speech enhancement method that exploits both 
magnitude and phase spectra. Experimental studies of the 
proposed method exhibits better PESQ (Perceptual Estimation of 
Speech Quality) score than that of other existing methods. We 
also found better speech quality with our proposed method in 
several subjective experiments. 
  

Keywords—Speech Enhancement, Magnitude Spectrum,  
Phase Spectrum,  Modified Magnitude and Phase Spectra (MMPS). 

I. INTRODUCTION  
Development and widespread deployment of digital 

communication systems during the last few decades have 
brought an increased attention to the role of speech 
enhancement in various speech processing problems. The main 
goal of speech enhancement is to reduce noise from corrupted 
speech signal with a view to improving its intelligibility and 
quality. Speech enhancement is the term used to describe such 
algorithms and devices whose purpose is to improve some 
perceptual aspects of the speech for the human listener or to 
improve the speech signal so that it may be better exploited by 
other speech processing algorithms.  

A number of different methods for speech enhancement can 
be found in the literature that can be grouped into magnitude 
spectrum based methods (e.g., spectral subtraction [1], Wiener 
Filter [2], and minimum mean squared error (MMSE) estimator 
[3]) and phase spectrum based methods (e.g., phase spectrum 
compensation (PSC) [4]). All most all the methods employ a 
general framework called analysis-modification-synthesis 
(AMS) framework [5]. 

The basic AMS framework works as follows. Let us 
consider an additive noise model ݔ(݊) ൌ (݊)ݏ ൅ ݀(݊)               (1) 

where ݔ(݊) (݊)ݏ ,  and ݀(݊)  denote discrete-time signals of 
noisy speech, clean speech and noise, respectively. Speech is 
analyzed frame-wise in the AMS framework through the 
short-time Fourier analysis because it can be assumed to be 
quasi-stationary for short duration. The discrete short-time 
Fourier transform (DSTFT) of the corrupted speech signal ݔ(݊) is given by ܺ(݊, ݇) ൌ  ∑ ݊)ݓ(݉)ݔ െ ݉)݁ି௝ଶగ௞௠/ேஶ௠ୀିஶ            (2) 

where ݇  denotes the ݇ th discrete-frequency of ܰ  uniformly 
spaced frequencies and ݓ(݊) is an analysis window function 
of short duration. Using DSTFT analysis Eq. (1) can be 
represented as 
 ܺ(݊, ݇) ൌ ܵ(݊, ݇)  ൅ ,݊)ܦ  ݇)            (3) 

 
where ܺ(݊, ݇), ܵ(݊, ݇), and ܦ(݊, ݇) are the DSTFTs of noisy 
speech, clean speech, and noise, respectively. Each of these 
can be stated in terms of the DSTFT magnitude spectrum and 
the DSTFT phase spectrum. For example, the DSTFT of the 
noisy speech signal can be written in the polar form as ܺ(݊, ݇) ൌ  |ܺ(݊, ݇)|݁௝ס௑(௡,௞)                   (4) 

where |ܺ(݊, ݇)| denotes the magnitude spectrum and ܺס(݊, ݇) 
denotes the phase spectrum. 

Most of the existing AMS-based speech enhancement 
methods modify only magnitude spectrum keeping the noisy 
phase spectrum unchanged. A major reason for doing so is that 
the phase spectrum has been found to have less perceptual 
effect at significantly higher signal to noise ratio (SNR) levels 
[6]. The other reason is the difficulties to work with the phase 
spectrum, for example, the non-unique phase unwrapping 
problem [7]. Only recently, it has been shown that the phase 
spectrum may be useful in various speech processing 
applications [8]. Consequently, several speech enhancement 
methods based on the phase spectrum has been proposed very 
recently [4], [9].  However, all these research works consider a 
modification to either magnitude or phase spectrum. To the 
best of our knowledge, no attempt has been made to exploit 
the modification of both magnitude and phase spectra. 

In this paper, we propose a new approach to speech 
enhancement, where the modified magnitude spectrum is 
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recombined with a changed phase spectrum to produce a 
modified complex spectrum (in the sense of real and 
imaginary parts). During modification and synthesis, low 
energy components of the modified complex spectrum cancel 
out more than the high energy components, resulting in 
background noise reduction. Thus, our proposed method is 
appropriate for situations where the noise energy is lower than 
the speech energy. It is demonstrated that the proposed 
method results in amended speech quality in terms of an 
objective speech quality measure PESQ (Perceptual 
Estimation of Speech Quality) score [12], spectrogram 
analysis and informal subjective listening test. 

The rest of this paper is structured as follows. The proposed 
method is elaborately presented in Section II. Section III 
describes the enhancement experiments. Section IV presents 
results and discussion. Conclusion is drawn in Section V. 

II. PROPOSED METHOD 
    Our proposed speech enhancement method is established 
on the generally used speech processing framework, namely,  
AMS framework which consists of three stages: 1) the 
analysis stage, where DSTFT analysis is used to process the 
input speech signal; 2) the modification stage, where some 
modifications are applied on the noisy complex spectrum; and 
3) the synthesis stage, where the output signal is constructed 
by applying the inverse discrete short-time Fourier transform 
(IDSTFT) operation  followed by the overlap-add (OLA) 
synthesis process. We call our proposed method as modified 
magnitude and phase spectra (MMPS) algorithm, which is 
described in the block diagram of Fig. 1. 
   Let หܦ෡(݊, ݇)ห  denotes an estimate of the short-time 
magnitude spectrum of the noise. Then a pseudo magnitude 
spectrum is calculated as 
 ห ෠ܺ(݊, ݇)ห ൌ ቊ|ܺ(݊, ݇)| െ ,݊)෡ܦหߙ ݇)ห  ݂݅ |ܺ(݊, ݇)| ൐ ߙ) ൅ ,݊)෡ܦห(ߚ ݇)หߚหܦ෡(݊, ݇)ห                                                               (5)    ݁ݏ݅ݓݎ݄݁ݐ݋ 

 
where α, β are tuning parameters. This pesudo magnitude 
spectrum is remcombined with the phase spectrum ܺס(݊, ݇) 
to create the pseudo complex spectrum (in the sense of real 
and imginary parts) as follows ሚܵ(݊, ݇) ൌ  ห ෠ܺ(݊, ݇)ห݁௝ס௑(௡,௞)            (6)   

We then obtain the phase spectrum compensation function 
exploiting the conjugate symmetry property of phase [9], 
which is given by ߉(݊, ݇) ൌ ,݊)෡ܦห(݇)ߖߣ ݇)ห                           (7) 

where λ is a real-valued empirically determined constant, Ψ(k) is the antisymmetry function. The time-invariant 
antisymmetry function is given by 
 

(݇)ߖ ൌ ൞1,     ݂݅ 0 ൏ ௞ே ൏  0.5െ1,   ݂݅ 0.5 ൏ ௞ே ൏ ݁ݏ݅ݓݎ݄݁ݐ݋             ,10                      (8)  

 
Figure 1.   Block Diagram of MMPS. 

where zero weighting is given to the values corresponding to 
nonconjugate part of the DSTFT (i.e. the ݇ ൌ 0  value and 
possible singleton at ݇ ൌ ܰ/2  for N is even). Note that ݇ 
varies form 0  to ܰ െ 1. Then this phase spectrum 
compensation function is added with the pseudo complex 
spectrum using the following equation: 
 መܵஃ(݊, ݇) ൌ ሚܵ(݊, ݇) ൅  Λ(݊, ݇)            (9) 

      
Then the pseudo phase spectrum ס መܵஃ(݊, ݇) is calculated. After 
that, we recombine the pseudo phase spectrum with the 
pseudo magnitude spectrum to get the modified complex 
spectrum.  
 መܵ(݊, ݇) ൌ  ห ෠ܺ(݊, ݇)ห݁௝סௌመ౻(௡,௞)         (10) 
 
In the synthesis stage, the IDSTFT is used to convert the 
frequency-domain frames, መܵ(݊, ݇),  to the time-domain 
representation. Resulting time-domain frames may be complex 
(real part and very small but nonzero imaginary part) due to 
numerical accuracy limitation of computer systems and 
additive offset. The imaginary part is discarded for this reason. 
Finally, the OLA procedure [10] is employed to produce 
enhanced time-domain signal,  ̂ݏ(݊).  
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III. ENHANCEMENT EXPERIMENTS 

A. Speech Corpus and Noise Types 
For evaluations, the NOIZEUS speech corpus is used [11]. 

The NOIZEUS is composed of 30 phonetically-balanced 
sentences belonging to six speakers (three males and three 
females). The corpus is sampled at 8 kHz and filtered to 
simulate receiving frequency characteristics of telephone 
handsets. For comparison purpose, as was done in [4], we 
generated a stimuli set corrupted by additive white Gaussian 
noise at five SNR levels: 0 dB, 5 dB, 10 dB, 15 dB and 20 dB. 

B. Evaluation Methods 
To evaluate and compare with existing methods, we 

employ an objective speech quality measure, the PESQ score 
[12]. The score produces robust estimates of speech quality in 
the presence of a wide range of noise types. The PESQ 
prediction maps mean opinion score (MOS) estimates to a 
range between 1.0 and 4.5, where 1.0 corresponds to worst 
and 4.5 corresponds to distortion less [13]. Mean of PESQ 
scores over a subset of the NOIZEUS corpus are computed for 
our evaluation. In addition, we employ spectrogram analysis 
and informal subjective listening tests. 

C. Experimental Procedure 
We evaluate two variants of our proposed methods – (i) 

using and (ii) ignoring the estimate of the short-time 
magnitude spectrum of the noise หܦ෡(݊, ݇)ห  of (7). Our 
proposed method incorporating the noise estimate is called 
MMPSWN and the method ignoring the noise estimate is 
called MMPSWON. We compare our result with the existing 
phase compensation methods PSCWN (renamed in this paper 
for consistency) [9] and PSCWON (renamed in this paper for 
consistency) [4]. The modified AMS procedure shown in Fig. 
1 is employed to evaluate our proposed MMPS method. 
Samples of each of the sentence files are converted to zero-
mean and normalized to be between -1.0 and +1.0. The frame 
duration is set to 32 ms and the frame shift to 4 ms for our 
experiment. The modified Hanning window [14] is used as the 
analysis window and the FFT length of 1024 samples is 
adopted. We use an anti-symmetric Λ function as given in Eq. 
(7). The value of λ is set to 3.74 according to [4]. As it is 
mentioned before α and β are two tunable parameters that 
govern the degree to which noise is suppressed. The values of 
α and β are set to empirically observed best values 0.6 and 
0.35, respectively, from some preliminary trials. To illustrate, 
the PESQ values at different SNR are shown in Fig. 2 for two 
sets of values of α and β. 

IV. RESULTS AND DISCUSSION 
Mean PESQ improvement scores for the white noise case 

investigated in our experiments are shown in Fig. 3. It can be 
observed that our proposed method performed better than the 
PSC method. 

In order to illustrate better performance of our proposed 
method  pictorially,   the  results  of  spectrogram  analysis   are  

 
Figure 2.  Mean PESQ vs SNR plot of MMPS method for different values of α and β. 

 
Figure 3.  Mean PESQ VS SNR plot of MMPS (ours) and PSC methods [4], 

[9] for white noise case. 

shown in Fig 4. As can be seen, our proposed methods exhibit 
better noise cancellation than the PSC methods. 

The mean PESQ values are shown in Table I to give an 
indicative performance of the proposed method against PSC 
methods [4], [9] that have shown better enhancement than the 
other existing speech enhancement techniques. The scores 
clearly show that the proposed method achieves better results 
than the PSC methods. 

 

TABLE I.  MEAN PESQ SCORES FOR THE WHITE NOISE CASE FOR THE 
MMPSWN, MMPSWON, PSCWN, PSCWON FOR MODIFIED HANNING 

WINDOW 

INPUT 
SPEECH 
SNR (dB) 

METHODS 
MMPSWN
(proposed) 

PSCWN[9] MMPSWON
(proposed) 

PSCWON[4]

0 1.975633 1.917909 2.001817 1.855557 
5 2.362274 2.298900 2.314431 2.241660 

10 2.700222 2.659496 2.677725 2.534646 
15 3.046317 3.016357 2.977671 2.915680 
20 3.411373 3.374276 2.990276 3.092118 

 
We also conducted informal listening experiments where 

the clean signal, the noisy signal, and the enhanced signal 
were provided to the listeners. We found that, noisy speech 
enhanced by our method was more pleasant than that of PSC 
method. In other words, the residual noise present in the 
enhanced speech seemed to be non-distracting with our 
proposed method. 
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Figure 4.  Spectrogram for the sentence “The sky that morning was clear and 

bright blue” at 10 dB SNR, white noise. 

 

V. CONCLUSION 
In this paper, we have presented a novel approach to the 

speech enhancement problem. In the proposed method, the 
noisy short-time magnitude spectrum is recombined with a 
modified short-time phase spectrum to produce a modified 
short-time complex spectrum. During modification and 
synthesis, the low energy components of the modified 
complex spectrum cancel out more than the high energy 
components, thus reduces the background noise. Using an 
objective speech quality measure, informal subjective listening 
tests, as well as spectrogram analysis, we showed that the 
proposed method results in improved speech quality. In future, 
we would like to employ Voice Activity Detector (VAD) for 
more accurate and robust noise estimation. We also hope to 
use complex Kalman filter in the complex data of speech 
spectrogram.  

REFERENCES 
[1] S. Boll, “Suppression of acoustic noise in speech using spectral sub-

traction”, IEEE Trans. Acoust., Speech, Signal Process., vol. ASSP-27, 
no. 2, pp. 113–120, Apr. 1979. 

[2] N. Wiener, The Extrapolation, Interpolation, and Smoothing of 
Stationary Time Series With Engineering Applications. New York: 
Wiley, 1949. 

[3] Y. Ephraim and D. Malah, “Speech enhancement using a minimum 
mean-square error log-spectral amplitude estimator”, IEEE Trans. 
Acoust., Speech, Signal Process., vol. ASSP-33, no. 2, pp. 443–445, 
Apr. 1985. 

[4] Kamil Wójcicki, Mitar Milacic, Anthony Stark, James Lyons, and 
Kuldip Paliwal, “Exploiting Conjugate Symmetry of the Short-Time 
Fourier Spectrum for Speech Enhancement”, IEEE Signal Processing 
Letters, vol. 15, 2008. 

[5] J. Allen and L. Rabiner, “A unified approach to short-time Fourier 
analysis and synthesis”, Proc. IEEE, vol. 65, no. 11, pp. 1558–1564, 
1977. 

[6] D.L. Wang and J.S. Lim, “The unimportance of phase in speech 
enhancements”, IEEE Trans. Acoust., Speech and Signal Process., Vol. 
30, pp. 679-681, Aug. 1982. 

[7] K. Paliwal, K Wójcicki, B Shannon, “The importance of phase in 
speech enhancement”, Speech communication, Vol. 53 Issue 4, Apr. 
2011. 

[8] K. Paliwal, L Alsteris, “Usefulness of phase in speech processing”, 
Proc. IPSJ Spoken Language Processing Workshop, Gifu, Japan, pp. 1-
6, 2003. 

[9] Stark, A., Wójcicki, K.K., Lyons, J.G. and K. Paliwal, “Noise driven 
short time phase spectrum compensation procedure for speech 
enhancement”, Proceedings of the 10th International Conference on 
Spoken Language Processing (INTERSPEECH-ICSLP), Brisbane, 
Australia, pp. 549-552, Sep 2008. 

[10] Lawrence R. Rabiner, Bernard Gold, Theory and application of digital 
signal processing. Englewood Cliffs, N.J.: Prentice-Hall. pp. 63–67. 
ISBN 0-13-914101-4, 1975. 

[11] Y. Hu and P. Loizou, “Subjective comparison of speech enhancement 
algorithms”, in Proc. IEEE Int. Conf. Acoustics, Speech, and Signal 
Processing (ICASSP’06), Toulouse, France, 2006, pp. 153–156. 

[12] A. Rix, J. Beerends, M. Hollier, and A. Hekstra, “Perceptual Evaluation 
of Speech Quality (PESQ)—A new method for speech quality 
assessment of telephone networks and codecs”, in Proc. IEEE Int. Conf. 
Acoustics, Speech, and Signal Processing (ICASSP’01), Salt Lake City, 
UT, 2001, vol. 2, pp. 749–752. 

[13] URL: http://www.opticom.de/technology/pesq.php. 
[14] Griffin, D., Lim, J., “Signal estimation from modified short-time 

Fourier transform”, IEEE Trans. Acoust., Speech, Signal Process., vol. 
ASSP-32 (2), 236–243, 1984. 

 
 
 

                                                                                                   549



Brightness Preserving Bi-Histogram Equalization 
Using Edge Pixels Information 

Md. Moniruzzaman*, Md. Shafuzzaman and Md. Foisal Hossain 

Khulna University of Engineering and Technology, Bangladesh 
*mdzamankuet@gmail.com 

 
 

Abstract— Image enhancement plays an important role to the 
image or video display systems. It is used to process an input 
image and the output image is more pleasing than the input one. 
Many contrast enhancement techniques proposed so far. Among 
them histogram equalization (HE) is widely used for contrast 
enhancement technique. In this paper, we propose a new technique 
of histogram equalization method which preserves the brightness 
of the image. We tested the proposed method on a variety of 
images. The proposed method is also compared with some other 
related methods. We also use some parameters for comparison and 
the proposed method gives better performance than the related 
methods.  

 Keywords—Global Histogram Equalization, Brightness 
preserving Bi-Histogram Equalization, image brightness , canny 
edge detection.  

I. INTRODUCTION 
Image contrast enhancement is the most appealing areas of 

digital image processing. The idea behind enhancement 
techniques is to bring out detail that is obscured. The principle 
objective of contrast enhancement is to process an image so 
that the result is more suitable than the original image. 

An effective contrast enhancement technique is HE [1] 
technique which distributes pixel values uniformly such that 
enhanced image have linear cumulative histogram. The HE is 
a global operation technique. This technique has one drawback 
and the drawback is- it does not preserve the image brightness. 

To overcome this problem various methods have been 
proposed. Brightness preserving Bi-Histogram Equalization 
(BBHE) [2] and Equal area Dualistic Sub-Image Histogram 
Equalization (DSIHE) [3] split the input image histogram into 
two sub-histograms according to mean and median, 
respectively. In Recursive Mean-Spread Histogram 
Equalization (RMSHE) [4], scalable brightness preservation is 
achieved by partitioning the histogram recursively more than 
once. Minimum Mean Brightness Error Dynamic Histogram 
Equalization (MMBEDHE) [5], an extension of BBHE, 
provides maximal brightness preservation. Further two Multi 
Histogram Equalization (MHE) [6] methods, i.e. Minimum 
Middle Level Squared Error MHE (MMLSEMHE) and 
Minimum Within-Class Variance MHE (MWCVMHE), have 
been proposed to produce image with natural looks. Also 
some adaptive histogram equalization (AHE) [7], [8] 
techniques have been proposed which is a natural extension of 
GHE technique. Again the contrast can be enhanced not only 

for the normal images but also for weather degraded images 
[9].    

In this paper we propose a histogram equalization 
technique for image contrast enhancement which preserves the 
brightness of the image. The proposed technique is compared 
with two other methods namely- HE and BBHE methods. The 
comparison results give better performance in case of our 
proposed technique. It preserves the brightness of the image 
and also gives natural looks of the images.  

This rest of paper is organized as follows: section-II 
explains global histogram equalization (GHE) method and 
section-III explains brightness preserving bi-histogram 
equalization (BBHE) method. Section-IV presents the 
proposed algorithm. Results and comparison of proposed 
method with some other existing methods is presented in 
section-V. Finally section-VI concludes the paper followed by 
references. 

II. GLOBAL HISTOGRAM EQUALIZATION  METHOD 
Suppose input image I(x, y) composed of discrete gray 

levels in the dynamic range of [0, L-1]. The transformation 
function C(rk) is defined as  

                 Sk = C(rk) = ∑i (ri) = ∑i (ni / n )               (1) 

Where, k = 0, 1, 2, 3……., L-1 and i = 0, 1, 2 ……..k. 

In (1), the number of pixels having gray level ri is 
represented by ni, n is the total number of pixels in the input 
image, and Probability Density Function (PDF) is represented 
by P(ri). The Cumulative Density Function (CDF) is 
calculated from PDF, defined as C(rk). The mapping in (1) is 
called Global Histogram Equalization (GHE). 

III. BRIGHTNESS PRESERVING BI-HISTOGRAM 
EQUALIZATION METHOD 

The BBHE decomposes an input image into two sub-
images based on the mean of the input image. The method is 
used to preserve the input image brightness. Among two sub-
images, one sub-image is the set of gray-levels less than or 
equal to the mean. The other sub-image is the set of gray-
levels greater than the mean. Then the BBHE equalizes the 
sub-images independently based on their respective 
histograms. The gray-levels in the formal set are mapped into 
the range from the minimum gray level to the input mean. The 
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gray-levels in the latter set are mapped into the range from the 
mean to the maximum gray level. 

IV. PROPOSED ALGORITHM 
 (1). Consider an image I(x, y) of N pixels composed of 

discrete gray levels in the dynamic range of [0, L-1]. 

(2). Evaluate the distribution of details in a given image. 

(3). Use Canny detection technique to evaluate the 
distribution of the details. The Canny edge detection algorithm 
is a robust and accurate edge detection method. Therefore an 
edge detected image E(x, y) is obtained from the original 
image I(x, y). 

 E(x, y) gives the binary result. The result of E(x, y) is zero 
(0) in areas of constant gray level and is one (1) where there is 
change in gray levels. 

(4). Find out the pixels from the original image I(x, y) 
which are responsible to give the value of one in binary edge 
detected image E(x, y). These pixels form D(x, y). 

(5). Detect the pixel (M) of maximum occurrence from 
D(x, y). In other word, find out the pixel of maximum 
probability from D(x, y), indicated by M. 

(6). Now divide the original image into two sub-images (IL 
and IU) based on the value of M (pixel of maximum 
probability in D(x, y)). 

 IL(x, y):      if   I(x, y) <= M 

                           IU(x, y):      otherwise 

(7). Calculate the cumulative distribution function (CDF) 
of each sub-image 

(8). Equalize the sub-images independently based on their 
respective histograms using classical HE technique which has 
been described in section 2 in (1). The range for IL(x, y) is 
from the minimum gray level 0 to M and the samples in IU(x, 
y) are mapped into the range from M+1 to the maximum gray 
level (L-1). 

 

 

 

 

 

 

 

 

 

 

 

V. EXPERIMENTAL RESULTS AND COMPARISON 
The proposed algorithm is compared with Histogram 

Equalization (HE) method and Brightness Preserving Bi 
Histogram Equalization (BBHE) method. We use two 
parameters (1) AMBE and (2) PSNR to demonstrate the 
performance.  

The low value of AMBE and high value of PSNR is 
required for good enhancement.  

We use five images shown later in “Fig. 1”, “Fig. 2” and 
“Fig. 3”   . Only in case of Bridge image the experimental 
results give same results as BBHE. Except Bridge image other 
four images give better performance than HE and BBHE 
methods. 

TABLE I.  AVERAGE MEAN BRIGHTNESS ERROR (AMBE) 

                                HE                BBHE         Proposed method   
            City with river           24.3350         29.7404           3.4737  
            Palace                        42.0428         35.4111           2.5079 
            Bridge                        53.9887        13.6073           13.6073    
            Sea and stone             11.386           8.5763             3.3188  
            Forest                         17.076           5.6584             5.1136    

TABLE II.  PEAK SIGNAL TO NOISE RATIO (PSNR) 

                                  HE             BBHE          Proposed method 
            City with river           13.8592        13.5702           15.1270  
            Palace                        14.1601        14.9148           20.4816 
            Bridge                        9.3525          11.6074           11.6074    
            Sea and stone             13.5354        13.6592           13.8156     
            Forest                         18.3803        21.8639           22.9536 
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a  b  c  d  

e   f   g   h  

i  j  k  l  

m   n   o   p  
 
Fig. 1 (a),(i)-original images and (e),(m)-corresponding histograms;(b),(j)-HE results and (f),(n)-corresponding histograms;(c),(k)-BBHE results and (g),(o)-
corresponding histograms;(d),(l)-results of proposed method and (h),(p)-corresponding histograms.  
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a  b  c  d  

e  f  g  h  

i  j  k  l  

m  n  o  p  
 
Fig. 2 (a),(i)-original images and (e),(m)-corresponding histograms;(b),(j)-HE results and (f),(n)-corresponding histograms;(c),(k)-BBHE results and (g),(o)-
corresponding histograms;(d),(l)-results of proposed method and (h),(p)-corresponding histograms. 
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a b  c d   

e  f    g   h   
Fig. 3 (a)-original image and (e)-corresponding histogram;(b)-HE result and (f)-corresponding histogram;(c)-BBHE result and (g)-corresponding histogram;(d)-
result of proposed method and (h)-corresponding histogram. 

 
 

VI. CONCLUSION 
In this paper we propose a histogram equalization 

technique for image contrast enhancement which preserves the 
brightness of the image. Generally for good contrast 
enhancement low value of AMBE and high value of PSNR is 
required. As shown by the results of TABLE-I & TABLE-II, 
better results are obtained from proposed method. Therefore 
the low contrast images are increased by the proposed method 
shown in “Fig. 1”, “Fig. 2” and “Fig. 2”. The method was 
coded and tested successfully by using Matlab. 
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Abstract—In the field of computer vision, numeric character 
recognition plays an important role for various applications such 
as in Human Computer Interaction system. A numeric character 
recognition system is advantageous in a Human Computer 
Interaction system as it enables us to interact with a computer 
without a keyboard or other input devices. In this paper a simple 
numeric character recognition algorithm has been proposed 
where colored fingertip has been used for the purpose of 
tracking. Numeric characters are detected by the finger 
movements made during the handwriting of the characters. For 
each frame the tip position is compared to the previous tip 
position to decide whether the movement is a vertical or 
horizontal movement. Vertical movements can take place in 
upward or downward direction and horizontal movement can 
take place in rightward or leftward direction. This variation of 
fingertip movements gives rise to the classification criteria for the 
numeric characters. This method has shown promising result in 
real time environment.  

Keywords—color detection, fingertip tracking, blob detection, 
numeric character recognition. 

I. INTRODUCTION 
Over the last few years with the advancements in the 

computer vision the necessity of recognizing characters at 
different sectors has increased. For the simplicity of use these 
recognizing methods are getting more popularity day by day. 
Character recognition is a major concern of the researchers in 
these days. The use of the character recognition systems finds 
its application in license plate recognition systems [1], [2], 
hand writing recognition systems [3], [4], [5]. In some cases 
the characters are identified from gesture from any part of our 
body [6], [7] or from the natural events [8], [9] to aid the 
controlling of any digital systems. 

From the viewpoint of the recognition the recognition method 
may be two types. The first type includes the use of any 
classifier [10] and the second one is without a classifier. 
Though the use of classifier often shows better result but the 
complexity in calculation and accuracy constraints limits its 
use in character recognition. Again some methods use 
specialized devices for the detection of character using body 
movements [11]. Among the devices the MEMS are mostly 
used [12], which is actually a sensor to detect the three 
dimensional body part movement. The hand writing 
recognition largely depends on the segmentation process [13]. 
For this reason many segmentation algorithms such as 

recognition based segmentation [14], over segmentation [15] 
fusion based segmentation [16] has been proposed. 

In this paper a new method of recognition of numeric 
characters have been proposed that uses a red fingertip to 
detect the finger movements. The practical direction of our 
finger that we use in order to write any numeric character is 
taken into account for the purpose of detection. The real time 
video is taken from the camera and the position of red fingertip 
is detected from the consecutive frames. This position is 
compared with the previous tip position of the finger tip. These 
positions are plotted on a two dimensional plane and a number 
is assigned for the movement in each direction. During the 
writing of any character the finger movement is fixed and 
follows a definite sequence. So this sequence is different for 
different characters. By detecting the finger movements and 
comparing with the predefined sequence of movements the 
character is detected. This algorithm can detect the characters 
without high computational complexity and classifier. 

II. CONCEPT DEVELOPMENT 
The numeric character recognition system is dependent on 

the basis of fingertip movement that if someone moves finger 
during writing the character. The movements are categorized 
into 4 types and designated with the numbers 1, 2, 3 and 4. The 
4 kinds of movements are horizontal left, horizontal right, 
vertical up and vertical down. The directions and designated 
numbers are shown in the Fig. 1 by plotting it on a two 
dimensional space. The direction of the fingertip is detected 
during the recognition process. 

 

 

 

 

 

 

 

 

 
Figure 1.  The direction of fingertip movements 

Vertical 
Upward 

direction (3) 

Horizontal rightward 
direction (1) 

Vertical downward 
direction (4) 

Horizontal leftward 
direction (2) 
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During the writing sequence the classification of the 
characters are necessary. Fig. 2 shows the movements made by 
the fingers during the handwriting process. Suppose we want to 
write 2. So we will move our finger firstly from left to right 
horizontally. Then from up to down, right to left, again up to 
down and finally left to rightconsecutively as shown in Fig. 2.  
So the sequence made by the fingertipis 14241. 

   
Code: 4 Code: 14241 Code: 142142

  
Code: 4134 Code: 24142 Code: 24132

 

 

Code: 14 Code:24142313 Code: 23142

 
Code: 2413

Figure 2.  The direction of movements made by finger tips during the 
handwriting of numeric characters (direction of arrow conforms the direction 

of finger tip movement) 

For the handwriting of 5 the direction of movement of 
fingertip is shown in the Fig. 2. The consecutive steps are 

horizontal leftward, vertical downward, horizontalrightward, 
vertical downward and horizontal leftward. So the code of 5 is 
24142. Similarly for 3, the directions are horizontal rightward, 
vertical downward, horizontal leftward, horizontal rightward, 
vertical downward, and horizontal leftward. So the code for 3 
is 142142. The codes for the rest of the characters are shown in 
Fig. 2. To make the detection irrelevant with the frame rate two 
consecutive movements in the similar direction is taken as a 
single movement in that direction. So the code for 1 is 4 instead 
of 44. 

III. PROPOSED METHOD 
Our proposed method consists of the following steps: 

(i). Acquisition of Video sequence 

(ii). Fingertip detection (Blob detection) 

(iii). Detection of movement  

(iv). Compare with the ideal movements and final 
recognition 

Fig. 3 represents the blog diagram of the proposed method.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3.   Block diagram of the proposed algorithm 

A. Acquisition of Image 
For the acquisition of image STH-DCSG-9CM camera was 

used due to the availability of its plug and play characteristics. 
The STH-DCSG is a revolutionary stereo head with a global 
shutter specially designed for machine vision tasks of scenes 
with motion and most importantly Pre-calibrated facility. It has 
Global shutter, low-noise, high-sensitivity CMOS imager, 
Color or monochrome, uncompressed video at VGA resolution 
(30 fps), includes miniature lenses and SRI Small Vision 
System Software for real-time stereo analysis shown in Fig. 4. 
The camera is interfaced with computer with the IEEE 1394 
card shown in Fig. 5. IEEE1394 card is a serial transfer 
standard used for real time data transfer and fast 
communication. 

Acquisition of Video sequence 

Fingertip detection (Blob detection) 
 

Compare with the ideal movements 
and final recognition 

Detection of movement 
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Figure 4.   Pictorial view of a STH-DCSG - 9CM camera 

 

Figure 5.  Pictorial view of IEEE1394 card 

B. Finger tip detection 
The fingertip is covered with a red colored stripe as shown 

in the Fig. 6(a). To detect the red colored fingertip blob 
tracking method is used. Blob tracking is a simple method that 
can be used for many computer vision tasks. Blob detected 
method detects an area where the value of different properties 
of a pixel such as Hue, Saturation or Illumination lies within a 
prescribed range. Firstly the image are converted RGB to 
HSV format so that the colors are separable. After using the 
thresholding function the pixels that lie in the range of the 
desired HSV values are detected. In here the red fingertip is 
detected by blob tracking and marked by the green circle. Fig. 
6(b) shows the detection of the blob as the red fingertip moves 
frame to frame. 

 
(a) 

 
(b) 

Figure 6.  (a) Arrangement of writing character, (b) Detected finger tip with 
blob track 

C. Detection of Movement 
After detecting the fingertip position of each frame the 

movement of the position of tips in two consecutive frames is 
detected. There may be four types of movements: a) horizontal 
rightwards, b) horizontal leftward, c) vertical upward and d) 
vertical downward. For the movements there may be angular 
movements too so that detection of the movement is confusing 
because it may be either vertical or horizontal movement. For 
this the threshold value of angle is used as 45o. So any upward 
or downward movement taking place with an angle less than 
45o is treated as vertical movement and movements greater than 
45o will be treated as the horizontal movement. Similar logic 
holds for the rightward or leftward movements. Again a 
movement less than 10 pixels are ignored for the purpose of 
reduction of noise which occurs at the start and end of writing 
any character. 

D. Compare with the ideal movements and final recognition 
For each character the ideal sequence of movements has 

already been shown in Fig. 2. After detecting the fingertip 
movements these are compared with the ideal movements 
shown in the Fig. 2. The movements that match the ideal 
movements are recognized as the corresponding characters. For 
example, if the first detected direction is downward (i.e. 
direction no is 4) then the system detects that possible 
characters are 1 and 4. After that if the fingertip is kept rest at a 
certain position i.e. if no finger movement is recorded for 
consecutive 30 frames then the system assumes that desired 
character has been written completely, so for the above 
situation the detected code is 4 and detected character is 1. 
Now the system is ready to take the next input. After 
completing one character to write next one the hand is moved 
from end position of last character to initial position of next 
characterin upward direction, so the detected direction code for 
this action is 3 and there is no character whose start code is 3. 
This is used as a cue to identify the start of new character. 

 

IV. EXPERIMENTAL RESULT 
A number of real time experiments were concluded in order 

to determine the validity and accuracy of the algorithm. The 
experiments were concluded for all the ten numeric characters. 
The output was checked for a single character several times. In 
Fig. 7 the detection of all the numeric characters are shown. 

In Fig.7 the detected positions of the finger tips during the 
process of writing 1(one). 2(two), 3(three), 4(four), 5(five), 
6(six), 7(seven), 8(eight), 9(nine) and 0(zero)are shown. In the 
2nd column of Fig. 7 shows the traced path during these frames. 
In the first case, we can see that the primary movement was a 
vertical downward. Later as there was no movement to other 
directions so it must be 1.Similarly for 3 the code recorded 
from the movements is 142142 which are identical with the 
code assigned for 3 shown in Fig. 2. So the character is 
detected as 3. Similarly for rest of the characters, the result is 
shown in Fig. 7. 
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V. CONCLUSION  
Throughout the paper a new method of the numeric 

character recognition system was shown. The main feature of 
this method is it can detect the numeric characters using a 
simple camera arrangement. Unlike other algorithms this 
method did not involve unnecessary computation and did not 
limit the processing time. The movements were recorded to 
recognize numeric characters. NO false recognition was given 
by the proposed system unless one missed the sequence of 
movements. Again as the consecutive similar movement is 
ignored it is independent of frame rate at which the video was 
taken. From the experiments, it was shown that the proposed 
system can process approximately 20 frames per second while 
the input is taken as 30 frames per second. So the proposed 
method is suitable for real time applications. 
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Abstract—The presence of In-phase and Quadrature-phase
(IQ) imbalance caused by the local oscillators in the direct-
conversion Orthogonal Frequency Division Multiplexing OFDM)
transceiver system severely degrade the performance of the
communication system by increasing the bit error rate (BER).
In this paper, a Blind Least Square Estimation (LSE) based "1
step" scheme is proposed to estimate and compensate for the
IQ imbalance caused by the receiver of OFDM systems. Several
computer simulations via MATLAB were performed to ensure
the performance of the proposed method. Simulations show that
the proposed technique outperforms the existing method.

Keywords—IQ imbalance, OFDM, Blind Compensation,
Least Square Estimation.

I. INTRODUCTION

In advanced communication technology such as in wireless
communication system, efficient utilization of communication
resources (bandwidth and power) is the key challenge to meet
the high bit rate demand for future application. Now-a-days
broadband wireless systems are needed to afford higher data
rates, better redundancy, and higher user mobility while im-
plementing lower cost, lower power consumption, and higher
levels of integration. To combine all of these requirements
OFDM has been adopted as the standard technology of choice
for most broadband wireless standards (such as IEEE 802.16
and IEEE 802.11) [1]. OFDM has developed into a popular
scheme for wideband digital communication, whether wireless
or over copper wires, used in applications such as digital
television and audio broadcasting, DSL broadband internet
access, wireless networks, and 4G mobile communications [2].
One of the main reasons to use this technique is to increase
the robustness against frequency selective fading channel or
narrow-band interference [3]. Such robustness is very attrac-
tive, particularly in high-speed communication. In a single
carrier system, a single fade can cause the entire link to fail,
but in a multi-carrier system, only a small percentage of the
sub carriers will be affected. In OFDM system the transmission
band width is splitted into many narrow subchannels which
are transmitted in parallel. Each subchannel is narrow enough
so that it experiences a flat fading although the overall radio
propagation environment is frequency selective. Orthogonality
between the carriers allows their overlapping while disabling
the occurrence of crosstalks [4]. Thus, a significant power
saving can be achieved by using an orthogonal multicarrier
technique. In a conventional OFDM system, the orthogonality
between the subcarriers is achieved by means of the discrete
Fourier transform (DFT). As a maximum of a subcarrier

corresponds to zeros of other subcarrier, each subcarrier can
be demodulated independently of the others. Error correction
coding can then be used to correct for the few erroneous sub
carriers [5]. There are many impairments which degrade the
performance of OFDM systems such as IQ imbalance, Inter
carrier interference (ICI), multipath channels, carrier frequency
offset (CFO), inter symbol interference (ISI) etc. Nonlinear
effects generated by the power amplifier may introduction
intercarrier interference and thus destroy the orthogonality.
IQ imbalance occurs due to gain and phase mismatches
between I and Q branches of local oscillator [6]. In this paper,
receiver was simulated according to the parameters established
by the standard, to evaluate the performance and different
possibilities in the implementation. Also, some considerations
about forward error correction coding, synchronization and
channel estimation are given oriented to improve the sys-
tem performance. For accomplishing the proposed method
blind estimation technique is used where some reasonable
assumptions are made about the statistics of the received
signal. In case of pilot-based estimation techniques two major
drawbacks are found. Firstly the estimation algorithms often
depend on a particular pilot structure that reduces the effective
bandwidth. Secondly in case of receiver caused IQ imbalance,
the transmitted pilots are affected by several additional RF
impairments such as noisy fading channel, spurious signals
etc.
In this paper, at first a receiver model is proposed to describe
the effect of IQ imbalance in received signal. Then a new
algorithm is proposed to estimate and compensate the IQ
imbalance parameters and finally computer simulations are
performed to ensure the improvement of performance of the
proposed algorithm.

II. SYSTEM MODEL

In this section the mathematical modeling of IQ imbalance
will be presented.

A. Transmitter

Fig. 1 shows the transmitter model for OFDM system. The
transmitted base band signal is

xν(t) = xi(t) + jxq(t) (1)

The pass band signal sν(t) that is transmitted is

sν(t) = xi(t) cos(ωct) − xq(t) sin(ωct) (2)
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Fig. 1. Transmitter model for OFDM system

B. Receiver

At the receiver, this signal has passed through a channel
with impulse response hRF (t). Amplification by the LNA adds
noise to the signal, and thus, the received signal after the LNA
is

rν(t) = [sν ⊗ hRF ](t) + nRF (t) (3)

where, [sν ⊗ hRF ](t) denotes the convolution of sν(t) and
hRF (t) and nRF (t) is the radio frequency (RF) noise. This
signal is mixed with cos(ωct) and low pass filtered in the in-
phase branch. After the low pass filter, this signal equals

yi(t) = cos(ωct)rν(t) (4)

The corresponding signal in the quadrature-phase branch
equals

yq(t) = − sin(ωct)rν(t) (5)

The DSP can create signal yν(t) = 2[yi(t) + jyq(t)], where
the factor 2 is added for notational convenience.

IQ imbalance can be modeled into two parameters: ampli-
tude error ε and phase error φ. The system block of receiver
is depicted as shown in Fig. 2. After the low pass filter, the
signal in in-phase branch equals

yi(t) =
1

2
Υ[xν ⊗ h](t) (6)

corresponding signal in quadrature-phase branch becomes,

yq(t) =
1

2
(1+ε)[− sinφΥ(x⊗ h)(t)+cosφΓ(x⊗ h)(t)] (7)

where, Υ and Γ denote the real and imaginary part of the
convolution respectively.
Then the received signal can be written as

yν(t) = λ(t)[xν ⊗ h(t)] + µ[x(t) ⊗ h(t)]∗ (8)

where, xν(t) is the baseband signal, h(t) is the channel
impulse response and “ ∗ ” denotes conjugate operation. Here

Fig. 2. Asymmetrical model for frequency independent receiver-caused IQ
imbalance

λ and µ are called imbalance parameters and are expressed as
follows:

λ =
1 + (1 + ε) exp[−jφ]

2
(9)

and
µ =

1 − (1 + ε) exp[jφ]

2
(10)

The received signal in an OFDM system in frequency domain
can be written as

Yk = λXkHk + µX∗−kH
∗
−k (11)

III. IQ IMBALANCE PARAMETERS ESTIMATION

A. Existing method
In existing estimation technique [8] while estimating IQ

imbalance parameters only the real part is considered and
transmitter is assumed to be noisy.
In case of receiver caused IQ imbalance, the estimated channel
on k-th subcarrier can be simplified to

Ĥk = λRXHk + µRXH
∗
−k (12)

here, dependent estimator is used where the imbalance param-
eters are related as λRX = 1− µ∗RX [9]. To maintain a linear
relationship in the components of µRX .
The received signal can be explicitly split up into real and
imaginary parts as shown in equations (13) and (14) where,
the subscripts r and i symbolize the real and imaginary part
respectively.

The receiver only obtains a probable estimation of µRX,r
and µRX,i [10]. An estimation of such kind can be based on
subcarrier k and −k as follows[

µ̂RX,r
µ̂RX,i

]
= R̂−11,k

([
Yk,r
Yk,i

]
− R̂−12,k

)
(15)

where, p̂ denotes the estimate of variable p. R̂1,k and R̂2,k

depend on the channel coefficients and transmitted symbols.
The original estimate of µRX can be obtained by considering
both real and imaginary parts, and averaging over all subcar-
riers. The receiver caused imbalance parameter λ̂RX can be
estimated with the help of previously estimated µ̂∗RX [11].
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Yk,r = Hk,rXk,r −Hk,iXk,i + µRX,r(−Hk,rXk,r +Hk,iXk,i +H−k,rX−k,r −H−k,iX−k,i)

+µRX,i(−Hk,rXk,i −Hk,iXk,r +H−k,rX−k,i +H−k,iX−k,r) (13)

Yk,i = Hk,rXk,i +Hk,iXk,r − µRX,r(Hk,rXk,i +Hk,iXk,r +H−k,rX−k,i +H−k,iX−k,r)

+µRX,i(Hk,rXk,r −Hk,iXk,i +H−k,rX−k,r −H−k,iX−ki) (14)

B. Proposed method

Our proposed method is based on considering both real and
imaginary part of imbalance parameters and the transmitter is
assumed to be noise free. The new estimation algorithm then
becomes:

µ̂′RX,r =
µ̂′RX,k,r + µ̂′RX,−k,r

2
(16)

After simplification, the expression for µ̂′RX,r can be written
as

µ̂′RX,r = µRX,r −
2µ2

RX,i

1 − 2µRX,r
(17)

The error in µRX,r becomes

Ξµ′
RX,r

= µ̂RX,r − µRX,r (18)

By further simplification, the expression for error becomes

Ξµ′
RX,r

=
−2µ2

RX,i

1 − 2µRX,r
(19)

Again the expression for µ̂′RX,i can be simplified as

µ̂′RX,i = µRX,i +
2µRX,rµRX,i
1 − 2µRX,r

(20)

(17) and (20) express the relation between the actual and the
estimated value of the required IQ imbalance parameters.
The error in this case can be expressed as

Ξµ′
RX,i

=
2µRX,rµRX,i
1 − 2µRX,r

(21)

So, the total error for µRX,r can be obtained by combining
the two error expressions of (19) and (21) above as

Ξµ′
RX

= Ξµ′
RX,r

+ jΞµ′
RX,i

(22)

After further simplification, the expression for error leads to

Ξµ′
RX

=
2jµRX,iµRX
1 − 2µRX,r

(23)

Therefore, the estimated value for µRX will have an error as
described by (23). In the previous Subsection III-A only the
quadratic part of the expression (17) and (20) are taken as error
term. Proper expression for the IQ imbalance as a function of
the estimated values can be obtained by considering both the
quadratic and linear portion of the quadratic equations. In that
case, (16) and (19) are combined to establish the following
two equations

µRX,r =
1

2
− µRX,i

2µ̂′RX,i
(24)

and

µ2
RX,i(−

1

2
− 2µ̂2

RX,i) +µRX,i(−µ̂′RX,iµ̂′RX,r +
1

2
µ̂′RX,r) = 0

(25)
Solving (25) results either µRX,i = 0 or

µRX,i = −
(2µ̂′RX,r − 1)

1 + 4µ̂′
2

RX,i

µ̂′RX,i (26)

Substituting (26) into (24) gives

µRX,r =
2µ̂′

2

RX,i + µ̂′RX,r

1 + 4µ̂′
2

RX,i

(27)

This solution provides the compensated value of receiver
caused IQ imbalance parameter µRX according to proposed
method. Using the relation λRX = 1 − µ∗RX , λRX can also
be estimated in one step.

IV. SIMULATION RESULT AND DISCUSSION

To evaluate the proposed algorithm, a typical OFDM system
based on WLAN is considered. Radio frequency signal is
shown in Fig. 3. Here, 1/4 data coding system is used and
sampling frequency is taken as 2.5 MHz. Channel is assumed
to be known and number of tapping is taken as 1.

Applying the proposed method the performance character-
istics of OFDM system is shown in Fig. 4. This simulation
is done under the influence of IQ imbalance. It can be
observed from the figure that the performance increases when
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Fig. 3. RF signal with and without AWGN
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IQ imbalance is compensated. Then this model is compared
with an existing complex algorithm. From Fig. 4 it can be seen
that the proposed method outperforms the existing algorithm
and the main concern here is that complexity of the existing
model is reduced to a greater extend. Here “1 step” approach is
applied where no iteration is required. Hence computational
complexity is also reduced as the number of steps are less.
Here blind compensation technique is used so as not to limit
the bandwidth imposed by pilot estimation technique. The
improvement of estimating the IQ parameters by using the
proposed method are depicted in Table. I and Fig. 5.

Thus the received signal not only contains the desired signal
but also the copy of it but mirrored in frequency as shown in
Fig. 5. Due to this interference of desired signal IQ mismatch
occurs. In this process the received signal gets weaker than
the original signal and poor performance of the whole system
is observed. From Fig. 5 it can be observed that our proposed
method has reduced the effect of IQ imbalance.

V. CONCLUSION

Blind signal processing techniques are very suitable for
estimating and compensating unwanted RF impairments in
direct conversion receiver like IQ imbalance. A new concept
is applied here which is mainly the combination of LSE and
“1 step” method. From the simulation results it is easily
obtainable that our proposed method has updated the BER
performance of receiver caused IQ imbalance. In future the
task will be to extend the method for the joint estimation of
IQ imbalance, CFO and channel response in OFDM systems.
Moreover, pilot based estimation techniques are also to be

TABLE I
NUMERICAL VALUES OF IQ PARAMETERS

Existing Proposed
λRX = 0.6567 λRX = 0.4969
µRX = 1.6567 µRX = 0.5031
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improved. Further research related to this work can be carried
out to investigate the influence of IQ imbalance and other non-
linear distortion effects on OFDM system. BER performance
due to variation of channel length, number of symbol, bit rate
can also be investigated.
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Abstract—In Bangladesh, the electricity consumers have analog 
energy meters in their home premises as no automated remote 
metering is deployed yet. These meters need to be inspected on a 
monthly basis to prepare invoice for electricity consumption. 
This requires an extra manpower along with the waste of time 
and this of course paves a way to corruption. Remote Metering of 
Electricity Consumers is an approach to resolve these menaces by 
employing a digital meter at the consumer end and developing a 
technique to monitor the energy consumption of each consumer 
from the substation using frequency division multiplexing over 
the existing XLPE power line cables. This paper represents a 
technique to transmit and measure the energy data which has 
been consumed by the subscribers using the existing power 
distribution system. The proposed technique is based on 
frequency division multiplexing (FDM) and has similarity with 
power line cable communication (PLCC).  

Keywords—Remote Metering, Power Line Communication, 
XLPE Cable, Bandpass Filter, Analog to Digital Conversion, 
Frequency Division Multiplexing. 

I.  INTRODUCTION 
Measurement of consumed electric energy and invoicing 

for bill collection is an integral part of power management 
system. The user can be billed for his consumption [1] after a 
certain period or the power generation and distribution 
authority can also make a prepaid arrangement. In both cases 
it’s important that consumed electrical energy by a subscriber 
can be accurately measured and that data can be effectively 
communicated up to the billing or control center which can be 
automatic or needs concerned authority’s inspection. Though 
quite a many digital smart meters have been developed for 
energy measurement in last few years, in Bangladesh it is not 
yet deployed in large scale. Research is also being carried out 
all over the world for efficient automatic transmission of 
measured data up to the billing center which can be wired or 
wireless.  

Campos et al. [10] have evaluated economic impacts of 
implementation of smart meters and their future prospects at 
low-voltage subgroup using the available technologies, 
whereas, Asadi et al. [11] have  developed an algorithm using 
PSO to maximize  impacts on real-time smart grid. Wenshu et 
al. [12] have reported that, Orthogonal Frequency Division 

Multiple Access (OFDMA), widely adopted in many wired and 
wireless communication systems, is multicarrier in nature and 
results in severely high peak-to-average power ratio (PAPR), 
which is undesirable for low-cost terminal equipment. On the 
other hand, Single Carrier-Frequency Division Multiple Access 
(SC-FDMA), a promising alternative to OFDMA, can greatly 
reduce PAPR while achieving similar performance and 
complexity. Arif et al. [13] have explored the possibilities of 
developing GSM based smart meters, and Madueno et al. [14] 
have assessed the potential of GSM/GPRS/EDGE to operate as 
a dedicated network for smart meters and estimated the limits 
of GSM. In contrast, Li et al. [15] have devised efficient smart 
meter data collection by exploring the secondary spectrum 
market in cellular networks. Jixuan et al. [16] have outlined 
some smart meter's aspects and functions of smart meter. They 
have introduced two basic types of smart meter system's 
communication technologies: Radio Frequency (RF) and 
Power Line Carrier (PLC) and recent advances with regard to 
these two technologies. 

Wireless communication is costly in terms of the additional 
transmitters and protection methods against noise. Power line 
communication is a better technique for this sort of activity. 
But in Bangladesh currently no automated remote metering is 
deployed. But implementation of such a system can improve 
the total energy distribution process remarkably. In this paper, 
a tentative technique has been described to measure and 
transmit consumed energy data of subscribers using the 
existing power distribution system similar to power line 
communication [2]-[5]. The discernible contribution of this 
work is that, it would aid to the widespread rollout of smart 
meter in Bangladesh, which is very costly till date.  

II. THEORY AND METHODOLOGY 
In electrical consumer system where the supply is single 

phase AC (Alternating Current), the consumed energy at a 
given time (t) can be expressed as in (1). 

E = P t                                                 (1) 

where P is the power used by the consumer in watt and it 
can be measured by (2). 
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P = VrmsIrmscosθ                                          (2) 

Therefore the total energy consumed [6] at an interval (t) is 
calculated by (3), 

E = (VrmsIrmscosθ)t    (3) 

where, Vrms is the terminal RMS voltage  at consumer end, 
Irms is the RMS current value being consumed by customer, 
cosθ is the power factor and t is an interval of time. 

To determine the RMS (Root Mean Square) value of an AC 
voltage, the peak voltage value is detected first for a cycle. 
Because the governing equation for the RMS value is related to 
the peak value (4)  

Vrms = Vpeak/√2                                       (4) 

The measurement of current flowing through the consumer 
load can be measured by a CT (Current transformer). But the 
task has been accomplished in this project using Ohm’s law 
with existing circuitry. A small resistance has been added 
(small enough compared to the load) in series with the load so 
that the total current flowing in load doesn’t change and the 
same current flows through this small resistance. As a result a 
small voltage is dropped across this resistance. This voltage has 
been measured and later on has been divided by the preset 
resistance and which is independent of the load as per Ohm’s 
law (5). 

V = IR                                                (5) 

And thus Irms can also be measured (6). 

Irms = Ipeak/√2                                            (6) 

The time difference between the Vpeak and the following 
Ipeak (considering Inductive load and thus Current lagging) will 
provide the value of power factor cosθ. 

In this paper a prototype is described that can measure the 
consumed energy at the consumer end and then transmit this 
energy information of two users after proper modulation and 
multiplexing to the substation, which is 1km away from the 
consumers. The real life scenario is that the voltage at the home 
user level is 220 volts 50Hz in Bangladesh. But in the 
laboratory a model having a supply voltage of ±5 volt has been 
developed. As microcontroller is used for measurement and 
control, digital data is required for processing. But the supply 
voltage from the function generator in the laboratory that is 
simulated as the generator of real life is purely analog and time 
varying. A microcontroller is not able to read and process this 
voltage values directly. For this reason a measure has been 
adopted to convert these analog values into digital first using 
ADC (Analog to Digital Converter). 

In this paper, an 8086 microcontroller [7] based digital 
meter to be placed at consumer’s end has been devised to 
measure the electric energy consumption. The first task is 

converting the analog data at consumer end into digital data via 
ADC for the competitive immunity of digital signal against 
noise in case of transmission and processing through 
microcontroller. As digital signal is discrete in time domain, 
Sampling is required for analog to digital conversion. As per 
Nyquist theorem, sampling frequency greater than or equal to 
twice of the original signal frequency is appropriate to 
reconstruct it properly. As power signal is 50Hz, therefore a 
sampling frequency of 100Hz or more will work in this case. In 
this prototype, a sampling frequency of 667 kHz (ADC 
arrangement) has been used. 

An n-bit ADC is able to determine 2n levels of equidistant 
amplitudes. An 8-bit ADC defines 28 or 256 discrete amplitude 
levels denoting them from 00000000 to 11111111, a 
combination of 8 bits. The highest and lowest level of the input 
analog signal is determined first. Then the ADC divides the 
total span (difference between the highest and lowest value) 
into 256 equidistant levels with an 8-bit representation (7). 

Va=(SVa)/256                                          (7) 

where Va is input analog value, S is span and Vd is 
corresponding decimal output value. 

Any analog value between two distinct levels are not 
encoded as it is, rather its converted to the next upper or the 
previous lower level posing a potential error. This error is 
termed as Quantization Error. It is reduced as the resolution or 
the digital levels are increased. Another problem is that ADC 
can’t measure negative values. But function generator used 
supplies an AC sinusoidal pulse from +5V to -5V (Maximum) 
of a frequency of 50Hz.So the negative part had to be 
eliminated completely to measure the voltage with ADC. So 
the voltage shape is shifted with a DC offset of 5V to eliminate 
the negative part completely. The problem is that, the peak 
value now reaches 10V. But the ADC used can measure a 
maximum of 5V.To accomplish the measurement by not 
touching the source, a voltage divider is arranged and thus cut 
the voltage to half of its peak and then shifted it with a DC 
offset. Now the output of this voltage divider needs to be 
shifted by 2.5V to make it a pure time varying DC by keeping 
the AC variations intact. A DC offset of 2.5V had to be added 
to this signal. But to avoid loading phenomena the voltage has 
taken at the divider end through a buffer and then added with a 
2.5V DC. This signal has been sampled and fed to the 
microcontroller through ADC for determining the Vpeak by 
continuous monitoring and comparison by a C based 
programming code. 

As the current flowing through the complete prototype 
arrangement was too low, it couldn’t be measured accurately in 
this project. Therefore transmitting the voltage information 
over the transmission line to the substation end has been 
focused. To accomplish this, the RMS voltage value was 
converted into a 10-bit number that was enough to represent a 
huge value practical for consumed energy at a certain period. In 
the prototype as the voltage reading is a value with a decimal 
point i.e. 2.86 volt (Table II), the result was simply multiplied 
by 10 to take the first two significant digits by eliminating the 
decimal point. After taking the value multiplied by 10, the 
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value was rounded up to its nearest integer. Suppose the 
voltage reading indicates 2.86V and after multiplication by 10, 
it was 28.6. Then this value is rounded to 29 and converted to a 
10 bit stream of 1 and 0 through the microcontroller by a 
method called type casting in programming. This value is 
transmitted instead of 2.86 V. 

When the data is computed and ready to be transmitted [8] 
over the power line then the most important thing is 
Modulation as digital signal form has very low energy content. 
The basic objective of modulation is to transmit this digital 
information over a powerful carrier or high frequency signal 
that can keep the information intact till the end of line 
considering interference, attenuation etc. The power depends 
on frequency as follows (8): 

P α f2                                              (8) 

where P is power and f is signal frequency. In this 
prototype, a digital modulation technique ASK (Amplitude 
Shift Keying) is used where the amplitude of a high frequency 
carrier signal has been varied according to the digital 
information. In lab, the job of modulation was accomplished by 
a simple N-MOSFET. MOSFET acts like a switch according to 
its gate pulses. The carrier signal of high frequency was simply 
connected at the Drain of the MOSFET. The Source remained 
always grounded. And the gate is driven from the 
microcontroller output which emits the digital signal or 
information of energy (voltage in this prototype).In this case if 
the Gate gets 1 the output is zero and if the Gate gets 0 then it 
outputs the carrier signal which is inverted information of the 
original. This can easily be detected at the reception end by 
inverting it once more. Here in the lab, it was simulated for 2 
users and as this is a FDM (Frequency Division Multiplexing) 
based prototype, two different carrier frequencies for 2 users 
was chosen for communication over the same channel. The 
chosen frequencies are 600Hz and 1.5 kHz that ensures a good 
band separation to avoid adjacent channel interference during 
transmission. 

After the two set of modulated information signal [9] of 
energy reading are ready at the both consumer unit at different 
frequencies, the next job is to transmit them simultaneously 
over the same channel. In this case, an Adder circuit was made 
that adds these two different frequency signals and outputs a 
combined one for transmission. Bit rate is a crucial parameter 
[8]-[9] in case of serial communication for reconstructing the 
signal at the recipient end. In this case a bit rate of 20 bits per 
second has been used to ensure synchronous communication 
which is far lower than the modulation frequency. A sampling 
frequency similar to the bit rate will be used at the reception 
end to get the transmitted information again. The transmission 
line is the most important part [6] in this prototype as this is 
used as the only transmission medium. This approach reduces 
the establishment of a separate medium. And this idea can be 
readily implemented without incurring any additional cost for 
communication in Bangladesh.  

In laboratory, a transmission line was simulated with 
resistance and capacitance that resembles a standard 11KV 
transmission line. The resistance and inductance of 11KV 

overhead lines are not available in any technical reference of 
any cable manufacturing company. After studying a few 
technical references, the characteristic of the BRB XLPE 
(insulated) cables was finally selected. According to the 
technical reference of XLPE cables from BRB Cable Industries 
Limited the following parameters were chosen as table I: 

TABLE I.  TYPICAL 11KV XLPE CABLE PARAMETERS/KM 

Vbase Ibase 
Resistance 

per km 
(Rpu) 

Inductance 
per km 

(Lpu) 

Capacitance 
per km (Cpu) 

11 kV 157 A 0.7270 
ohm 0.492 mH 0.21 µF 

 

Therefore,   

Zbase = 11 kV/157A = 70.06 

The per unit values should be, 

Rpu =  0.7270/70.06 = .01 ohm 

Lpu  =  0.492/70.06    = 7.02 µH 

Cpu  =  0.21/70.06      = 2.99 pF 

In this prototype, 

Vbase = 5 V and Ibase = 0 .1 A 

Therefore,  

Zbase= 5/0.1 = 50 ohm. 

In this prototype (Fig. 2), 

R = .01 × 50 = 5 ohm 

L = 7.02 µH × 50 = 0.35 mH 

C = 2.99 pf × 50 = 0.150 nF 

As working frequencies in this case are very low of 600Hz 
and 1.5 kHz, the capacitance of the cable was neglected. Here 
in the total arrangement, R1 and L4 is simulated subscriber 
load representation (Fig. 2), and R2 and L2 is Transmission 
line equivalent representation (Fig. 2) 

The information signal from the adder is fed into the 
transmission line through a capacitance C4 (Fig. 2) .Now the 
most important task was to ensure that both the data signal 
carrying 600Hz and 1.5 kHz and the low frequency power 
signal is flowing through the transmission line in opposite 
direction without interfering with each other.  

The Fourier transform [6] of this signal in the transmission 
line revealed the existence of all the frequencies (Fig. 3).All the 
signals travelled through the designed transmission line 
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successfully. Now another concern was that the high frequency 
data signals shouldn’t enter the substation that can cause 
damage to the power generator. So an inductance L1 was 
connected that restricts the high frequency signal to enter the 
transformer or substation (Fig. 2). Before reaching the 
generator the high frequency signals were filtered out through a 
wave trap. Here the capacitance C2 of 600pf works as a wave 
trap that bypassed the data signals of high frequency (Fig. 2). 
Fourier transform of the captured signal at generator end 
depicts that the high frequency data signals wasn’t disturbing 
the substation voltage, which was perfectly a sinusoidal signal 
of 50 Hz (Fig. 4). And contained no 600Hz or 1.5 kHz signal. 
With the help of the wave trap, the data signal was separated at 
the substation end. 

At the substation end all the signals of 50Hz, 600Hz and 
1.5 kHz were received. The latter two components were 
required to extract the data information of the consumers. For 
this purpose filters were designed to separate the desired signal 
and curtail the others. Since 600Hz and1.5KHzwere chosen for 
the communication, the band separation was almost 900Hz 
which was quite a handsome separation that provides the 
flexibility to work with a band pass filter. Two High Q narrow 
band pass filter were designed as per requirement. The Q factor 
is an indicator of the bandwidth in case of a band pass filter. 

In typical narrow band pass filter, the bandwidth is 
governed by (9). 

B = fr /Q                                            (9) 

where, fr is the resonating frequency and Q is the quality 
factor. 

Here resonating frequency is the modulating frequency. 
Bandwidth is related with the design parameters as in (10).    

B=0.1591/(RC)                            (10) 

From this equation, R can be calculated for any given C. In 
the circuit (Fig. 1), 

 

Fig. 1 Schematic diagram of a Bandpass Filter 

C1 = C2 = C 

R1 = R 

R2 = 2R 

The most important parameter is R3 which determines the 
resonating frequency and that can be calculated as in (11) (Fig. 
1). 

R3=R/(2Q2-1)                              (11) 

2 narrow Band-pass Filter were designed with a Q of 3 and 
600Hz and 1.5 kHz as resonating frequencies (Table IV and 
V). After separating the data signals with appropriate filter, an 
envelope detector was arranged as the demodulator to extract 
the data from the carrier for each signal. It detects the envelope 
which is literally the digital information with a time constant of 
RC that is 4.7ms. The signal amplitude further deteriorates 
after passing through the detector. For the final data reading 
through the microcontroller a perfect 1 and 0 representation 
was needed, which was almost improbable after all these 
processes encountered. The signal was corrupted by noise, 
attenuated and was no more in a square pulse shape. To retain 
the square pulses again a Schmitt trigger can be used. But the 
result is not that bright due to very low level corrupted signal at 
the input. 

The final job to retrieve the information was to sample the 
output from the level detector to get the stream of 1s and 0s. 
This can be done in the substation server. In this prototype, the 
substation server was simulated with an 8086 based 
microcontroller as earlier. The two output from the two 
separate filters followed by two separate envelop detector and 
level detector were connected to the two pins of the substation 
side microcontroller. By regular monitoring the two pins at 20 
Hz would reveal the 10 bit digital information. The sampling 
should be done at the midpoint of the bits to ensure not to miss 
an edge. 

III. RESULTS AND ANALYSIS 
The equivalent prototype developed in this case can be 

described by the below circuit (Fig. 2). 

 
Fig.2 A schematic representation of the prototype developed 

The digital meter developed in this case measured terminal 
voltage and current for two simulated consumers which were 
compared with the standard meter reading for a comparative 
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analysis (Table II and III) that shows the authenticity of the 
digital meter developed. In this case consumer load has been 
simulated as purely resistive and power can be calculated by 
(2) considering power factor as (1). 

TABLE II.  MEASURED DATA FOR USER 1 AT THE USER END ( LOAD = 1K 
OHM ) 

Lab Replica Data Real Meter data 
Voltage 
across load 
(Volt) 

Current 
(mA) 

Calculated 
Power 
(mW) 

Voltage 
across load 
(Volt) 

Current 
(mA) 

1.1 1.0 1.1 1.12 1.09 
1.5 1.4 2.1 1.54 1.5
1.7 1.6 2.7 1.90 1.85
2.6 2.4 6.2 2.65 2.58
3.3 2.4 7.92 3.47 3.38

 

TABLE III.  MEASURED DATA FOR USER 2 AT THE USER END ( LOAD = 
470 OHM ) 

Lab Replica Data Real Meter data 
Voltage 
across load 
(Volt) 

Current 
(mA) 

Calculated 
Power 
(mW) 

Voltage 
across load 
(Volt) 

Current 
(mA) 

1.1 2.2 2.4 1.13 2.27 
1.5 2.4 3.6 1.54 3.09
1.7 2.1 3.6 1.85 3.72

 

Fourier analysis of the captured signal in the transmission 
line reveals the existence of the high frequency data signal and 
the low frequency power signal (Fig. 3). That makes it evident 
that data signal modulated with high frequency can co-exist 
with power signal in power line. 

 
Fig. 3 The Fourier analysis of the signal reveals the existence of 600Hz 
and1.5kHz signal along with the 50Hz power signal in the transmission line 

 The capacitance C2 of 600pf works as a wave trap that 
bypasses the data signals of high frequency and keeps the 
generator end secured (Fig. 2). Fourier analysis of the signal at 
the substation generator end shows that it is purely a 50Hz 

sinusoidal signal that ensures uninterrupted power distribution 
(Fig. 4). 

 
Fig. 4 Fourier analysis depicts that the high frequency data signals are 
eliminated and only contains 50Hz component of power signal 

Two filters have been designed for fetching the data signals 
separately at substation control point for further processing and 
detection using equation 9, 10, 11. The two high Q bandpass 
filter design parameter specification are given below. 

A. 600Hz Filter 
The design specifications are as follows (Table IV) 

TABLE IV.  DESIGN SEPCIFICATION PARAMETER OF A NARROW BANDPASS 
FILTER RESONATING FREQUENCY OF 600HZ  

Parameter Values 
fr 600Hz 
Q 3 
B 200Hz 

R1 8K 
R2 16K 
R3 470 

C1, C2 0.1µF 
 

B. 1.5KHz Filter 
The design specifications are as follows (Table V) 

TABLE V.  DESIGN SEPCIFICATION PARAMETER OF A NARROW BANDPASS 
FILTER RESONATING FREQUENCY OF 1.5KHZ 

Parameter Values 
fr 600Hz 
Q 3 
B 500Hz 

R1 3.2K 
R2 6.4K 
R3 190 

C1, C2 0.1µF 
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The Fourier transform of the received signal at the 
substation end after the wave trap reveals the existence of both 
the carrier frequency in Fig. 5. This indicates successful 
transmission of the high frequency data signals. 

 

Fig. 5 Fourier analysis after the wave trap at substation end depicts the 
existence of 50Hz power signal along with 600Hz and1.5KHz data signals 

 It got almost three signals after the wave trap but at very 
low amplitude which is certainly a problem couldn’t be solved 
in this prototype. That can be solved by amplifying the signal, 
it was assumed. So far the targets were achieved in case of 
transmission. That implied the success of such an arrangement 
in real life 11 KV overhead conductors. 

IV. CONCLUSION 
In this prototype, two different consumer’s end voltage data 

was measured, encoded, modulated and sent over XLPE cable 
successfully though the reception and decoding wasn’t quite 
successful due to attenuation and interference in this case. But 
in real life scenario, this challenge can be overcome as all the 
relevant voltage levels will be higher. In fact, in real cases, for 
thousands of users, FDM won't bring the best of the results. In 
that case Code Division multiplexing can be used for effective 
communication over transmission lines. In this model XLPE 
transmission cable has been considered as most of the overhead 
power cables are XLPE in Bangladesh. But the theory is 
applicable to any conductor. For a proper simulation the actual 
specification of lines, are needed and in this case, accurate 
manufacturer data were available only for XLPE and were 
collected from BRB cables, Bangladesh. This paper is intended 
to assist in further development of power line communication 
to cater automatic remote metering of electricity consumers in 
Bangladesh using the existing infrastructure for a better power 
distribution system and real time monitoring. The 
microcontroller based meter deployed at consumer end in this 
paper can store historical data of a consumer which can be 
relayed to the substation in case of line fault or protection relay 
operation. It can also be used for audit purpose later, if 
required. 
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Abstract—The camera based visible light communication (VLC) 
is the merger of VLC with vision technology in order to deploy 
VLC features in hand-held devices e.g., in Smartphone, 
employing light emitting diode (LED) transmitter to camera 
communication. However, the most advantageous features of 
VLC technology have not been achieved due to the low frame 
handling rate in camera module. In contrast, the spatially light 
source separation characteristic in camera module explores the 
scope to deploy multiple-input multiple-output (MIMO) concept 
for enhancing the overall system capacity and robust signal 
reception in camera based VLC system. In this paper, the 
performance of spatial multiplexing in MIMO based VLC system 
is evaluated.  

Keywords—Visible light communication, image sensor, LED, 
MIMO, Spatial Multiplexing. 

I.  INTRODUCTION  
Visible light communication (VLC) is a promising 

technology for indoor wireless communications. By using 
visible light as the transmission medium, VLC has many 
advantages, such as harmlessness to human health, high data 
rate, high security, unlicensed frequency band usage, high 
signal-to-noise ratio (SNR), and etc. The release of IEEE 
802.15.7 MAC and PHY specifications represents a significant 
milestone in promoting deployment of visible light 
communication in short range wireless personal area networks 
(WPAN) [1]. Illumination is typically provided by an array of 
LEDs, with levels of 400-800 lux [2] being specified as the 
minimum required for sufficient illumination. The modulation 
by the LEDs light must provide the dimming support for the 
human eye safety. Achieving high data rates is challenging 
simultaneously with illuminating consistently due to the low 
modulation bandwidth of the sources (several MHz) [3], but 
the levels of illumination specified for occupation ensure that a 
very high SNR is available.  

The availability of a large number of high SNR channels 
with sufficient bandwidth makes MIMO techniques a 
promising approach both using as a diversity and a 
multiplexing [3-6]. In this proposed model, due to the 
modulation and detection method the MIMO is being used as 
spatial multiplexing. The potential of this paper is to 
investigate the performance of MIMO spatial multiplexing in 
camera based visible light communication. At present, plenty 
of modulation schemes have been proposed for VLC system. 
Most of the cases, some advantageous features are considered 
for modulation and demodulation in VLC system. It is quite 

difficult to detect OOK signal by using the camera sensor 
because the frequency of the OOK signal is not suited with the 
frame rate of camera. Here frequency shift OOK (FSOOK) is 
used for easy detection by using the standard camera frame 
rate. Each pixel and/or group of pixels will act as multiple 
receivers whereas each pixel is separated with arrayed by a 
constant distant. As the spatial separation of pixels provide the 
spatial multiplexing of the MIMO system. The data rate of the 
MIMO system is improved by using the multiplexing feature. 
Spatial multiplexing is not intended to make the transmission 
more robust; rather it increases the data rate. To do this, data is 
divided into separate streams; the streams are transmitted 
independently via separate LED transmitters.  

Rest of this paper is organized as follows: the proposed 
MIMO spatial multiplexing is outlined in section II. The 
performance evaluation is described in section III. Finally, we 
conclude the proposed scheme in section IV. 

II. MIMO SPATIAL MULTIPLEXING IN IMAGE SENSOR 
BASED VLC SYSTEM 

A. Receiver and Transmitter Model 
Consider the VLC-MIMO system using camera module for 

signal reception as shown in Fig. 1. Here, the modulation 
scheme is guaranteed to provide dimming support by the LED 
transmitters. The average light intensity must be constant over 
any given interval not longer than 10ms and not shorter than 
1ms during the transmission of data for providing dimming 
support. As mentioned before, an unmodified smartphone’s 
camera platform to be considered as the receiver, which means 
the embedded camera will be running at a common commercial 
video frame rate, e.g. 30 frames per second (fps). For 
modulating the signal, we assume that frequency shift on-off 
keying (FSOOK) is employed at the LEDs transmitter for the 
communication over the optical channel. The modulation 
process is similar to frequency shift keying inasmuch as there 
are defined mark and space ON-OFF keying frequencies for 
encoding bits [3]. 

In FSOOK modulation scheme, the OOK frequency is a 
sinusoidal at OOKα  frequency with a random phase

OOK
δ . If the 

sampling frequency is harmonic with the OOK frequency and 
then the OOK frequency as a harmonic of sampling 
frequency sα , where OOK sα α≥ , thus the OOK frequency is, 

OOK snα α αΔ= ± , where 2sα αΔ ≤ . In the receiver, after the 
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Fig. 1. MIMO spatial multiplexing offered by imaging plane 

 

integration and hold, the comparatively low frequency signal 
would be expressed as below 
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The bit decision will depend on the following frame 

decoding rules, 
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Consider that the imaging plane can be demodulated the bit 
as a two dimensional lightwave-to-digital conversion. The 
pixel photodetector produces a signal proportional to the 
incoming integrated light intensity which is then held for the 
scanning ADC (analog-to-digital conversion), thus establishing 
the frame rate of the video camera. In the MIMO system, the 
reception of one light signal on pixel may be interfered by the 
adjacent light signal. The signal detection will be effected by 
this coupling of multiple light signals in one receiver. To 
mitigate this effect, equalizer has been introduced in the 
receiver. 

B. Performance Enhancement by Spatial Multiplexing 
The VLC-MIMO with multiple LED transmitters and 

camera module as a receiver has been shown in Fig. 1 where an 
imaging receiver is used in place of the non-imaging devices 
(PD) [3-4]. Light propagates from the multiple LED 
transmitters to the receiver, and each transmitted signal is 
imaged onto an image sensor, where images may strike any 
pixels or group of pixels on the imaging plane, and be in 
arbitrary alignment with them. Each pixel or group of pixels on 
the image sensor will act like receiver, and it will measure the 
H matrix describing the optical connection between receiving 
pixels and LED transmitters, allows the received signals to be 
separated as described in following. 

At the receiver, each pixel fulfills direct detection (DD) to 
produce an electrical current signal proportional to the received 
intensity signal. In this VLC-MIMO spatial multiplexing 
communication system having tN transmitters and rN  

receivers, where [ ]min , 2t rN N = . Thus the received signal by 
the pixels can be expressed as follows  

( )3r = Hs + n  

where s  is the 1tN ×  transmitted signal vector; H is the 

t rN N× channel matrix; and n is the 1rN × additive white 
Gaussian noise vector. The measured channel matrix by the 
pixel receiver would be as follows 
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Each element of the channel matrix is made up of two 
components and can be written as ji ji ih a h′= , where ih′ is the 
normalized power in the image of the i-th LED transmitter at 
the aperture of imaging lens when the receiver is assumed at a 
particular position, and jia  quantifies how much of this power 

falls on the j-th receiver. Then, ih′  can be written as 

( ) ( )
( )02

1

cos , 0
4

0

N
image

i ji ji c
i jii

jik c

A
R

dh
φ ϕ ϕ ϕ

ϕ ϕ
=

≤ ≤
′ =

>

⎧ ⎫
⎪ ⎪
⎨ ⎬
⎪ ⎪
⎩ ⎭

∑  

where imageA  is the receiving image area of the i-th transmitter 

projected on the j-th detecting pixels in the imaging plane, jid  
is the distance between the i-th LED in transmitter and the 
center of the receiver collection lens, iφ  is the angle of 

irradiance, jiϕ  is the angle of incidence of the light at the 

receiver, and cϕ  is the receiver field-of-view (FOV). 

According to equation (1) and (3), assume that the link 
consists of N  sub-channels with no ICI (inter-carrier 
interference). Although, the noise process is in each signal-
dependent, in here we assume the background and circuit noise 
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dominate over the signal-dependent portion of the noise. Thus 
the noise variance of jin  at the received pixel is given by 

( )2 5ji jiIσ α β= +  

where the constant α  quantifies the signal dependence of the 
noise, and β  represents signal-independent components like 
circuit noise, dark current noise, and shot noise due to 
background illumination. SNR is the signal-to-noise of the i-th 
LED to the j-th receiver pixels which is expressed in terms of 
the transmit power js , the channel dc gain jih  from the 
equation (4) and AWGN noise  from equation (5). 
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Here is an indicator function indicating whether a pixel at 
( ),m n coordinate receives a signal from the LED transmitters 
or not. Of course the indication function should satisfy the 
relation of the camera calibration between its focus length and 
the distance of the object without any blur effect on the 
imaging plane [5]. For simplification of analysis, we assume 
white noise and input, i.e., H

s tNE IΕ =⎡ ⎤⎣ ⎦ss  and 

0

H

tNN IΕ =⎡ ⎤⎣ ⎦nn , thus the input SNR 0ss E Nγ  and 
FSOOK is used without loss of generality. 

The measured MIMO channels have some mutual coupling 
effects. The equalizer can be applied to decouple the N sub-
streams. If ZF equalizer is used then the equalization matrix is 

( ) ( )7
-1H H

ZFH = H H H  

With ZF equalization, the estimate of the transmitted signal 

s  is given by = =† †s H r s + H n , where ( )†⋅  denotes the 
matrix Moore-Penrose pseudo-inverse. Thus, at the decision-
point SNR of the k-th signal stream, i.e. the signal from the k-
th transmit LED, 1 ti N≤ ≤ , is obtained as 

( ) ( )1 1
2

, , 8ZF j s s ZF jhγ γ γ
− −

= ⎡ ⎤
⎣ ⎦

HH H  

where ( )
112

,ZF jh
−−⎡ ⎤⎣ ⎦

HH H denotes the channel optical power 

gain of the i-th stream. The average bit error rate (BER) of the 
above considered system is obtained by the following equation 
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Where ( )
2 21

2
y

x
Q x e dyπ

∞ −
= ∫  and ,ZF jh  will depend on the 

reception imaging plan which has been explained in equation 
(4). 

Generally, the capacity of the MIMO spatial multiplexing 
of VLC system depends on the channel impulse response, the 
noise process as well as a constraint on the average optical 
power, i.e., average amplitude, which can be transmitted. Here, 
we consider an efficient condition of jih  and compute a upper 
bound on the channel capacity that provides insight into how 
the channel capacity scales with average optical power 
constraint, the threshold distance for multiplexing operation 
and the number of pixels. The capacity of a MIMO channel can 
be  estimated by the following equation 

( )
( )[ ] ( )

2
10max log det

ss

H

ss
tr R p

C
≤

= +Ι ΗR Η
 

where ssR  is the covariance matrix of the transmitted vector 

s , HΗ  is the transpose conjugate of the Η  matrix and p  is 
the maximum normalized transmit power. Nevertheless, we 
can perform linear transformations at both the transmitter and 
receiver converting the MIMO channel to N  SISO sub-
channels (given that the channel is linear) and, hence, reach 
more insightful results. These transformations can be found in 
[5] and the capacity will evaluated as follows 

( ) ( )2 ,
1

log 1 11
N

cam i
i

C B SNR
=

= +∑  

where B  is the receiver sampling rate (i.e., camera frame rate). 

TABLE I.  SIMULATION PARAMETERS 

Paramenter Value 

Number of LED Transmitter 1, 2, 4, 9, 16 

Number of LEDs per transmitter 3600 (60x60) 
Distance between transmitter and 
receiver 1 [m] 

LED transmitter separation 3 [cm] 

Transmitted optical power 20 [mW] 

Receiver’s diagonal FOV 42 [deg] 

Receiver optical resoulation 640x480 [pixel] 

Focal length 2.3 [mm] 

Frame rate at camera 30 [fps] 

Filter’s transmission coefficient 1.0 

Modulation scheme FSOOK 

III. PERFORMANCE EVALUATION 
Table I shows the parameters used for evaluating the 

performance of the spatial multiplexing of MIMO based VLC 
system. For simplicity, here we assume that the separation 
between two adjacent LED transmitters will satisfy the perfect 
imaging detection on the receiving plane. The blur effect on the 
imaging plane is not considered and the distance between the 
transmitter and the receiver is fixed at a particular distance 
(1m) from where the image of the two adjacent LED 
transmitters could be separated without any advance image 
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Fig. 4. BER vs. SNR for 16x16 VLC-MIMO system with different
equalizations. 

 
Fig. 2. Capacity [bit/s/Hz] as a function of SNR of VLC system for
different transmitters-receivers combinations.  Fig. 3. BER vs. SNR for different transmitters and receivers

combinations (without equalization) 
 processing. And also consider that, transmitters and receivers 

are in perfectly aligned in order to satisfy the field-of-view 
(FOV) criterion of VLC system for detecting the signal. 

The main objective of proposed spatial multiplexing of 
VLC-MIMO operation was to enhance the system capacity as 
explained in the above section. In Fig.2, the simulated capacity 
performance has been depicted with different numbers of 
transmitters and receivers combinations. The system average 
capacity is rapidly increased with respect to SNR when the 
number of transmitters and receivers are increased. Spatial light 
source separation characteristic of camera module has opened 
the scope to use the same spectral bandwidth on every multiple 
parallel channels. Even though cross-coupling may occur 
between the parallel channels due to the multiple channels 
having the same spectral band but the imaging plane can 
separate them accurately and spatially for a limited distance 
between the transmitters and receivers. Normally, the channel 
gain in the VLC system is very high which implies the high 
SNR value in every channel in our proposed model. On the 
other hand, achieving this high SNR value is not inefficient in 
this VLC model. So, the system capacity has increased when 
the MIMO multiplexing was introduced without splitting the 
spectral bandwidth. 

Fig.3 depicts the bit error rate (BER) of several 
transmitters-receivers combinations with respect to the SNR. 
Here the BER is increasing with respect to the SNR when the 
numbers of transmitters-receivers are also increasing. BER is 
increasing because the adjacent pixel couldn’t able to separate 
perfectly when the numbers of transmitters are increasing. For 
example, at 14 dB SNR the BER of single transmitter system is 
less than 10-4 and on the other hand, to get the BER under 10-3 
for 2 2× combination, it needs approximately 16dB. From 
Fig.3, it can be summarized that if the numbers of transmitters-
receivers are increased then the MIMO system needs more 
SNR to achieve a reliable BER. To improve the BER 
performance, equalizer has also been introduced with the 
MIMO system. In Fig.3 shows the BER performance of ZF, 
MMSE and ML equalizer for 16 16×  combination. In this 
figure, the BER under 10-3 is achieved for ZF, MMSE and ML 

equalizer in 19dB, 16dB and 13dB respectively which are 
much better performance than as shown in Fig.2. If the 
numbers of transmitters-receivers combinations are increased 
very largely then the BER performance will approximately 
same for ZF and MMSE based system. In contrast, for large 
numbers of transmitters-receivers the BER of ML based system 
will be low but the system complexity will much increase with 
respect to the numbers of transmitters-receivers. For 
considering low complexity with capability to handle a large 
numbers of transceivers, we consider the ZF equalizer in our 
proposed spatial multiplexing system. 

IV. CONCLUSION 
In this paper, we present a performance analysis of MIMO 

spatial multiplexing of image sensor based VLC system. In the 
receiver, the imaging plane i.e., image sensor is considered 
with lens same as the camera setup. Here, spatial multiplexing 

                                                                                                   573



of MIMO operation is deployed for improving the system 
capacity. In contrast, the probability of BER increases with 
respect to the increasing numbers of transceivers due to the 
mutual coupling between close adjacent channels. To mitigate 
this effect and recognize the multiple data streams separately 
and more accurately with less complexity, ZF equalizer has 
been introduced in the MIMO spatial multiplexing operation. 
Thus, MIMO operation with spatial multiplexing has enhanced 
the performance and in future image sensor based MIMO 
operation will contribute in the multiple access technology of 
VLC system. 
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Abstract—Channel Estimation process is an important technical 
issue for Multiple Input Multiple Output (MIMO)-Orthogonal 
Frequency Domain Multiplexing (OFDM) wireless 
communication systems. Adaptive Channel Estimation (ACE) is 
a widely used estimation technique for MIMO-OFDM systems. 
Different types of channel estimator like least mean square 
(LMS), normalized least square (NLMS) are applied to ACE. 
LMS algorithm has low complexity but it suffers from high 
minimum mean square error (MMSE) performance. Normalized 
least mean square algorithm (NLMS) provides low MMSE 
performance with poor convergence rate. In this paper, an 
improved sign data normalized least mean square (SDNLMS) 
channel estimation technique is proposed which improves the 
convergence rate and computational complexity of NLMS 
algorithm, while maintaining low MMSE performance for 
channel estimation (CE). Simulation results show that SDNLMS 
CE method provides faster convergence rate with low MMSE 
and computational complexity, which is clearly better than 
NLMS and LMS method in a MIMO-OFDM system. Therefore 
SDNLMS CE method can be highly compatible for ACE process. 

Keywords-MIMO , OFDM , LMS , NLMS, SDNLMS. 

I.  INTRODUCTION  
Use of multimedia services and different internet related 

services are gradually increasing nowadays. This makes people 
interested to high speed communication. It is difficult to design 
a transmission system having wide bandwidth and flexibility. 
To achieve greater bandwidth and channel capacity in wireless 
communication system different types of method has been 
proposed recent years [1]. The multiple-input multiple-output 
(MIMO) combined with orthogonal frequency division 
multiplexing (OFDM), is one of the effective and popular 
communication scheme that ensure large system capacity 
without extra power or bandwidth consumption for which is 
necessary for  high speed wireless communication systems [2].  

IN MIMO-OFDM system multiple input multiple output 
antenna structure facilitates increase channel capacity and 
reliability, meanwhile orthogonal frequency division 
multiplexing ensures efficient high speed data transmission and 
compatibility to frequency selective channels. Hence, the 
integration of these two technologies has the potential to meet 
the requirements of the next-generation wireless services such 
as wireless local area networks (WLANs), worldwide 
interoperability for microwave access (WiMAX), wireless 
fidelity (WiFi), cognitive radio, and 3rd generation partnership 
project (3GPP) long term evolution (LTE) and other ever 

growing demands of future communication systems [3]. In 
MIMO-OFDM system inter-carrier interference (ICI) and inter-
symbol interference (ISI) introduced in the received signal. 
Channel estimation techniques can flexibly detect the signals in 
both cases. Therefore channel estimation is an important issue 
in MIMO-OFDM systems. The channel can be estimated by 
basically two ways. One is called pilot tone based or 
supervised channel estimation, which can be estimated by 
using the training sequence from transmitted signal to estimate 
the channel. Other is blind channel estimation (BCE), where 
approaches can be taken into consideration in order to avoid 
the payload of using training sequences. Here pilot or tones 
knowledge of channel and noise statistics are not necessary, 
only knowledge of received signal is required, which updates 
channel parameters. [4]. BCE has its advantage of no overhead 
cost, but it also needs a long data records and complex 
algorithm [5]. In the pilot based estimation, training symbols 
in a block are used. This can compromise the performance of 
systems, but because of simplicity, it is appreciated to use the 
training symbols in the first part of each   OFDM block [6]. In 
digital communication system, adaptive channel estimation 
process can be done by periodically transmitting a training 
sequence which is known to the receiver. It is now a widely 
used estimation scheme for channel estimation.   

Different types channel estimation techniques have been 
proposed for MIMO-OFDM systems [7-13]. Pilot-based 
channel estimation schemes have been proposed in [14-15]. 
But these schemes suffer from high computational complexity, 
memory requirements and prior knowledge of the second order 
statistics of channel. Reference [16] describes Adaptive 
channel singular value decomposition estimation for MIMO-
OFDM system. Despite these estimations, there are many 
adaptive filter algorithms that are widely used for channel 
estimation. But they suffer from different problems. They 
either have a low computational complexity with high mean-
square error (such as LMS and SLMS algorithms) or low 
mean-square error with a high computation complexity and 
slow convergence rate and (such as NLMS algorithm). This 
implicates that minimum mean-square error (MMSE), 
convergence rate and computational complexity are three 
important points that should be considered in selecting of the 
adaptive algorithms for channel estimation [3], [17]. 

In this paper sign data normalized least mean square 
(SDNLMS) channel estimation technique has been proposed. 
The MMSE of the SDNLMS algorithm is slightly higher than 
the NLMS algorithm but the convergence speed and 
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computational complexity significantly outperform the NLMS 
algorithm. SDNLMS method is compared with some offspring 
algorithms like leaky least mean square (LELMS), sign error 
least mean square (SLMS), and basic LMS, NLMS CE 
algorithm for MIMO-OFDM systems. 

In this paper some notations are used. Subscripts are used as 
time indices for vectors, e.g iu , and parenthesis as time indices 
for scalars, e.g., )(iu  the boldface letter d refer to the random 
variable, and the normal letter d refer to observations (or 
realizations) of it. Superscript *x denotes the Hermitian 

transpose of the matrices, and
2x is the squired Euclidean 

norm of x . 

     The paper is organized as follows. Adaptive channel 
estimation scheme LMS, LELMS, SLMS and NLMS are 
presented in section II, and SDNLMS CE algorithm is 
described in section III, simulation results are shown in section 
IV, performance of SDNLMS method is analyzed in section V. 
Finally, some remarks are given in section VI. 

II. ADAPTIVE ALGORITHMS 
     Adaptive filter is used, to estimate MIMO-OFDM channel. 
Fig. 1 shows general adaptive channel estimate procedure. 
 

                    v(i)                                    d(i) 

             
    u(i)   

    
                 )(ˆ id            

                                                                                     e(i)         

                   
Figure 1.  Scheme for adaptive CE [18] 

 
If a zero-mean random sequence signal {u(i)}  is transmitted 
via a time-varying channel and received signal is another zero-
mean random sequence {d(i)} at any time instant i, the state of 
the channel is captured by the regressor 
 
ui= [  u(i)  u(i  -  1)  ...  u(i  - M  +  1)]                                   (1) 
 
And output in the receiver can be described by 
 
d(i)  =  ui c + v(i)                                                                    (2) 
 

where the column vector c denotes the channel impulse 
response sequence, and v(i) is the additive white Gaussian 
noise (AWGN) with zero-mean and variance σ2, that is 
uncorrelated with ui. Now consider an FIR filter with 
adjustable weights in receiver side which is excited by same 
training sequence. Where FIR filter output can be described by 
 

1)(ˆ
−= ii wuid                                                                        (3) 

 
Where 1−iw  is the filter weight vector at (i-1) time instance. 
 
So the error is 1)()( −−= ii wuidie                                     (4) 
 
The error is then used to adjust the filter coefficients from 1−iw

to iw . The output of the adaptive filter )(ˆ id will assume 

values close to )(id . Consequently, from an input/output 

perspective, the (adaptive filter) mapping from )(iu to )(ˆ id  
will behave similarly to the channel, which maps )(iu to )(id  
Therefore, if we can determine optimum value of w  then we 
recover c.  
 
In LMS algorithm weight is estimated by [18-19] 
 

)]1()([*
1 −−+= − iwuiduww iiii μ                                (5)                

 
μ is the step size. 
 
     In NLMS, LELMS, SLMS method they have different 
calculation for updating tap weights [19]. Other procedures are 
same as LMS filter. 
 
     NLMS is likely LMS method; except that now update is 
derived from regularized Newton's recursion method.  
Here the update eqn  is 

)]1()([*
21 −−

+
+= − iwuidu

u
ww ii

i
ii

ε
μ

                 (6)              

Where ε  is a small positive constant to avoid division by 
zero. Selection of step size in the NLMS is comparatively 
easier than that of LMS algorithm.   

     Leaky LMS update is described as 

)]1()([)1( *
1 −−+−= − iwuiduww iiii μα                   (7) 

 
If α  = 0, the leaky LMS algorithm becomes the same as the 
standard LMS algorithm. A large leaky factor creates a 
large steady state error. Normallyα  is in the range of [0, 0.1].   

Unknown 
time variant 

system c 

FIR filter 
model w(i-1) 

Adaptive 
algorithm  
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     In SLMS the weight update is determined by 
 

)]1()(csgn[ *
1 −−+= − iwuiduww iiii                        (8) 

SLMS method has comparatively low computational 
complexity. But due to high MMSE it is difficult to analyze.  

III. SDNLMS ADAPTIVE ALGORITHM 
     Sign data LMS has undesirable MMSE and high 
convergence performance. NLMS can improve MMSE 
performance but convergence rate is considerably slow. A 
unique method is proposed which can improve convergence 
keeping the MMSE performance. This paper combines two 
algorithms. Here NLMS, derived from newton recursion from 
(6) we know the approximation for estimation is, 
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ww ii

i
ii

ε
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               (11) 

         
Here μ is the step size, and ε  is the regularization factor.  
From Sign data algorithm, the weight vector can be 
approximated iteratively via the recursion: 
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The resultant combine algorithm provides high convergence 
and low MMSE. The update estimation for optimum 
performance is   
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  (14)                                                

 
As it is known, Sign LMS can be found in different types. 
Sign data, Sign error, Sign Sign LMS. Here, SDNLMS 
algorithm deals with Sign data algorithm where only input 
signals are performed through sign operation.   

IV. EXPERIMENTAL RESULTS 
     This section compares MSE Vs. iteration and computational 
cost for LMS, NLMS, LELMS, SLMS, and SDNLMS 
algorithms for MIMO systems. In these simulations, 4 by 4, 6 
by 6 and 8 by 8 antenna combinations are considered for 
MIMO OFDM systems. 4 by 8, 8 by 4 antenna combinations 
(number of transmitting and receiving antenna are not equal) 
are also considered. In this simulation figures are the simulated 

output for signal to noise ratio (SNR) 15 dB. Modulation 
system used in simulation is QPSK. AWGN noise is 
considered in the simulation. Simulation is done in MATLAB. 

A. MSE performance observation:  
MMSE performance for described methods is shown in Fig. 

2 to Fig. 6. SLMS provides very high MMSE performance. 
SDNLMS provides almost same MMSE performance as 
NLMS. In addition, the utilizing of more multiple antennas at 
the transmitter and/or receiver in the system SDNLMS, NLMS 
both provides a much higher and steady state MSE 
performance than other adaptive estimator compared with 
fewer antennas. Here Fig.2 provides lowest MMSE and Fig.6 
provides highest MMSE for a particular method. 

 

 

 
             Figure  2.   4 by 4 MIMO-OFDM system 

 

 

 

 
                      Figure 3.  6 by 6 MIMO-OFDM system  
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                          Figure 4.  4 by 8 MIMO-OFDM system 

 

 
                        Figure 5.  8 by 4 MIMO-OFDM system 

 

 
                        Figure 6.  8 by 8 MIMO-OFDM system 

B. Convergence: 
Simulation results show that SLMS CE has faster 

convergence than other CE. LELMS CE also provides faster 
convergence. LMS CE is slower than SLMS CE. And NLMS 
CE is the slowest among them. SDNLMS provides better 
convergence than NLMS CE method. Using more multiple 
antennas, SDNLMS provides much better convergence than 
NLMS method with a constant MMSE difference. 

C. Computational complexity: 
Computational complexity of LMS, NLMS LELMS, 

SLMS, SDNLMS algorithms has been shown in this section. 
Table I shows the computational complexity of L length 
complex-valued data in terms of the number of complex 
multiplications, complex additions, complex divisions, and 
comparisons with zero (or sign evaluations), in each iteration 
[17], [19]. 

Method Addition Multiplication Division Sign 
LMS 2L 2L+1     -    - 
SLMS 2L 2L     -   1 
NLMS 3L 3L+1     1    - 
LELMS 2L+1 3L+2     -    - 
SDNLMS 3L 2L+1     1    1 

TABLE I: Computational complexity in each iteration for    
different ACE method. 

Calculation shows that LMS algorithm has less computational 
complexity. LELMS, SLMS algorithm complexities are also 
low. NLMS algorithm also has a low addition and 
multiplication complexity but it requires another division. 
SDNLMS requires less number of complex multiplication 
operations than NLMS algorithm.  

V. ANALYSIS  
MMSE performance, convergence and computational 

complexity are the key factor for adaptive estimation process. 
This observation shows that SLMS channel estimation 
provides faster convergence with a high MMSE, which is 
difficult to analyze. LMS and LELMS channel estimation also 
have poor MMSE performance, which is also undesirable. 
NLMS method provides high MMSE performance with a very 
slow convergence rate and higher computational complexity. 
SDNLMS provides significantly high convergence than 
NLMS. MMSE performance of SDNLMS is slightly less than 
NLMS, which is considerable and does not vary with number 
of antenna in the MIMO-OFDM systems. But convergence of 
SDNLMS gradually improves than other channel estimation 
methods, when more antennas are used in the system. 
Therefore, considering all key factors (accuracy, convergence 
and complexity) SDNLMS CE is a suitable ACE process for 
MIMO-OFDM systems. 

VI. CONCLUSION  
At recent, MIMO-OFDM transmission has become 

popular, as it offers significant increases in data throughput and 
link range without additional bandwidth or increased transmit 
power. It also provides improved reliability and performance 
for both third and fourth generation wireless network. In this 
paper, LMS, LELMS, SLMS, NLMS and SDNLMS adaptive 
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channel estimator are described for MIMO OFDM systems. 
Experimental result and analysis above state that the proposed 
SDNLMS CE provides smooth performance than other CEs. 
So, it can be concluded that SDNLMS channel estimation 
technique is an efficient scheme MIMO-OFDM systems. 
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Abstract—A power allocation grouping scheme for orthogonal 

frequency division multiplexing (OFDM)-based Cognitive Radio 

systems is proposed that can improve capacity while the 

interference power for primary user receivers stays at constant 

level. In this scheme, all idle subcarriers are divided into four 

groups based on the inserted interference power level into the 

primary user frequency band. Then, the power is allocated to 

subcarriers in two stages. At the first stage, considering 

interference constraint, the power is assigned to subcarriers into 

groups 1, 2 and 3. At the second stage, the remaining power is 

allocated to other idle subcarriers with water filling algorithm. 

The numerical results show that the capacity is improved by 20 

bps up to 45 bps with the increase in maximum power budget 

over cognitive radio system. Indeed, the interference power level 

is unchanged with increasing the transmit power for proposed 

cognitive radio system. 

 

Keywords—Cognitive Radio, Power Allocation Algorithm, 

OFDM, Water Filling Algorithm. 

I.  INTRODUCTION 

Since demands for new services and expansion of existing 
services are increased dramatically, spectrum scarcity is a most 
challenge in wireless communication in recent years. 
According to measurements of ITU, frequency spectrum is 
underutilized with fixed resource allocation policy. So, 
cognitive radio (CR) scenario was introduced by Mitola to 
share licensed frequency spectrum opportunistically with 
primary user (PU). Since CR system implement dynamic 
resource allocation with coexisting primary and secondary user 
(SU), utilization of the limited spectral resource is enhanced. 
Licensed spectrum is shared between PUs and SUs in three 
schemes named interweaved, underlay and overlay. In first 
scheme, SUs continuously sense license spectrum to find 
spectrum holes which is permissible to transmit their data. 
However, this scheme has high sensitivity to sensing error. 
Underlay scheme is developed to transmit simultaneously SUs 
and PUs in the same frequency so that interference power into 
primary user which results of secondary transmission is not 
higher than threshold. The overlay scheme is similar 
interweave with this difference that SUs cooperate PUs as relay 
when they is not allowable to transmit their data [1-4]. 

In order to develop CR network, OFDM platform is a best 
candidate for this network whose physical layer has to be 
highly agile to able adapt with radio environment variation fast. 

Power allocation algorithm in wireless communication is 
applied to control interference and maximize capacity. Power 
allocation problem in cognitive networks is a major issue since 
the SUs is used PUs spectrum under different scenario. This 
challenge is more significant in CR system because SUs do not 
have to be adverse effect on PU’ signal. The interference 
power of PU depends on the SU’s transmission power, the 
interference channel gain and sharing scheme. Hence, power 
allocation in SU network should been performed using CSI of 
both the main channel and the interference channel. Therefore, 
radio resource allocation in cognitive radio network is more 
complex than primary network because of considering 
additional interference constraint. However, conventional 
power allocation algorithm should been modified to apply in 
cognitive radio system. Interference power level is a major 
limiting factor for communication performance in many 
wireless networks. This factor has significant effect in resource 
allocation of cognitive radio system in two point views. The 
first perspective is interference from PU into SU which 
degrade performance of SU gained jamming SU signal. It is 
assumed that this interference is insignificant and is modeled 
additive Gaussian noise. The latter is interference from SU into 
PU which map to second power constraint and is our focus. 
Iteratively, interference can be categorized in two groups 
named in-band and out-of-band interference. In-band 
interference is considered underlay sharing that primary and 
secondary users are used the same frequency spectrum 
simultaneously. Out-of-band interference is significant when 
the PU physical layer is not OFDM and primary and secondary 
user exist in adjacent channel named overlay/interweave 
sharing [5]. Our focus in this paper is over out-of-band 
interference. 

In [6], joint power and subcarrier allocation is considered to 
satisfy individual user quality of service (QoS) requirement for 
MU-OFDM, in addition to interference constraints. In this 
reference, the adaptive rate problem is formulated as an integer 
linear programming problem that is solved by numerical 
method named branch and bound. 

In [7], a linear water-filling power allocation algorithm is 
proposed to determine rapidly appropriate subcarriers in 
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OFDM system. The throughput for this algorithm is close to 
iterative water-filling power allocation algorithm. In [9], the 
CR system resource allocation problem is solved by Linear 
Water-Filling (LWF) scheme considering transmit power and 
interference constraints. 

Some researchers [8] have studied the power allocation 
problem in multiuser case for the downlink OFDM-based CR 
system, and multilevel water-filling algorithm has proposed 
according to user weight factor.  

In [5], the interference from PU to SU and the interference 
from SU to PU are considered in the proposed scheme as the 
transmission power constraint in each subcarrier for the SU 
under jointly overlay and underlay sharing. The space distance 
between PU and SU transceivers as well as the frequency 
distance between PU band and subcarriers are the actual 
effective parameters in this power allocation scheme.  

In all mentioned works, interference constraint is 
considered as upper boundary which is applied after analytical 
solution. However, power efficiency and SU’s capacity are 
decreased. In order to improve this scheme, the interference 
channel coefficients are contributed in modified Water-Filling 
(WF) algorithm. 

The power allocation for single SU is performed in view of 
interference channel gain and frequency distance between PU’s 
band and the idle subcarriers [9]. So, more power is loaded into 
a subcarrier that is far away from PU’s band and has the lower 
interference channel gain. 

In [10], statistical properties of injected interference power 
to PU channel are used to determine the container bottom for 
each subcarrier in WF algorithm. In other words, the container 
bottom level of each subcarrier depends on injected 
interference to PU Simulation Results show that the PU 
injected interference is decreased while the SU capacity does 
not change significantly. 

In [11], the optimization problem is introduced to maximize 
the received information bit considering PU's traffic model and 
CSI as well as PU injected interference. The proposed MLWF 
algorithm raises the power efficiency and reduces the 
interference power by using radio environment information 
well. In the proposed algorithm, the best groups of idle 
subcarriers in proportion to PU activities are selected. Thus, the 
probability that PUs, by the proposed algorithm, reclaims a 
channel is lower than previous algorithms. 

In previous works, the power is assigned to all subcarriers 
in one stage simultaneously. Since it is typically very hard to 
solve the resource allocation with power and interference 
constraint jointly, these two constraints are carried out 
separately to lower the complexity in the proposed scheme. In 
this scheme, primarily subcarriers are divided to four groups. 
The new metric that depends on the interference channel gain 
in addition to the frequency distance between PU band and the 
idle subcarriers, is introduced for subcarriers grouping. Then, 
the power that is assigned to any subcarrier is proportionate to 
its group and the main channel gain. So, power efficiency is 
increased while complexity is lower than other algorithm. Our 
contribution includes: 

Out-of-band interference constraint in interweave sharing is 
simplified based on frequency distance and the interference 
channel coefficients. 

Power is separately allocated to adjacent subcarriers of 
PU’s spectrum and then the residual power is assigned to other 
subcarriers by solving Lagrangian method considering only 
total power constraint. 

This paper is organized as follows. In section 2, the power 
allocation optimization problem is defined considering 
interference and maximum power constraints usually present in 
a CR system model. Within section 3, in order to decrease 
complexity algorithm, power is assigned to subcarriers in two 
stages. In the first stage, subcarriers are grouped based on 
frequency distance from PU’s frequency band. Then, power 
allocation is applied to neighboring subcarriers considering 
interference coefficient. In the second stage, the remaining 
power is assigned to no interfering subcarriers. Section 4 
presents the simulation result. Finally, section 5 concludes the 
paper.  

II. SYSTEM MODEL  

In this paper, a spectrum sharing network with four PUs 
and one SU is modeled. The system model considers the 
resource allocation with an OFDM-based CR system. It is also 
assumed that the SU is allowed to access the spectrum in the 
frequency band with no PU. This spectrum sharing is an 
interweave approach. The total frequency band is divided into 
N subcarriers. The main channel refers to the channel between 
SU transmitter (SU-Tx) and SU receiver (SU-Rx). And, the 
channel between SU-Tx and PU-Rx is known as interference 
channel. The main and interference channels are assumed to be 
a point-to-point flat Raleigh fading channels that the main 
channel gain and the interference channel gain as well as 

variance of AWGN are ,sp ss

i ig g ,
0

2

n  respectively. 

The channel gain is related to the squared coefficient (
2

i ig h ). Hence, distribution function for channel gain is 

exponential with mean value of unity. CR channel is assumed 
as an interference channel that its model is shown in Fig. 1. 

 

 

 

 

Figure 1.  The CR channel model  

The optimization variable is secondary transmitter power 

vector in each subcarrier (  1p , , , ,k Np p p     ). The optimization 

problem objective is to maximize the secondary capacity while 
keeping the instantaneous interference injected to the PUs 
frequency band below a certain threshold, expressed 
mathematically as, 
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where C, 0n , ( ) ( ),l l

i thI I and ild  are secondary capacity, 

AWGN coefficient, the interference power that is inserted into 
l
th

 PU by the i
th
 subcarrier, interference threshold in PU 

receiver and frequency distance between l
th

 PU frequency band 
and the i

th
 subcarrier respectively. 

III. THE PROPOSED POWER ALLOCATION GROUPING 

SCHEME 

Since it is typically very hard to solve jointly the power 
allocation subject to power and interference constraints, these 
two constraints are considered separately to reduce the 
complexity presented here as a second scheme. This second 
proposed scheme is based on an idle subcarriers grouping 
approach similar to ladder profile in [9] with a difference that 
in our proposed scheme the step size is variable and depends 
on the interference channel gain, pulse shape and frequency 
distance. So, power efficiency is increased while complexity is 
decreased in comparison with the existing algorithms. 

In the proposed power allocation grouping scheme, all idle 
subcarriers are divided into four groups based on the inserted 
interference power level through the PU frequency band. The 
inserted interference to PU receiver by SU signal depends on 
SU pulse type, distance frequency, subcarrier power and the 
interference channel gain. The ith subcarrier power density 
spectrum assuming an idle Nyquist pulse can be formulated as 
follows [12]: 


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where ip  and sT  are the ith subcarrier power and the 

symbol duration respectively. However, the interference power 
in PU receiver can be written as [9]: 


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In order to decrease the algorithm complexity, it is 
proposed that the interference component in relation (3) is 

replaced by interference coefficient ( i ). This is assigned to 

each subcarriers based on the interference channel gain and 
their group index. 



1
i sp

i ig c
 

 

where ic  and sp

ig  are the group index and the interference 

channel gains of the i
th

 subcarrier respectively. ic  is 

determined relative to the value of id  as: 

 


( 1)

2 , 1,2,3id

i ic d


 
 

where ic  and sp

ig  are the group index and the interference 

channel gains of the i
th

 subcarrier respectively. ic  is 

determined relative to the value of id  as: 


( 1)

2 , 1,2,3id

i ic d


   

id is minimum frequency distance between PU’s frequency 

band and subcarriers where: 

 min , 1,...,i il
l

d d l L   

The ith subcarrier power density spectrum is not significant 
after the fourth zero. However, three neighboring subcarriers 
are considered as interfering ones. The ith idle subcarrier 
power density spectrum is not significant after the fourth zero. 
However, three neighbouring subcarriers are considered as 
interfering ones. The ladder profile of idle subcarriers based on 
the effect of interference for the system model in section II is 
shown in Fig. 2. In order to reduce the algorithm complexity, 
the subcarrier power is allocated in two stages. In the first 
stage, the subcarriers are grouped by the frequency distance 
from PU. Then, the power allocation to PU neighboring 
subcarriers is performed with subcarriers interference 
coefficient. This subcarriers interference coefficient is 
increased by nearing PU frequency band and raising 
interference channel gain. Finally, the remaining power is 
allocated to fourth group subcarriers without interference to 
achieve maximum capacity. 

As mentioned previously, power is assigned to group 1 to 3 
considering the present interference constraint. This is 
performed without attention to power constraint and cost 
function, power is allocated by solving (8) below, 

 1 1

N L
l

i th th th

i l
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 1

th

N

i

i

I
p







 

In the second stage, water-filling algorithm is deployed to 
allocate the remaining power to the fourth group subcarriers to 
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maximize secondary capacity without increasing interference 
power for PUs.  
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Hence, in general, the power in the ith subcarrier can be 
written as: 


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All the proposed algorithm stages are summarized in Table I. 

TABLE I.  THE PROPOSED POWER ALLOCATION ALGORITHM STAGES  

step Process 

1. Define: 0, , , , , ,sp ss

i i th mg g n I L N p . 

2. Calculate min , 1,...,i il
l

d d l L  . 

3. 
All idle subcarriers is grouped based on 

id  in 4 groups and 

assign ic  to each subcarriers of groups 1,2 and 3. 

4. Calculate
1

i sp

i ig c
  . 

5. Allocate power to group 1,2,3 based on 
thI  constraint and 

i . 

6. Allocate power to group 0 based on water filling algorithm. 

 

The proposed algorithm performance is evaluated with 
Conventional Water-Filling (CWF) algorithm as well as 
uniform distribution. In CR scenario, a power allocation 
scheme should satisfy interference and maximum power 
constraints. However, the power allocated to idle subcarriers 
with uniform distribution can be expressed as [7]: 

 1 1

min( , )thm

uniform N L
l

i

i l

Ip
p

N
K

 




 

where l

iK is determined by: 


l l

i i iI p K 
 

CWF algorithm is performed based on the total power used 
by the power uniform distribution. 

IV. THE PROPOSED GROUPING SCHEME SIMULATION 

RESULTS 

An OFDM-based CR system with N=128 subcarriers with 
4 PUs and single SU is assumed for simulation purposes. Every 
PU occupies sixteen subcarriers that are distributed between 
128 subcarriers. Both main and interference channels are 
assumed a Rayleigh flat fading model. AWGN variance of the 

main channel (
0

2

n ) is assumed to be 10
−8

W and the average 

channel power gains for ,sp ss

i ig g  are assumed to be 1. The 

value of thI  is 1×10
−5

W. Average transmitted data rates for 

different algorithms under investigation are obtained by 10,000 
independent simulation runs. The proposed algorithm is 
compared with CWF algorithm and power uniform 
distribution. The simulation parameters are summarized in 
Table II.  

In Fig. 3a, the achievable transmission data rate for the CR 
user versus the total power budget for three mentioned 
algorithms is plotted. By this figure, it is distinguished that the 
proposed algorithm can achieve transmission rate higher than 
CWF and uniform distribution algorithms for a given power 
budget, while injected interference power is unchanged as 
observed in Fig. 3b. As shown in Fig. 3b, the interference is not 
increased versus the rising power budget. The reason is that, 
excess power is assigned to non-interference subcarriers. 

Fig. 4 shows power distribution for the proposed algorithm 
as well as CWF algorithm. This figure also shows that 
interference is injected into PUs in 33rd and 97th subcarriers 
by CWF algorithm while the proposed power allocation does 
not interfere with PUs. Total transmit power in WF algorithm 
and uniform distribution is limited because of interference 
constraint since the proposed algorithm operates at maximum 
power. 

Simulation result proves that the proposed algorithm taking 
into account frequency distance and interference channel gain, 
is more efficient than conventional water filling or uniform 
distribution in CR scenarios.  

The optimal values of Lagrangian variable are calculated 
by an iterative search algorithm associated with constraints 
given in (1). Thus, to solve conventional water-filling, a long 
processing time is needed. So, the subcarriers grouping 
approach with two separate stages that can well decrease 
complexity with grouping subcarriers based on interference 
power into PU is proposed in this manuscript without iterative 
algorithm.  

TABLE II.  SIMULATION PARAMETERS  

Simulation Parameter value 

Channel type Rayleigh flat fading 

,sp ssg g  
1 

0

2
n

  
10-8 watt 

Number of subcarriers (N) 128 

pm 10-3  to 10-2 [in Watt] 

No. SU and PU 1,4 

PU frequency bandwidth 16 subcarriers 

Ith of PU receivers 10-5 [in mWatt] 
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V. CONCLUSIONS 

In this paper, the effects of frequency distance and 
interference channel gain are simultaneously considered for 
power allocation problem over CR system. In the proposed 
algorithm, subcarrier power allocation is deployed in two 
stages that, primarily power allocation is applied with 
interference constraints. Then, the remaining power is assigned 
to non-interfering subcarriers. However, with rising transmit 
power budget, CR’s capacity is increased. 

Thus, the proposed algorithm increases power efficiency 
without increasing the injected interference power for PU 
receivers. Simulation results prove this claim.  
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Figure 2.  Ladder profile with variable step size for overlay subcarriers 

0 20 40 60 80 100 120 140
0

1

2

3

4

5

6

7

8

9

Subcarrier

A
m

p
li
tu

d
e

Ladder Profile with Ideal Nyquist Pulse

 

 

PUs Frequency Band

The Interference Channel Gain

Ladder Profile with Variable Step

                                                                                                   584



 

                                                    (a)                                                                                                                    (b) 

Figure 3.  (a) The comparison of the transmission data rate vs. maximum power for CR with the conventional WF, Uniform and the proposed algorithm (b) The 

comparison of injected interference in PU vs. maximum power in CR with the conventional WF, Uniform and the proposed algorithm  

 

Figure 4.  Power allocation scheme for CWF algorithm and the proposed algorithm under investigation 
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Abstract—A dispersion compensating square-lattice photonic 
crystal fiber (PCF) for broadband compensation which covers 
the S, C and L- communication bands i.e. wavelength ranging 
from 1460 to 1625 nm is proposed in this paper. Theoretically it 
is shown negative dispersion coefficient of about -595 to -1288 
ps/(nm.km) over S to L bands and -975 ps/(nm.km) at the 
operating wavelength 1550 nm. The relative dispersion slope 
(RDS)   is perfectly matched to that of conventional single mode 
fiber (SMF) of about 0.0036nm-1. Besides the proposed 
microstructure optical fiber (MOF) shows large non-linear 
coefficient of  61.88 W-1km-1 at the operating wavelength 1550 
nm. Moreover variation of structural parameters is also studied 
and discussed here. 

Keywords—Microstructure optical fiber, dispersion 
compensating  fiber, square-lattice PCF. 

I. INTRODUCTION  
Photonic crystal fiber (PCF) is made of pure silica optical 

fiber having small air holes arranged in the host silica matrix 
and goes along the propagation axis. PCFs have gain 
remarkable attention from the optical scientific society [1]. The 
most appealing characteristics of PCFs is they can possess 
dispersion properties which are very different from those of the 
conventional optical fibers. A good property of PCF is that, the 
additional design parameters of air hole diameter and hole pitch 
which gives greater flexibility and independence in the design 
of dispersion to get the required application for various optical 
sectors [2]. The chromatic dispersion because of pulse 
spreading should be compensated in the long distance optical 
data communication system to minimize the spreading of pulse 
and this can be compensated by using the dispersion 
compensating fiber (DCF) having large negative dispersion 
coefficient [3]. The DCF should be kept as short as possible in 
length to reduce the insertion loss and the cost. Again the value   
of negative dispersion coefficient should be as large as 
possible. The negative dispersion coefficient of DCF should 
cover a wideband spectrum to successfully and efficiently 
compensate the dispersion at all the frequencies of dense 
wavelength division multiplexing (DWDM). Moreover with 
the dispersion the relative dispersion slope (RDS) should be 
matched with conventional single mode fiber at the same time 
[4]. Therefore, it is important to keep special attention on 
dispersion, dispersion slope, RDS, bandwidth and mode 
property when designing DCF [5]. Generally the tiny air holes 
are embedded on the vertex of an equilateral triangle with six 
air holes in the first ring surrounding the core, this type of PCF 

is called the hexagonal-lattice PCF (H-PCF) or conventional 
PCF. Besides the hexagonal structures, other design structures 
such as square-lattice, octagonal-lattice, decagonal-lattice have 
been proposed for the MOF. But the demand for a simple 
dispersion compensating PCF structure still exists in for 
realizing large negative dispersion coefficient and moderate 
confinement loss. Previous designs which are proposed all they 
are based on triangular PCF but proposal for square-lattice PCF 
with large negative dispersion coefficient over S to L 
wavelength bands is very few [6].The square-lattice PCF 
proposed by Nejad et al. [7] has very low negative dispersion 
coefficient of about -130 to -138 ps/(nm.km) over S to L bands  
with no RDS match and  nonlinearity issues are considered 
here. 

In this paper, we show a square-lattice PCF with six rings 
of air holes for dispersion compensation over S to L 
wavelength bands. The attractive property of our proposed PCF 
is the design simplicity with high negative dispersion 
coefficient and large nonlinearity which is needed in high-bit-
rate transmission and non-linear optics applications. According 
to simulation work it is shown that, the designed MOF shows 
high negative dispersion of -975 ps/(nm.km) and high 
nonlinearity of 61.88 W-1km-1 at the operating wavelength of 
1550 nm.  

II. DESIGN METHODOLOGY 
The proposed PCF is made of fused silica and has a square 

array of air holes running along its length. This is an index  

 

 

 

 

 

 

 

 

 

Figure 1.  Transverse cross-section of the squre-lattice  PCF. 
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guiding MOF. The transverse cross-section of the PCF is 
shown in Fig. 1, where Λ is the pitch of the lattice, d1 is the air 
hole diameter of first ring, d2 is the air hole diameter of second 
ring, d3 is the air hole diameter of third ring and d4 is the air 
hole diameter of other rings. The air hole diameter of the first 
ring is relatively large, because it is known that an increase in 
the air hole diameter of the first ring results in the dispersion 
coefficient to decrease. The air hole diameters of the second 
and the third ring are relatively smaller, because a ring of 
reduced diameter provides a change in the slope of the 
evolution of the effective refractive index versus wavelength 
[8]. The total number of air hole rings is chosen to be six in 
order to simplify as much as possible the structural 
combination of the PCF. 

III. NUMERICAL METHOD AND EQUATION 
The PCF is simulated by finite element method (FEM) with 

perfectly matched layer (PML). The FEM directly solves the 
Maxwell equations to best approximate the value of the 
effective refractive index. If the modal effective refractive 
index, neff is obtained by solving an eigen value problem came 
from Maxwell equations using the COMSOL 
MULTIPHYSICS 4.2, chromatic dispersion and effective area 
of  PCF can be easily calculated. 

Chromatic dispersion D can be obtained using the 
following relation [9] 

 

 

 

Where Re [neff] is the real part of effective refractive index 
neff , λ is the wavelength, c is the velocity of light in vacuum. 
The material dispersion given by Sellmeier formula is directly 
included in the calculation. Therefore, D in (1) corresponds to 
the chromatic dispersion of the PCF. 

The confinement loss Lc is obtained from the imaginary 
part of neff  as follows [9] 

 

 

      where Im[neff] is the imaginary part of the refractive index, 
k0 = 2π/λ  is the wave number in the free space. 

       The effective area Aeff is calculated as follows [10] 

 

 

 

        Where, E is the electric field derived from the Maxwell 
equations. 

      The nonlinear co-efficient γ is calculated as follows [10] 

 

 

 

       Where,   n2 in (4) is  the  nonlinear  index coefficient in the 
nonlinear part of the refractive index and Aeff  is the effective 
area. 

        The relative dispersion slope (RDS) is calculated as 
follows [11] 

 

 

 

Where,  SSMF(λ)  and  SDCF(λ)  are  the  dispersion  slope  of  
the  SMF  and  DCF  respectively. The RDS of SMF is  0.0036 
nm-1. 

IV. SIMULATION RESULTS AND DISCUSSION 
      The effective index curve for both x and y-polarized 
(optimum) modes of the PCF is shown in Fig. 2. 

The dispersion characteristics of the proposed PCF for its   
optimum value is shown in Fig. 3. According to simulation   
result, the proposed PCF shows negative dispersion  coefficient  
of about  -595 to  -1288 ps/(nm.km) over S and L-bands for y-
polarization. The dispersion value of the proposed  PCF  at  
1550  nm  is  about   -975 ps/(nm.km) which far  exceeds  the 
dispersion values of conventional dispersion compensating  
single mode fiber [12] [typically   -100 ps/(nm.km)] and [7]. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.  Effective refractive index curve of the PCF as a function of 
wavelength for  Λ=0.81µm, d1/Λ=0.91, d2/Λ=0.83, d3/Λ=0.75, d4/Λ=0.91. 

 

 

The dispersion characteristics of the proposed PCF for 
optimum parameters, variation of pitch, variation of first ring 
radius, variation of second ring radius and third ring radius are 
shown in Fig. 3, Fig. 4, Fig. 5, Fig. 6 and Fig. 7 respectively for 
y-polarization while remaining parameters are kept constant. 

 

 

Lc = 8.686 × k0 × (Im[neff])                                           (2) 

γ = (2π/λ) (n2/Aeff) × 103                                                (4)      
 

     RDS= SSMF(λ)/DSMF(λ) = SDCF(λ)/DDCF(λ)                  (5) 
 

     D(λ) = -(λ/c) ×  (d2Re[neff]/dλ2)                                    (1) 
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Figure 3.  Chromatic dispersion curve of the PCF as a function of wavelength 
for y-polarization and optimum condition Λ=0.81µm, d1/Λ=0.91, d2/Λ=0.83, 

d3/Λ=0.75, d4/Λ=0.91. 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.  Chromatic dispersion curve of the PCF as a function of wavelength 
for pitch variation. 

 

       

 

 

 

 

 

 

 

 

Figure 5.  Chromatic dispersion curve of the PCF as a function of wavelength 
for   first ring variation. 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.  Chromatic dispersion curve of the PCF as a function of wavelength 
for second ring variation. 

 

 

 

 

 

 

 

 

 

 

 

Figure 7.  Chromatic dispersion curve of the PCF as a function of wavelength 
for third ring variation. 

 

The dispersion slope, RDS, residual dispersion of the PCF          
for optimum condition is shown in Fig. 8, Fig. 9 and  Fig. 10 
respectively. From Fig. 8 it is shown that the proposed PCF has 
better dispersion slope of -2.55 to -3.26 for S to L wavelength 
bands. From Fig.9 it is shown that perfectly matched RDS of  
0.003599 nm-1 of conventional SMF at the operating 
wavelength of 1550 nm. Fig. 10 shows the calculated residual 
dispersion obtained after the dispersion compensation by a 0.71 
km long optimized MOF for the dispersion considered in one 
span (40 km long) of the  transmission  SMF  fiber.  It  can  be  
showed  that  the  residual  dispersion value which   ranges  
from   -39.42  to  -26.78  ps/nm in the wavelength range of 
1430 to 1640 nm enables the proposed PCF  to be a better 
candidate for high-bit-rate transmission systems of S, C and L 
band. 
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Figure 8.  Dipersion slope curve as a function of wavelength for y-
polarization and optimum condition Λ=0.81µm, d1/Λ=0.91, d2/Λ=0.83, 

d3/Λ=0.75, d4/Λ=0.91. 

 

 

 

 

 

 

 

 

 

 

Figure 9.   RDS curve as a function of wavelength for y-polarization and 
optimum condition Λ=0.81µm, d1/Λ=0.91, d2/Λ=0.83, d3/Λ=0.75, d4/Λ=0.91 
which shows perfectly matched RDS of with SMF at wavelength 1550 nm. 

 

 

 

 

 

 

 

 

 

 

Figure 10.  Residual dispersion  curve as a function of wavelength for y-
polarization and optimum condition Λ=0.81µm, d1/Λ=0.91, d2/Λ=0.83, 

d3/Λ=0.75, d4/Λ=0.91. 

 

 

Fig. 11 represents effective area as a function of 
wavelength and Fig.12 represents wavelength  dependence  of  
nonlinear  coefficient,  γ as a function of wavelength  for  
optimum  design parameters. From these figures it is found that 
the proposed PCF is highly non-linear and the non-linear 
coefficient is found 61.88W-1Km-1 for y-polarization at 
operating wavelength 1550 nm, which is higher than [11] and 
suitable for optical parametric amplification, supercontinuum 
generation and soliton pulse generation. 

Confinement loss of the proposed PCF for y-polarization is 
shown in Fig.13 which shows moderate confinement loss at the 
operating wavelength of 1550 nm. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11.  Effective area  curve as a function of wavelength for y-polarization 
and optimum condition Λ=0.81µm, d1/Λ=0.91, d2/Λ=0.83, d3/Λ=0.75, 

d4/Λ=0.91. 

 

 

 

 

 

 

 

 

 

 

Figure 12.  Non-linear coefficient  curve as a function of wavelength for y-
polarization and optimum condition Λ=0.81µm, d1/Λ=0.91, d2/Λ=0.83, 

d3/Λ=0.75, d4/Λ=0.91. 
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Figure 13.  Confinement loss curve as a function of wavelength for y-
polarization and optimum condition Λ=0.81µm, d1/Λ=0.91, d2/Λ=0.83, 

d3/Λ=0.75, d4/Λ=0.91. 

 

V. CONCLUSION 
Here we have proposed a  square-lattice PCF  that  has  

high  negative  dispersion coefficient with perfectly matched 
dispersion slope with conventional SMF and high non-linear 
coefficient. This proposed  MOF  offers  high   negative 
dispersion  coefficient  of  about  -595  to  -1288  ps/(nm.km)  
over  S  to  L-bands and -975 ps/(nm.km) at the operating  
wavelength 1550 nm  and it offers high non-linear coefficient 
of 61.88 W-1km-1 at the operating  wavelength 1550 nm also. 
Another special advantage is that, compared with previously 
presented square-lattice PCF, the design procedure and 
geometrical structure is very simple because relatively fewer 
geometrical parameters are used. So, it can be hope that our 
proposed PCF will be useful and successful in dispersion 
compensation for broadband transmission application and 
nonlinear optics application. 
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Abstract—In this paper, we numerically demonstrate a large 
negative dispersion with highly birefringent square lattice 
photonic crystal fiber (SLPCF) in the entire telecom wavelength 
bands. Finite element method with perfectly matched layer 
boundary condition is used to evaluate the modal properties of 
the fiber. Numerical results reveal that it is possible to obtain a 
large negative dispersion coefficient of -897 ps/(nm.km), a 
relative dispersion slope (RDS) close to that of single mode fiber 
(SMF) of about  0.0036 nm⎯1 and birefringence of the order 
1.34×10-2 at 1.55 µm. To evaluate the tolerance of fabrication 
variation of structural parameters from their optimum value is 
carried out. 
     Keywords—photonic crystal fiber, negative dispersion, effective 
area, confinement loss. 

I.  INTRODUCTION  
     Photonic crystal fibers (PCFs) having microscopic array of 
air channels helps in tuning dispersion slope and controlling 
confinement losses in a way which was not possible by 
conventional fiber [1], [2] . Flexibility in tuning dispersion is 
essential in designing a dispersion compensation fiber which is 
only offered by PCFs [3], [4].  In long distance optical data 
transmission system, the dispersion of group velocity in optical 
links is one of major impairments of pulses. Due to this 
impairment various dispersion compensation techniques like 
dispersion compensation gratings, optical phase conjugation 
and electronic dispersion compensation are extensively 
required. Among these, only dispersion compensation fiber 
(DCF) due to its widespread application has been installed 
worldwide [5], [6]. 
     The magnitude of negative dispersion should be large and 
size of DCFs should be as short as possible to minimize 
insertion loss and reduce the cost. On the other hand dispersion 
and dispersion slope should be compensated in single mode 
fiber at the same time [7]. It is necessary to consider dispersion, 
dispersion slope, relative dispersion slope, bandwidth and 
mode property to design a DCFs [8] .The idea of using PCF for 
dispersion compensation (DC) purpose was first proposed by 
Birks et al [9]. PCFs having high birefringence with high 
negative dispersion    coefficient are important in sensing 
application. 
     Various designs of single material PCFs have been 
proposed for achieving high negative dispersion coefficient 
[10], but they fail to achieve negative dispersion coefficient 
larger than -600 ps/(nm.km) and a compensation bandwidth 
wider than C band. The proposed fiber in [11] has a high 
negative dispersion coefficient of -1455 ps/(nm.km) , but the 

effective area is very small. However several attempts have 
been made by another group to attain high effective area but 
their resultant negative dispersion coefficient was around -588 
ps/(nm.km) [12]. A honeycomb structure PCF with a Ge-doped 
central core has been proposed for a wide compensation 
bandwidth and a large dispersion coefficient which can reach -
1350 ps/(nm.km) , but the doped core will lead to fabrication 
difficulties [13]. Another drawback of germanium doping in 
the core of conventional solid DCFs is higher fiber loss and a 
significant increase in nonlinearity due to high doping 
concentrations [14]. Recently a proposed genetic algorithm 
procedure in a PCF for DC design   attained a peak dispersion 
of -500 ps/(nm.km) with 14 air-hole rings [15]. Huttumen et al. 
[16] proposed a dual-core PCFs with dispersion peak -59,000 
ps/(nm.km) and effective area of 10 µm² but no attempts to 
match the relative dispersion slope (RDS) to that of 
conventional SMF was made [17] . 
     In this paper, we propose a PCF which successfully 
compensate the dispersion in most widely used telecom bands. 
The designed fiber shows large negative dispersion coefficient 
of about  -897 ps/(nm.km), RDS of about 0.0036 nm⎯1 high 
birefringence of about 1.34×10-2 at 1.55 µm. We numerically 
investigate the dispersion compensation characteristics of the 
PCF over various bands. We believe that this proposed PCF 
will be promising candidate and highly applicable to optical 
communication and sensing application.  

II. GEOMETRY OF PROPOSED SLPCF 
     The proposed SLPCF is made of pure silica surrounding 
with circular air-holes in the fiber cladding. Fig.1 shows the 
geometry of proposed dispersion compensating fiber with 
optimized air hole diameter d1, d2, d3 and pitch Λ .The air-hole 
diameter of first, fourth and fifth rings are same as d1. The 
structure has one missing air-hole in first ring. The spacing 
between air-holes on same ring of the square structure is same 
as the pitch Λ. In the designed SLPCF total number of air-holes 
for ring 1, 2, 3, 4, 5 are respectively 7, 16, 24, 32 and 40 .This 
provides a higher air-filling ratio and lower refractive index 
around core which provide strong confinement ability [12]. 
The air-holes of the first ring are relatively large in comparison 
with that of second and third. This increase in diameter of first 
ring causes high negative dispersion peak [16]. The diameter of 
air-holes of second ring is very smaller, which causes changes 
in the slope of the dispersion [18]. 
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Figure 1.   Cross section of the proposed PCF.     
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Figure 2.  Wavelength  response of chromatic dispersion of proposed SPCF 
for optimum parameter . 

The outer rings have insignificat influence on dispersion [19], 
so those rings are set to have same air-holes diameter.   

III. SIMULATION TECHNIQUE & EQUATIONS 

     The finite element method (FEM) with circular perfectly 
matched boundary layers (PML) is used to calculate chromatic 
dispersion, confinement loss, residual dispersion and effective 
area of SLPCFs. To make zero reflection at boundary, an 
efficient boundary condition is essential to use [12] . PMLs are 
the most efficient absorption boundary conditions for this 
purpose [20] .Once the modal effective index neff can be 
calculated by solving an eigenvalue problem drawn from the 
Maxwell equations using FEM. The chromatic dispersion D(λ), 
confinement loss Lc, and effective area Aeff can be calculated 
given by [4] . PCFs with polarizing maintaining (PM) 
properties are essential in various applications such as in 
sensing applications, in stabilizing the operation of optical 
devices and in eliminating the effect of  polarization mode 
dispersion (PMD). In PCFs birefringence  properties are more 
imperative for polarization maintaining application. 
 
 

 

 
Figure 3.  Mode profile of proposed PCF at 1550 nm. 
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Figure 4.   Effect of d1 on dispersion behavior. 

The term birefringence can be defined as [21]. 

B = │nx-ny│                      (1) 

      Where nx and ny represent the mode indices of the two 
orthogonal polarization modes. 

      The PCF cross sections, with a fixed number of air-holes 
are divided into homogeneous subspaces where Maxwell’s 
equations are solved by accounting for the adjacent subspaces. 
These subspaces are triangles that permit a good 
approximation of the PCF structures. From Maxwell’s curl 
equations we can obtain the following vectorial equation [22] 

-1 2 2
0neff× ( × E) - [s]E = 0[s] k∇ ∇                 (2) 

where E is the electric field vector, k0 is wave number in the 
vacuum, n is the refractive index, [s]-1 is an inverse matrix of 
[s] and λ is the operating wavelength. The effective refractive 
index is given as neff = β/k0, where β is the propagation 
constant, k0 = 2π/λ is the free-space wave number. 

     

d1 d2 d3 d4 d4 
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Figure 5.  Effect of d2 on dispersion behavior.     
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Figure 6.  Effect of d3 on dispersion behavior  

 A long distant optical fiber transmission system usually has a 
positive dispersion of about 10 ps/(nm.km) . As there stays a 
positive dispersion and dispersion slope at the SMF, the 
elementary need of a DCF for WDM operation is the negative 
dispersion as large as possible to reduce the length of DCF 
which leads to a reduced cost. To compensate the dispersion 
of the SMF over a particular range of the wavelengths, the 
mentioned expression must be satisfied [23], 

RDS= SSMF(λ)/DSMF(λ) = SDCF(λ)/DDCF(λ)           (3) 

     Where, SSMF(λ) and S DCF(λ) are the dispersion slope of the 
SMF and DCF respectively. The relative dispersion slope RDS 
of SMF is 0.0036 nm-1 and unit of RDS is nm-1. The design of 
the DCF can be corroborated when RDS of the proposed DCF 
is exactly equal or very close to that of SMF. 

I. SIMULATION RESULT 
    Varying the different structural parameters the dispersion 

properties of proposed SLPCF are observed. It is shown in fig. 
1, there are four degrees of freedom (d1, d2, d3 and Λ) in 
proposed design procedure. Influence of those four parameters 
on dispersion curve is investigated by adjusting them 
separately. The dispersion coefficient and dispersion slope at  

 

Figure 7.  Optimum dispersion and effects of  changing pitch Λ.  

Figure 8.  Optimum dispersion and effects of  changing pitch Λ.  

1.55 µm of SMF is  17 ps/(nm.km) and 0.06 ps nm-1 km-1 
respectively and the calculated RDS is 0.0036  nm-1 [22]. 
Optimizing  these parameters negative dispersion coefficient 
of -897 ps/(nm.km) is obtained at 1.55 µm. Fig. 3 shows the 
fundamental mode profile of the proposed fiber at 1.55 µm. 
The positions of air holes and the mode field confinement are 
shown in this figure. Firstly the optimum dispersion is 
obtained according the way described in fig. 2 , then we have 
checked the dispersion accuracy of the proposed design . It is 
well  known that in a standard fiber draw , ± 1% variations in 
fiber global diameter may occur [23] during fabrication 
process. That’s why roughly an accuracy of ± 2% may require 
to ensure dispersion tolerance [19] . Fig. 2 shows the effect of 
first ring diameter (d1) on dispersion behavior with Λ = 0.90 
µm , d1 / Λ = 0.889, d2 / Λ = 0.711, d3  / Λ = 0.22065 . The air-
hole diameter d1 is varied up to +5% from its optimum value 
and the Corresponding dispersion curves are shown in fig. 4. 
With the varied values of d1, at 1.55 µm the calculated 
dispersion coefficient is -897  ps/(nm.km) , -982 ps/(nm.km) ,  
-1052 ps/(nm.km) , -1014 ps/(nm.km) and the RDS is 0.0036 , 
0.0028 , 0.0015 , 0.0048 nm-1 with +1% , at 1.55 µm the  
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Figure 9.  Effective area with air-hole diameter of first  ring varying up to 

+5%. 

Figure 10.  Birefringence with pitch, Λ variations. 

Figure 11.  Birefringence with d1 variation. 

dispersion   coefficient   is  -876 ps/(nm.km) , -849 ps/(nm.km) 
, -747 ps/(nm.km) and RDS is 0.0042 , 0.0047 , 0.0059 nm-1 
for +1%, +2% & +5% variation respectively from their 
optimum values. In fig. 6 the effects of variation of air-holes 
diameter of third ring on the dispersion characteristics are 

shown. Effect of variation of diameters up to +5% on 
dispersion are investigated and shown in this figure. With 
varied value of d3, at 1.55 µm the dispersion coefficient is  -
856  ps/(nm.km) , -814  ps/(nm.km) , -694  ps/(nm.km)  and 
RDS is 0.0041 , 0.0044 , 0.0050 nm⎯¹ for +1%, +2% & +5% 
variation  respectively.  Fig. 7 shows the effects of pitch, Λ 
variation on dispersion of proposed PCF. The pitch varies 
from 0.85 to 1.00 µm with optimum value 0.90 µm. The 
corresponding results are shown in fig.7. Fig. 8 shows the 
residual dispersion obtained after the dispersion compensation 
by 0.774 km long Fiber for dispersion accumulated in one span 
(40 km) of PCF. It will cover the S, C, L band.  The effective 
area can be calculated using [21] which is shown in fig. 9. 
Here the optimum parameter is used and first ring diameters 
are varied from +1% to +5% . At 1.55 µm the calculated 
effective area is 2.7 µm². It changes dynamically for +5% 
changes in parameters. Though its mode field diameter (MFD) 
is very small, it must show difficulties input and output 
coupling of light [12] .To reduce splicing problem, the PCFs 
have to splice with conventional SMFs in a specially 
constructed manner [23]. Fig. 10 and fig.11 shows 
birefringence with the variation of pitch Λ and air-hole 
diameters of first ring .With optimum parameter birefringence 
is very high and in order of 1.34×10⎯² at 1.55 µm. 
Birefringence is lower for pitch rather than optimum but it 
dynamically increases with varying d1 to 5%. This high 
birefringence is very much useful in stabilizing the operation of 
optical devices [24]. So the proposed PCF with modest number 
of design parameter, high negative dispersion, high 
birefringence and large effective area may help in various 
application of optics. 

V. CONCLUSIONS 
    A highly negative dispersion SLPCF with high 

birefringence has been proposed which can be efficiently used 
in the entire telecom bands. It has been shown through 
numerical simulation results that, a five ring SLPCF can 
assume a negative dispersion in order of- 897 ps/(nm.km) 
along with high birefringence of 1.34×10-2 at 1.55 µm. Moreover, 
this fiber has a modest number of design parameters, five rings, 
three air-hole diameters and an air-hole pitch. Due to large 
negative dispersion and high birefringence, the proposed fiber 
could be potential candidate for optical communication and 
sensing applications. 
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Abstract- Rayleigh backscattering (RB) noise is a fundamental 
limitation for a centralized loopback WDM-PONs based on 
RSOA in ONU side. By exploring the RSOA chirp induced 
spectral boarding with DC-balanced line coding, here a novel 
modulation format called as Coded RZ is proposed to enhance 
the system tolerance against RB. The results showed that the 
signal-to-noise (SCR) is improved by about 8 dB and 2.5 dB from 
the conventional NRZ and RZ modulation formats respectively to 
maintain the power penalty ≤ 2dB. 

Keywords- Reflective Semiconductor Optical Amplifier, 
Rayleigh Backscattering Noise, Passive Optical Networks. 

I.  INTRODUCTION 
 

To meet the growing bandwidth demand from end users, 
fiber based access solution called as Passive Optical Networks 
(PONs) have attracted much attention recently [1]. The 
network development is mostly driven by cost effectiveness in 
the case of system design, maintenance and future up-
gradation. One of the well-investigated network architecture is 
colorless optical network unit (ONU) based PON system [2]. 
Due to its colorless property, ONU does not require any 
wavelength specific optical source, which helps to deploy an 
identical module in each access unit and also reduces the 
system implementation complexity. A promising candidate for 
the design of colorless PONs is the Reflective Semiconductor 
Optical Amplifier (RSOA) based single fiber loopback 
network. Under this network scenario as shown in Fig. 1, a 
CW light transmits from the central office (CO), propagates 
over the fiber, modulated and reflected by ONU and finally 
sends back to the CO. In fact, RSOA itself is a key device in 
this reflective ONU architecture due to its properties of optical 
gain, wide optical bandwidth, and integration capability. 
However, as the downstream CW signal and upstream 
modulated data share the same fiber, the system performance 
is inherently limited by Rayleigh Backscattering (RB) noise 
[3]. The interference between upstream data signal and RB 
components produce the optical beating noise in CO which is 
highly coherent near the DC frequency as also shows in Fig. 1. 
This in-band coherent noise severely degrades the system 
performance if the Signal to Crosstalk Ratio (SCR) reach 
below the acceptable label.   

In recent years, several proposals have been 
investigated to enhance the system tolerance against this RB 
noise [4-8]. The   major   concern   about   all  of   the   above  

 
Fig. 1. Reflective ONU based PON architecture with spectral shape of 
crosstalk noise 

 

proposals was to reduce the coherence time of the interfering 
signals so that crosstalk becomes incoherent and finally cancel 
out.  Use of bias-dithering of RSOA can improve the system 
performance in the presence of RB noise [4], at the expense of 
maintaining the dithering frequency twice of data rate. 
Another simplified approach is to use of post detection high 
pass electrical filter [5] and with the addition of DC-balanced 
line coding [6] can also ensure a good noise tolerance. 
However, both the techniques require a suitable choice of 
filter cut-off frequency that depends on data rate and line-
width of seeding signal [7]. Furthermore, in [8] a scheme 
based on external phase modulation in ONUs has exploited the 
spectral broadening of upstream signal to minimize the 
overlapping between signal and noise in optical domain. 
However, the technique substantially increases the complexity 
of ONU, which eventually affects the cost of network 
deployment. While all of the above investigations were used 
the conventional Non Return to Zero (NRZ) pulse format for 
RSOA modulation, recently an effective approach has been 
proposed by using the Return-to-Zero (RZ) format [9]. As the 
number of phase transitions of RZ format is higher than the 
NRZ format, it improves the chirp induced spectral 
broadening for direct modulation of RSOA. This behavior 
ultimately ensures the incoherent interference between signal 
and noise to enhance the system performance. However, the 
above solution still provide a limited performance as the 
conventional PRBS coded RZ format has significant amount 
of low frequency components, which can increase the system  
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Fig. 2. a) Power spectral density of PRBS and 8b10b coded data. b) Crosstalk 
noise reduction process by separating the noise and 8b10b coded data stream. 

 
penalty in the presence of DC like RB noise.  

To overcome the above limitation, here a modified RZ 
modulation format, called as Coded RZ (CoRZ), is proposed 
by using 8b10b coded data stream with RZ pulse shape. This 
novel modulation format not only ensures an effective 
reduction of low frequency crosstalk components but also 
preserves a sufficient spectral boarding to make the interfering 
signals incoherent. The system performance has been studied 
by comparing the NRZ, RZ and CoRZ modulation formats. 
The result shows that the proposed CoRZ modulation format 
can effectively increase the tolerance of SCR label by about 8 
dB from NRZ and 2.5 dB from RZ  to maintain the power 
penalty ≤ 2dB.  
 

II. WORKING PRINCIPLE 
 

According to [10], the power spectral density (PSD) of RB 
noise signal is approximately identical to source signal. 
Therefore, the spectral shape of the noise shows a narrow line-

width with high amount of low frequency components when it 
is generated from CW seeding source. These frequency 
components are mainly responsible to generate a concentrated 
noise near DC (as from Fig. 1) if the conventional PRBS 
coded, as it has almost 50% power in DC, data format is used. 
However, an alternative coded sequence is useful in this case 
like 8b10b coding. The 8b10b line coding was invented by 
IBM corporation and popularly used in fiber channel as well 
as Gigabit-Ethernet (GbE). Due to its DC balance property, 
the aforementioned line coding can significantly reduce the 
frequency components near DC compare to PRBS coded data 
stream as shown in Fig. 2(a). Therefore, the 8b10b coded data 
stream effectively separates the noise from information 
contents to minimize the crosstalk noise as illustrated in Fig. 
2(b). On the other hand, instead of NRZ pulse shape, RZ pulse 
shows a higher chirping effect for RSOA modulation, which 
further decrease the coherence time of signal as already 
investigated in earlier studies. Thus, a combination of 8b10b 
coded data stream with RZ pulse has a good potential to 
enhance the system resilience against RB noise limited optical 
system. 

III. SYSTEM MODEL FOR CROSSTALK TOLERANCE 
 

The Fig. 3 shows the schematic used for the measurement 
of system penalty against different crosstalk levels in the 
presence of RB noise from CW source. The transmission 
system design and analysis were carried out by using optical 
system design simulation tool VPITransmissionMaker- 9.0®. 
The CW light from DFB laser (Center frequency=193.1THz, 
10 MHz line-width) was divided into two paths, firstly the 
path (top) for RB noise and secondly, the path (bottom) for 
modulated data signal. The RB noise was extracted from 
optical circulator (OC-1) when the CW light passed through 
the 30 Km of fiber span. Since the optical power at fiber input 
was fixed to 0 dBm, the RB noise label was found to a value 
of -33 dBm as maintained constant throughout this work. A 
polarization controller (PC) was also used in the crosstalk path 
to maximize the noise interference (degree of polarization for 
RB signal is 33%).  To generate the modulated data signal, the 
bottom path was used for RSOA modulation with 3 types of 
data signals i.e., Non Return to Zero (NRZ), Return-to-Zero 
(RZ) and propose Coded Return to Zero (CoRZ).  

In the simulation model, RSOA input saturation power and 

Fig. 3. Schematic to analysis the system crosstalk tolerance; OC = Optical circulator, VOA = Variable optical attenuator, PC = Polarization 
controller, OTF = Optical tunable filter, LPF = Low pass filter, APD = Avalanche photodiode 
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gain were approximately -15 dBm and 21 dB, respectively. In 
addition, E/O modulation bandwidth was around 1.5 GHz. The 
line-width enhancement factor (chirp parameter) was 5 (five), 
a typical value for RSOA device [11]. The RSOA bias current 
was 40 mA and driven by 1.25 Gb/s PRBS sequence with 
NRZ or RZ (50% duty cycle) pulse shape. For coded RZ 
modulation, 8b10b coded sequence was used with RZ pulse 
shape at 1.25 Gb/s data rate. The extinction ratio (ER) was 
fixed at 6 dB for all modulation formats. The input power of 
RSOA was fixed at -18 dBm by using Variable Optical 
Attenuator (VOA-1). Note that the above choice of RSOA 
input power ensures the RSOA operation in linear region, 
which eventually helps to maintain good power budget in 
downstream transmission for real deployment. The output 
modulated signal of RSOA was extracted from OC-2 and 
further attenuated by VOA-2. As the RB noise power was 
fixed to -33 dBm, different levels of signal to crosstalk ratio 
(SCR) can be achieved by controlling the optical power of 
modulated signal through VOA-2. 

Finally, both the signal components were combined and 
proceed to optical receiver for BER measurement. The optical 
receiver consists of optical tunable filter (Gaussian shape, 
bandwidth 25 GHz), VOA-3, Avalanche Photodiode (10 dB 
gain and sensitivity of -33.5 dBm at 1.25 Gb/s) and electrical 
Low Pass Bessel Filter (Bandwidth of 75% of data rate). The 
OTF was tuned to center frequency of laser and useful to 
avoid the out of band ASE noise that comes from RSOA. By 
controlling the VOA-3, the system power penalty can be 
measured at different SCR values to reach the BER=10-9. 

IV. RESULTS AND DISCUSSION 
 

The Fig. 4 shows the optical spectrums at different 
positions of schematic in Fig. 3. As predicted [10], the 
backscattered noise signal preserves the same shape of 
incident CW light source but with reduced power level of 33 
dB compare to laser power. Moreover, the crosstalk noise 
power concentrates more near DC frequency and extends up to 
the line-width of the laser source. The Fig. 4(c) shows the 
modulated spectrums for NRZ, RZ and CoRZ formats. Due to 
the residual phase modulation of RSOA, RZ modulation 
shows a significant spectral boarding compare to conventional 
NRZ format. And thus, this chirp induced spectral boarding 
can effectively reduce the coherence between the noise and 
data signals to improve the tolerance against crosstalk. 
However, the conventional PRBS coded RZ format has 
significant low frequency components and therefore, limit the 
further improvement of system performance. To overcome 
this limitation, the proposed CoRZ shows the expected wide 
spectral   shape   with   desire   reduction   of   low   frequency 
components. Therefore, the CoRZ modulation format gives 
better resilience against the RB noise which can be justified by 
the eye diagrams as shown in Fig. 5. The eye diagrams were 
taken for NRZ, RZ, and CoRZ modulation format with 
different SCR values i.e., 21, 18, 15 dB. The SCR values were 
determined by varying (use of VOA-2) optical power of 
modulated signals while by keeping the backscattered noise 
power fixed at -33 dB. It shows that RZ modulation format 
greatly  improved  the  system  performance  compare  to       

 

 

 
Fig. 4. Optical spectrum at different positions of Fig. 3; a) Laser output (point-
A), b) Backscattered signal (point-B), c) Modulated spectrum (point-C).  

 

conventional NRZ modulation even at low SCR value of 18 
dB. However, the propose CoRZ outperforms both the RZ and 
NRZ formats and shows much wider eye opening at a very 
low SCR value of 15 dB. Therefore, the proposed CoRZ 
format is suitable to use in RB noise limited optical system.  

      To get into further insight of propose method, the system 
performance was also measured in terms of power penalty at 
BER=10-9 for various crosstalk levels. The obtained results are 
shown in Fig. 6. When the conventional NRZ modulation 
format was used for RSOA modulation, the system power 
penalty was rapidly increased and reaches on error floor as 
SCR close to 20 dB. This behavior agrees well with previous 
study on rayleigh backscattering noise limited system [12]. 
With the application of RZ modulation, system tolerance 
against crosstalk was improved by around 4 dB and shows the 
BER floor when SCR approaches to 16 dB. As mentioned 
earlier, this improvement comes from the interplay between 
RSOA chirp and phase transitions of RZ format. However, the 
system shows further improvement when the proposed Coded 
RZ signal was applied.    
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With the application of CoRZ modulation format, error free 
transmission was achieved at SCR down to 13 dB. Moreover, 
at a given power penalty of 2 dB, the system SCR can be now 
reduced by 8 dB (from NRZ penalty) and 2.5 dB (from RZ 
penalty) due to application of CoRZ. This confirms the 
effectiveness of the proposed solution to reduce in-band 
crosstalk generated by rayleigh back-scattering in CW seeded 
reflective PON architecture.  

V. CONCLUSIONS 
 

A novel modulation format is demonstrated for reducing the 
RB noise in RSOA based loopback WDM-PONs. The 
proposed solution is obtained for chirped RSOA modulation 
by 8b10b coded data with RZ pulse shape.  The obtained 
esults show that the proposed technique gives substantial 
improvement in recovery of power penalty compare to 
conventional NRZ and RZ modulation formats.  
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Abstract— This paper presents the proposal of a hybrid cladding 
photonic crystal fiber offering flat dispersion and low 
confinement operating in the Telecom bands. Simulation results 
reveal that near zero ultra flattened dispersion of 0 ± 1.20 
ps/(nm.km) is obtained in a 1.25 to 1.70 µm wavelength range i.e. 
450 nm flat band along with low confinement losses which is less 
than 10-2 dB/km at operating wavelength 1.55 µm. Moreover, the 
sensitivity of the fiber dispersion properties to a ±1% to ±5% 
variation in the optimum parameters is studied for practical 
conditions. 

Keywords— photonic crystal fiber, confinement loss, chromatic 
dispersion, effective area.  

I. INTRODUCTION 
Photonic crystal fibers (PCFs) also known as holey fibers 

(HFs) are usually glass fibers having minuscule array of air 
channels running alone its entire length that makes the low 
index cladding covering the undoped fused silica core [1]. 
Unlike the  traditional  fiber  both  the  core and cladding are 
made from the same material in PCFs and light can be well 
confined and guided properly through the fiber by the 
mechanism of either total internal reflection (TIR) or photonic 
band gap (PBG) [2]. Main advantages of using PCFs over 
conventional fiber is flexibility of controlling chromatic 
dispersion, nonlinearity, birefringence by tuning different 
parameters of the holey fiber [3].  

Several designs for the PCFs have been proposed to achieve 
the nearly zero ultra-flattened chromatic dispersion properties 
and low confinement. The decagonal fiber in [4] has a flat 
band of 200 nm, but fabrication of decagonal structure is 
challenging hence less attractive in telecom applications, 
while design in [5] has 350 nm flat bands which is much lower 
than our designed fiber. Here our proposed design has 450 nm 
flat band which is much higher than the previously proposed 
designs. 

In this paper, we suggest a hybrid design of PCF that shows 
better dispersion accuracy having a flat dispersion in a 450 nm 
band along with ultra-flattened dispersion of  0 ± 1.20 
ps/(nm.km) and confinement loss less than 10-2 dB/km in the 
entire band of interest. 

II. DESIGN METHODOLOGY 
     We propose a hybrid six ring structured dispersion 
flattened Holey fiber with optimized air-hole diameter d1, d2, d 
and pitch Λ. The first and second air-hole diameter is assigned 

as d1 and d2 while rest of rings diameter are same and denoted 
by d. The air-hole pitch is Λ. The first two rings are arranged 
in a hexagonal shape, on the other hand rest of rings are put in 
circular respect. The refractive index of fiber silica is ns=1.45 
and refractive index of air-hole is na=1 at 1.55 μm. At the last 
four circular rings the air-holes are put respectively 300, 22.50, 
150 & 150 apart. 
     In this structure there are four parameters for controlling 
dispersion behavior, namely d1, d2, d and Λ. We kept the 
diameter of first and second ring air holes lower with respect 
to outer four circular rings for proper dispersion behavior and 
air hole diameter of the outer circular four rings is kept large 
for better field confinement and for reducing confinement loss.  

             
 
Figure 1. Air-hole distribution of the proposed Hybrid Structure with number 
of ring, Nr = 6. 
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III. SIMULATION TECHNIQUE AND EQUATION 
    We have used COMSOL 4.2 software to investigate the 
guiding properties this PCF. Effective refractive index, 
chromatic dispersion, effective area, confinement loss are 
calculated by using finite element method (FEM) with 
perfectly matched boundary layers (PML). The FEM directly 
solves the Maxwell equations to get an approximate value of 
the effective refractive index. Once the effective refractive 
index, neff of the model is obtained by solving Maxwell 
equations using the software, effective area, chromatic 
dispersion and confinement loss of PCF’s can be calculated 
easily. 
Effective area Aeff can be obtained using the following 
equation [6] 
 
Aeff=ሺ׬ ׬ ∞ି∞ା∞ି∞ାݕ݀ݔଶ݀|ܧ| ሻ2/ሺ׬ ׬ ∞ି∞ା∞ି∞ାݕ݀ݔଶ݀|ܧ| ሻ      (1) 
 
Where, E is the electric field derived by solving the Maxwell 
equations. 
The confinement loss Lc is obtained from the imaginary part 
of neff as follows [2] 
 
Lc = 8.686×k0 Im[neff]                                               (2) 
 
Where, Im[neff] is the imaginary part of the refractive index 
 k0 = 2π/λ is the wave number in the free space. 
Chromatic dispersion D can be calculated from the equation 
[2]. 
 
D(λ)=−λ/c(d2Re[neff]/dλ2)                                        (3)  
Where Re[neff]  is the real part of effective refractive index, neff, 
λ is the wavelength, c is the velocity of light in vacuum. 

 

IV. SIMULATIONN RESULTS AND DISCUSSION 
In this proposed Hybrid PCF design, effects on chromatic 

dispersion and confinement losses are investigated by 
changing geometrical parameters, such as air hole diameters of 
inner two rings and pitch. Here we first set air-hole diameters 
of the inner first hexagonal ring at d/Λ = 0.38, inner second 
hexagonal ring at d/Λ = 0.4, outer four circular rings at d/Λ = 
0.9 where the pitch Λ is 1.66 μm. To optimize the dispersion 
flatness, we tune four structural parameters throughout out our 
simulation. 

Fig. 2 shows the effect of changing d1/Λ on the dispersion 
behavior for +/- 1%, +/- 2%, +/-5% change from optimum 
value. For a fixed air-hole pitch Λ=1.66 µm, second ring d2/Λ 
= 0.4 and outer ring normalized diameter d/Λ = 0.9. It is 
reported that dimension of the first ring’s air holes is 
particularly important for the overall dispersion-flatness with 
required accuracy [7]. 

In Fig. 2 there is an increasing positive dispersion slope as 
we increase d1/Λ, but the slope changes significantly from the 
positive slope to the negative one near the wavelength 
1.35µm.  
         

Figure 2. Effect on dispersion due to d1/Λ variation for +/- 1%, +/- 2%, +/-5%. 
 
 

Figure 3. Effect on dispersion due to d2/Λ variation for +/- 1%, +/- 2%, +/-5%.  
 
           

 
Figure 4. Effect on dispersion due to d/Λ variation for +/- 2%, +/- 4%. 
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     Again, we see decreasing positive dispersion slope as we 
decrease d1/Λ, but the slope changes significantly from the 
negative slope to the positive near the wavelength 1.35µm.         

   Fig. 3 shows the effect of changing d2/Λ on the dispersion 
behavior for +/- 1%, +/- 2%, +/-5% change from optimum 
value. For a fixed air-hole pitch Λ=1.66µm, first ring d1/Λ = 
0.38 and outer ring air filling fraction d/Λ = 0.9. It has been 
seen that there is very less effect on the dispersion slope due to 
change the air-filling fraction d2/Λ. 

   Fig. 4 shows the effect of changing d/Λ on the dispersion 
behavior for +/- 2%, +/- 4% change from optimum value. For 
a fixed air-hole pitch Λ=1.66µm, first ring d1/Λ = 0.38 and 
second ring d2/Λ = 0.4. It has been seen that there is 
insignificant effect on the dispersion slope due to change the 
air-filling fraction d/Λ. 

    It is known that in a standard fiber draw, ±1% variations 
in fiber global diameter may occur [8] during the fabrication 
process. From Fig. 5 we observe that pitch dominantly 
influence the dispersion level but little impact on the 
dispersion slope. With increasing pitch from 1.6 μm to 1.9 μm, 
the level of dispersion increases significantly and shifts the 
dispersion to the right band. 

    Fig. 6 shows the effective area for optimum parameters 
d1/Λ= 0.38, d2/Λ = 0.4, Λ= 1.66 μm, d/Λ = 0.9. The effective 
area of the fiber at 1.55µm is 7.08E-12 µm2. Simulation result 
reveals that effective area increases with the increase of 
wavelength due to optical field spread towards the cladding 
with wavelength. 

    Fig. 7 is showing that there is a very little effect on the 
variation of the effective area due to the changing of d/Λ. 
According to simulation it is seen that the effect area increases 
slightly for decreasing the value of d/Λ 

    Fig. 8 shows the change in confinement loss Lc due to the 
variation in the wavelength. This graph shows that the 
confinement loss is increasing smoothly with the wavelength.  

    Fig. 9 shows an optimum dispersion curve of the proposed 
PCF is in which ultra flattened dispersion of 0 ± 1.20 
ps(nm.km) is obtained in a 1250 to 1700 nm wavelength range 
for d1/Λ = 0.38, d2/Λ =0.40, d/Λ = 0.90 and Λ = 1.66μm. 

 

 
Figure 5. Effect on dispersion due to pitch, Λ variation. 

 
 

Figure 6. Effective area for optimum parameters. 
 

 
 

Figure 7.  Effect on effective area due to d/Λ variation for +/- 2%, +/-4%. 
 
 

 
 
Figure 8. Wavelength dependence of the PCF’s confinement loss for optimum 
parameters. 
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Figure 9. Chromatic dispersion for optimum parameters: d1/Λ = 0.38, 
d2/Λ=0.40, d/Λ = 0.90 and Λ = 1.66μm. 
 
 

 
 
Figure 10. Chromatic dispersion for x and y polarization due to optimum 
parameters. 
 

TABLE I.  COMPARISON OF MODAL PROPERTIES BETWEEN PROPOSED 
DESIGN AND OTHER DESIGNS                   

 
 

 

Now we investigate the dispersion behavior for both 
polarizations. From Fig. 10 it is seen that dispersion for both 
polarization is almost same due to structural symmetry. 

Finally, a comparison is made between properties of the 
dispersion flat PCF and some other fibers designed for 
telecom and nonlinear optics applications  is shown in the 
table I taking flat dispersion magnitude and range, number of 
rings (Nr), number of pitch (NΛ), number of parameters (Nd) in 
the cladding as comparing parameters. 

 

V. CONCLUSION 
In conclusion, we have designed a hybrid cladding PCF 

that ensures near zero flattened dispersion of 0 ± 1.2 
ps/(nm.km) in a 450 nm flat band and low confinement loss in 
a wide wavelength range from 1.25 to 1.70 µm. The 
dispersion can be reduced by further investigations. This fiber 
has a modest number of design parameters, and also the 
design is easy to fabricate as there are only circular air holes 
used. Due to its noteworthy guiding properties, the designed 
PCF may be excellent candidate for telecom applications.  
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Abstract—In this paper, we propose a novel protection 
architecture of passive optical network (PON) system. Two 
optical line terminals (OLTs) are connected to each other as well 
as to the access area. This network can sustain services to access 
area and restores normal operation in faulty conditions. 
Subscribers are divided into two groups to reflect priority based 
bandwidth allocation. WDM access increases the efficiency of the 
system by operating both OLTs using different wavelengths in 
normal condition.  During fault, a Shared-bandwidth allocation 
scheme is employed in operating the survived OLT. Performance 
analysis shows the improvement of the proposed scheme over an 
existing scheme. 

Keywords—Passive optical network, multi-OLT, WDM, Self-
similar traffic. 

I.  INTRODUCTION 

A multi-OLT PON is a good solution to meet recent 
demands of telecommunication industry as it provides large 
capacity, user freedom and protection facilities [1-2]. 
Protection is very important issue since the business and home 
services demand intact access. Protection mechanism via dual-
homed PON is already proposed by some research groups [3]. 
This operation in revertive mode keeps a standby OLT idle in 
normal condition. To improve the bandwidth utilization by 
using all OLTs in normal operation, we propose a WDM based 
architecture of 2-OLT PON system in our previous study [4]. 
In this paper, we propose a modified architecture to improve 
the performance further. In normal status, two OLTs transmit 
data to different ONU groups using different wavelengths. In 
failure status, the survived OLT transmits in two wavelengths 
in turn, thereby replacing the failed OLT. Direct connectivity 
between two OLTs is the improved feature of this modified 
structure which decreases protection time.  

A modified version of control protocol is suggested to 
operate the proposed 2-OLT PON system. Users are divided 
into two groups to distinguish home and enterprise services. 
Besides, we suggest a Shared-bandwidth DBA (SBA) scheme 
for downstream transmission to further improve the 
performance of the 2-OLT PON in faulty situation [4]. 

The rest of this paper is organized as follows. Section II 
introduces system architecture and operation algorithm of the 
WDM based 2-OLT PON system. DBA schemes for both 
normal operation and faulty condition are also described here. 
Section III provides simulation results to demonstrate network  
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Figure 1. Proposed network architecture. 

performance using the suggested DBA schemes. Finally, 
Section IV concludes our work. 

II. OPERATION OF THE MODIFIED TWO-OLT WDM 
NETWORK 

In the proposed two-OLT PON, two OLTs are connected to 
the access area via a passive optical distribution network. The 
ONUs are divided into two groups ‘Premium’ and ‘Home’. 
Premium group has lower number of ONUs and receives 
higher bandwidth facilities than the other group. Each OLT 
works as a backup OLT for the other one. In normal situation, 
each OLT is responsible for data transmission of its 
corresponding ONU group. In the modified structure, OLTs are 
connected to the other ONU group and works for it during 
failure condition. Figure 1 shows the architecture of the 
proposed network for two OLTs and sixteen ONUs. OLTx 
manages data transmission to Premium Group (ONU1 to 
ONU6) in wavelength λ1 , while OLTy manages it for ONUs in 
Home Group (ONU7 to ONU16) in wavelength λ2. As two 
OLTs are connected directly, the exchange of control packets 
to measure RTT for ranging between OLTx and Home ONU 
Group, and between OLTy and Premium Group is unnecessary. 
Each OLT measures RTT of the corresponding group and 
shares it with the other OLT which results in short protection 
time. 

During failure of one OLT the other OLT is capable of 
transmitting data to both groups. Each OLT can transmit in one 
of two wavelengths, λ1 or λ2 at a time while receives in λ3. 
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ONUs in Premium and Home Group receive in λ1 and λ2, 
respectively, while any of them transmit in λ3. 

During the protection of PON systems, however, the 
efficiency of bandwidth utilization should be maximized since 
the two ONU groups share the network; the Fixed Bandwidth 
Allocation (FBA) is not a good scheme in this case as it wastes 
huge bandwidth in bursty traffic environment. Therefore, a new 
DBA scheme is suggested for downstream transmission. It is a 
Shared Bandwidth Allocation which reserves a guaranteed 
downstream bandwidth toward each group, but allows transfer 
of unused bandwidth between two groups [4]. The transfer is 
made when one group encounters slot overflow while the other 
owns underutilized slots. For example, bandwidth provision 
from Premium to Home Group is decided by the OLT when 
this Group has adequate excess bandwidth (L1<R1 and G1<R1) 
and Home group needs additional bandwidth (L2>R2). Released 
bandwidth from  the 1st group, BWr,1 , is decided by eq. (1) 
depending on the total network load, L [4]. 

( )
( )

1 1 1 1
,1

1 1 1 1

1 /   for 1
1 /   for 1r

BW G R y L
BW

BW L R y L
× − × ≤⎧⎪= ⎨ × − × >⎪⎩

             
(1) 

, where L is the normalized total downstream load, L1(2) the 
load towards Group1(2), G1(2) the load generation ratio towards 
Group1(2), BW1(2) the reserved bandwidth towards Group1(2), 
R1(2) the  bandwidth reservation ratio for Group1(2) which is 
made by service level agreement (SLA), and y1 is the 
restriction factor. 

III. PERFORMANCE ANALYSIS 

The performance of the two-OLT PON during both normal 
and protection status are investigated for a system with sixteen 
ONUs that are divided into two groups.  The Premium and the 
Home group contain 6 ONUs and 10 ONUs, respectively. Each 
ONU has 1 MB queue, while each OLT has two separate 10 
MB queues toward two groups of ONUs. Packets from queues 
are sent in Ethernet frames. The queues are simple first-in first-
out (FIFO) type. Each OLT to corresponding ONU group 
enjoys 1Gbps in normal condition which makes network 
capacity of 2Gbps. During protection the single survived OLT 
carries data transmission toward two groups in 1 Gbps capacity. 
Performance of normal and protection is presented by 
comparing FBA and SBA schemes. The cycle time is 
considered to be 2msec and the guard time be 1 µs. 

Matlab® is used for the simulation where data packets are 
generated by a self-similar traffic model [5-6]. The resulting 
traffic is similar to the real IP data traffic reflecting recent 
applications such as P2P, instant messenger, video and VoIP 
[7]. 

To reflect the SLA during protection, we reserved 50% of 
total downstream bandwidth towards each group, Premium and 
Home, respectively. Average packet delay and throughput are 
analyzed and plotted with respect to total downstream load. It 
is seen that FBA shows small delay when the load generation 
ratio matches the bandwidth reservation ratio. The FBA delay, 
in the other hand, rises abruptly as generation ratio deviates 

more from the bandwidth reservation ratio. However, the delay 
of Shared scheme is not much affected by load variation since 
bandwidth is shared in efficient way by the two OLTs. Delay 
of each group is illustrated separately in Fig. 2 and Fig. 3 for 
FBA and SBA scheme, respectively. In this figures, ‘Normal’ 
indicates average  delay  of  two  OLTs  in  normal  condition. 
P(SBA, A%) indicates average delay toward Premium       
using  Shared  scheme  when  A%  of    total  downstream load 
are transmitted to this Group. Delay becomes very critical for 
FBA scheme when the reserved bandwidth is less than the real 
traffic load; this problem is eased with Shared scheme as it 
controls bandwidth according to the real load. The sharp delay 
slope of P(SBA,70%) is found at load 0.9, much higher than 
with FBA scheme, while H(SBA,30%) shows some more delay 
than FBA, which is negligible. It indicates that efficient 
transfer of unused bandwidth is made from one group to the 
other. 
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Figure 2. Comparison of downstream delay toward individual group  

with FBA scheme at bandwidth reservation ratio of 0.5:0.5. 
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Figure 3. Comparison of downstream delay toward individual group 
with SBA scheme at bandwidth reservation ratio of 0.5:0.5. 
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Figure 4. Comparison of downstream throughput toward individual 
group with FBA scheme at bandwidth reservation ratio of 0.5:0.5. 
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Figure 5. Comparison of downstream throughput toward individual 
group with SBA scheme at bandwidth reservation ratio of 0.5:0.5. 

The Shared scheme can increase the bandwidth utilization 
efficiently. It provides more than 10% of throughputs in 
unexpected traffic distribution like 70%:30% toward P:H 
compared to FBA. Throughput toward each group of ONUs is 
shown in Fig. 4 and 5 for FBA and Shared schemes, 
respectively. It is observed that throughputs of both 
P(SBA,70%)  and H (SBA,30%) are  increasing  until  load  of 
1.0; after then throughput of Premium Group decreases since 
Home Group restores its own bandwidth from it to guarantee 
its 50% share. 

IV. CONCLUSION 

In this paper, we proposed a 2-OLT PON system based on 
WDM. Both OLTs are used in the data transmission in normal 
condition, while one of them works for the other OLT during 
fault condition. Therefore, no OLT is in idle status normally 
and this increases the bandwidth efficiency compared to other 
protection scheme such as dual homing. The direct 
connectivity between the OLTs makes easy information 
exchange and quick protection. The ONUs are divided into two 
groups to get different service levels, i.e., home and enterprise 
services. An appropriate bandwidth allocation algorithm as 
well as a wavelength assignment scheme is suggested. The 
Shared-bandwidth scheme is used to improve the bandwidth 
efficiency during protection and its performance is analyzed by 
simulation. It is expected that the proposed protection scheme 
will enhance the survivability of the next generation high-speed 
PON systems in business enterprises. 
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