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Abstract:   In this paper we have developed a software by which the general parameter of a line-of-sight (LOS) microwave link 

can be calculated. We have also put here an overall concept about the link parameters. A Line-of-sight microwave link is 

designed. For a LOS link implementation there are two steps to follow:  at first, we have to make a survey to collect a few data 

and then we have to calculate some data with the help of survey data. The link parameters which are crucial to the design have 

been calculated. All important parameters like Fresnel zone, fade margin, effective earth curvature, antenna tower height and 

the minimum transmitter power for a given BER have been calculated. In the link budget calculation all of the losses like fading 

loss, absorption loss, feeding loss and noise figure of the receiver are considered. Finally, a computer GUI program has been 

developed for the enhancement of  a complete usable LOS software which original coding was done in C language to be used by 

any designer. 
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I. INTRODUCTION 

Microwaves are electromagnetic waves with wavelengths 

ranging from 1 mm to 1 m, or frequencies between 

0.3 GHz and 300 GHz. The term microwave refers to 

electromagnetic energy having a frequency higher than 1 

Gigahertz (billions of cycles per second), corresponding 

to wavelength shorter than 30 centimeters. The 

microwave range includes Ultra-High Frequency (UHF) 

(0.3–3 GHz), Super High Frequency (SHF) (3–30 GHz), 

and Extremely High Frequency (EHF) (30–300 GHz) 

signals.  
 

       A Line-of-Sight microwave link uses highly 

directional transmitting and receiving antennas to 

communicate via a narrowly focused radio beam. The 

transmission path of a Line-of-Sight microwave link can 

be established between two land-based antennas, 

between a land-based antenna and a satellite-based 

antenna, or between two satellite antennas.  

 

     A link budget is the accounting of all of the gains 

and losses from the transmitter, through the medium 

(free space, cable, waveguide, fiber, etc.) to the receiver 

in a telecommunication system. It accounts for the 

attenuation of the transmitted signal due to propagation, 

as well as the antenna gains, feed line and 

miscellaneous losses. A simple link budget equation 

looks like this: 

 

Received Power (dBm) = Transmitted Power (dBm) 

+ Gains (dB) − Losses (dB). 
                                    

 
 

 

Fig 1.1:  Radio Path Link Budget [1] 

 

For a line of sight radio system, a link budget equation 

might look like this: 

 

      PRX = PTX + GTX – LTX – LFS – LM + GRX - LRX 
 Where, 

  PRX = received power (dBm) 

  PTX = transmitter output power (dBm)  

  GTX = transmitter antenna gain (dBi) 

  LTX = transmitter losses (coax, connectors.) (dB)  

  LFS = free space loss or path loss (dB) 



  

LM = miscellaneous losses (fading margin, body 

loss, polarization mismatch, etc) (dB) 

             GRX = receiver antenna gain (dBi),    

             LRX = receiver losses (coax, connectors...) (dB) 

II. BACKGROUND: FUNDAMENTAL ELEMENTS OF 

LOS MICROWAVE RADIO SYSTEMS  

Frequency 
         The carrier frequencies of LOS microwave links 

are usually above 200 MHz. For digital transmission, the 

frequency range between 1.8 GHz and 7 GHz is utilized. 

Higher frequency has two main advantages-First, it 

provides the large bandwidth necessary for high bit rate 

transmission. Second, high carrier frequencies are less 

susceptible to atmospheric effects by the transmission 

path. 

The Fresnel Zone 

      Radio waves travel in a straight line, unless 

something refracts or reflects them. But the energy of 

radio waves is not ―pencil thin.‖ They spread out the 

farther they get from the radiating source — like ripples 

from a rock thrown into a pond. The area that the signal 

spreads out into is called the Fresnel zone. If there is an 

obstacle in the Fresnel zone, part of the radio signal will 

be diffracted or bent away from the straight-line path. 

The practical effect is that on a point-to-point radio link, 

this refraction will reduce the amount of RF energy 

reaching the receive antenna. The thickness or radius of 

the Fresnel zone depends on the frequency of the signal 

— the higher the frequency, the smaller the Fresnel 

zone. The reflection point offset from a direct signal 

path, where the length of the reflected path is exactly ½ 

wavelengths longer than the direct signal path. These 

boundaries can be calculated with the following formula: 

 

                                √
      

     
                                    

 

Where,  

Fn = The nth Fresnel Zone radius in meters.  

d1=The distance of P from one end in meters 

    d2 = The distance of P from the other end in meters. 

 

The cross section radius of the first Fresnel zone 

is the highest in the center of the RF LOS which can be 

calculated as: 

 

                         √
 

  
                               

      

 

Where, 

 r = radius (m),  

 D = total distance (km), 

 f = frequency transmitted (GHz). 

Absorption 

        Transmitted EM energy can converts into another 

form e.g. thermal. The conversion takes place as a result 

of interaction between the incident energy and the 

material medium, at the molecular or atomic level. One 

causes of signal attenuation due to absorption by walls, 

precipitations (rain, snow, sand) and atmospheric gases. 

 

 
 

Fig 1.2: Gas Attenuation vs Frequency [Google image] 
 

Atmospheric Refraction 

The atmosphere changes dynamically and is 

never constant. Keep this principle in mind; we discuss 

the effects of atmospheric refraction, which significantly 

affects radio signal propagation.   The result is a signal 

path that normally tends to follow earth curvature, but to 

a lesser degree. In radio engineering, atmospheric 

refraction is also referred to as ―the K factor,‖ which 

describes the type and amount of refraction. A K=1 

describes a condition where there is no refraction of  

 
 

Fig 1.3: Variation of Ray curvature as a function of k [1] 

 

the signal, and it propagates in a straight line. A K˂1 

describes a condition where the refracted signal path 

deviates from a straight line, and it arcs in the direction 

opposite the earth curvature. A K˃1 describes a 

condition where the refracted signal path deviates from a 

straight line, and it arcs in the same direction as the earth 

curvature. 



  

 

 

Effective Earth curvature or Bulge 
Effective earth bulge represents the effects of 

atmospheric refraction, or K, combined with physical 

earth bulge. The following formula can be used to 

compute ―effective earth bulge,‖ in meter, at any data 

point in a path. It includes the effects of the applicable K 

factor: 

                        h=     
  

  
                                          

Where,  
h = curvature height in meter,  

d = path length in kilometer 

 

System gain 

       This parameter incorporates all the gains and losses 

of the system and also determinates the transmitter 

power required, based on a pre-established receiver 

sensitivity for a given Bit Error Rate (BER) or 

determines receiver sensitivity based on available 

transmitter power at a given BER. 

 

The system gain is given by- 

 

        Gsys = FM - Gt - Gr + Lp+ Lf + Lbr           
    

Where,        

Gsys = System Gain(dB). 

FM = Fade Margin(dB). 

Gt = Transmitter antenna gain(dB). 

Gr = Receiver antenna gain(dB 

Lp = Free space loss or path loss(dB). 

Lf =  Feed loss(dB).  

Lbr = Branching loss(dB). 

 

Fade margin 

      Fading is define as the variation of the strength of a 

received radio career signal due to atmospheric changes    

and/or ground and water reflections in the propagation 

path. Fade margin is based on the link power budget. 

Fade margin of a link is given by- 
 

FM (dB) = 30log (d) + 10log (A) + 10log (B) + 10log (f) – 30 

                                                                                               

Where,  

 f = career frequency (MHz).  

d = path/hop length (km). 

A = factor determining the terrain roughness of  the path.            

B = factor determining atmosphere impact on the link. 

 

Free space path loss 
     Free-space path loss (FSPL) is the loss in signal 

strength of an electromagnetic wave that would result 

from a line-of-sight path through free space, with no 

obstacles nearby to cause reflection or diffraction. It 

does not include factors such as the gain of the antennas 

used at the transmitter and receiver, nor any loss 

associated with hardware imperfections. For typical 

radio applications, it is common to find frequency (f) 

measured in units of MHz and distance (d) in km, and 

thus FSPL equation becomes- 
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III. CALCULATION 

The following parameters need to calculate. 

 

Noise power   
       The term noise power has the following meanings 

the measured total noise per bandwidth unit at the input 

or output of a device when the signal is not present. 

Noise power of a microwave link is given by-     

    

 N(dB) = 10log(K) + 10log(T) + 10log(BW) + NF(dB) 

                                                                                      
Where,  

 N = Noise power in dB 

 T = Temperature in K.    

 BW = Bandwidth in H 

 NF = receiver Noise Figure in dB.  

  K = Boltzmann’s constant. 

 

 Carrier-to-Noise ratio 

      The Carrier-to-Noise ratio, often written CNR or 

C/N, is a measure of the received carrier strength relative 

to the strength of the received noise. If the incoming 

carrier strength in microwatts is Pc and the noise level, 

also in microwatts, is Pn, then the carrier-to-noise ratio, 

C/N, in decibels is given by the formula,   

 

                    C/N = 10 log(Pc/Pn)                                 
 

Channel capacity 

       Channel capacity is the tightest upper bound on the 

amount of information that can be reliably transmitted 

over a communications channel. In microwave 

communication link it depends on the spectral efficiency 

of the selected modulation scheme and the available 

bandwidth of the link. 

 

      fb = Spectral efficiency × Available bandwidth    
 

Modulation scheme 

      The choice of digital modulation scheme will 

significantly affect the characteristics, Performance and 

resulting physical realization of a communication 

system. In our consideration we prefer the QPSK for our 



  

link design because QPSK is widely used for its 

attractive power/bandwidth performance for acceptable 

levels of error.  

 

Antenna tower height  

      For antenna height calculation in an LOS microwave 

link, the knowledge of obstacle heights and location 

along the path, earth curvature and Fresnel zone 

clearance are absolutely necessary. 

 

 
 

Fig 1.4: Antenna Tower Height [Google image]. 

 

The Minimum antenna tower height (H) equation is  

 

  H = hm + rm + hph.                                        
 

Where, 

 hph = Physical obstacle Height (m). 

                        
  

  
                   

Where, 

 K = k-factor value.  

 d = path length in km. 

 

First Fresnel clearance, 

                        √
 

 
                                            

Where,  

 d = path length (km).  

 f = carrier frequency (GHz).  

 

Bit Error rate (BER) 
       Bit error rate (BER) is the percentage of bits that 

have errors relative to the total number of bits received 

in a transmission, usually expressed as ten to a negative 

power. A BERT (bit error rate test or tester) is a 

procedure or device that measures the BER for a given 

transmission. 

 

Antenna Gain              
       Antenna gain is the ratio of how much an antenna 

boosts the RF signal over a specified low-gain radiator. 

Antennas achieve gain simply by focusing RF energy. 

Gain for a parabolic antenna- 

 

                       (
        

  
)                                 

Where,  

Aeff= Effective Area, 

f = Carrier frequency,  

c = Speed of light. 

Effective area,        (
   

 
)                                  

 Where,  

  K = antenna efficiency factor, 

  D = antenna diameter. 

 

Transmitted Power              

     The transmit power is the RF power coming out of 

the antenna port of a transmitter. It is measured in dBm, 

Watts or milliWatt and does not include the signal loss 

of the coax cable or the gain of the antenna. Equation for 

the calculation is- 

                        Pt = Gsys + 10 log(Pr)                           
Number of voice channel 
      The following equation is used for the calculation of 

the Number of voice channel. 

                            
  

     
   

                                     

Energy bit-to-noise ratio 
     Equation for the Energy bit-to-noise ratio is- 

 

              (Eb/N0) = CNR + 10log (BW) – 10log (fb)            
 

Error power (Pe) 
     Total error power equation is-  

                      
    (   (   ))

 

                           
The total process can be summarize in fig.1.5 as below 
 

 
 

Fig 1.5: Summary of the whole process [1] 

 

 



  

IV. DESIGN SPECIFICATION 

A complete digital LOS link design. 

Here we design the complete LOS link with the 

following link parameter and calculated the parameters 

with the program. The following data can be collect 

from survey and the link demand. 

 

 Operating frequency, ƒ = 2.0 GHz. 

 Available bandwidth, BW = 20 MHz. 

 Path length, d = 55 km. 

 Antenna diameter, D = 1.5 m. 

 Receiver noise figure selected, NF = 5 dB. 

 Modulation scheme selected : QPSK (spectral 

efficiency = 1.9 b/s/Hz) 

 Receiver sensitivity Pmin = 10 pW. 

 

Side characteristics: 

 

 Terrain roughness: Average (A = 1.00). 

 Atmospheric impact factor: Average (B = 0.25). 

 Tallest physical obstacle (hph): 30m 

 Environmental temperature = 300K. 

 K-factor value of the terrain = 1.05. 

V. PROGRAM 

We developed a software program with C 

language to calculate the different parameters of a digital 

line-of-sight microwave link. GUI is given by using 

dotnet. 

 

 

 
              Fig-1.6: Introducing Interface of LOS software 

 

 

                       Fig-1.7: Input Interface 

 

 

               

             Fig- 1.8: Output Interface 



  

 

INPUT: 

 

Press Start button 

Please enter the following data. 

Operating frequency in MHz (2000-60000):  2000 

Antenna diameter (in meter):  1.5 

Available bandwidth in MHz:  20 

Path length in kilometer:  55 

Receiver noise figure in db:  5 

Environment temperature in K:  300 

Tallest physical obstacle in meter:  30 

K-factor of the terrain (0.5-1.5):   1.05 

Terrain                    A 

Very rough             0.25 

Average                 1.00 

Very smooth          4.00 

Terrain roughness factor from table (A):  1.00 

Atmosphere               B 

Very dry                   0.125 

Average                    0.25 

Hot and humid          0.5 

Atmospheric impact factor from table (B): 0.25 

Receiver sensitivity (min) in miliwatt: 0.00000001 

 

OUTPUT: 

 

(1) Fade margin:  49.200581 dB 

(2) Path loss :   133.327850 dB 

(3) Antenna gain:  27.342220 dB 

(4) System gain:  132.843994 dB 

(5) Channel capacity:   38.000000Mb/s 

(6) Noise Power:   -125.818489 dB 

(7) Antenna height (minimum):   131.539551 m 

(8) Carrier_to_Noise ratio:   15.818489 dB 

(9) Number of voice channels: 590. 

 

VI. CONCLUSION 

The parameters of the link may vary on many site 

characteristics such as environmental temperature, 

reflectivity, terrain roughness, humidity, snow falling, 

dense foggy weather and huge rainy weather. So the 

calculation should be adapted for those sites depending 

on environmental parameters. The system gain may get 

changed while flying obstacles (like flying bird, aero 

plane etc.) come on the path of the beam though it is a 

transient event. We assumed here the branching loss and 

fading loss of a value of 2.5 dB but in practice it is a 

variable parameter and it depends on wave guide and 

antenna. Here we consider LOS between two fixed 

height antennas. Further study can be done considering 

variable tower height.  
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Abstract— In this paper, a single-feed circularly polarized 

array antenna is proposed. The proposed antenna is a 2x2 array 

antenna where each patch element is circularly polarized. The 

feed network has microstrip lines and slot line where microstrip-

slot branch circuit is connected in parallel. The array antenna 

unit is realized in very simple structure as the feeding circuit of 

the design does not require any external network. “Both-Sided   

MIC Technology” is used to design the feed network. The design 

frequency of the proposed array antenna is 3.8 GHz. The axial 

ratio below 3dB indicates that the proper circular polarization is 

achieved. The design and the basic operation along with the 

simulation results of the proposed circularly polarized array 

antenna are demonstrated in this paper. In the addition, The 

simulated S-parameters and axial ratio of the feed circuit are 

explained. 

     Keywords—circular polarization; microstrip antenna; array 

antenna; Both- Sided MIC technology. 

I.  INTRODUCTION  

   Microstrip antennas (MSA) are used in a large number of 

microwave communication applications due to the amazing   

features of light weight, low volume, low cost, easy 

fabrication, conformal configuration and compatibility with 

integrated circuits [1]. In many applications, the requirement 

of circularly polarized MSA with a wide field of views 

becomes more demanding in mobile stations, satellite 

communications, high-resolution radar systems, and so on 

[19]. Among the microstrip antennas, circular polarization 

microstrip antennas have inherent capabilities of reduced 

multi-path fading, improved coverage and fixed polarization. 

As a result, antenna systems that employ the circular 

polarization are attractive to the users as they give the 

opportunity to enhance the Polarization. It is suitable for 

wireless local area network (WLAN) to mitigate the 

detrimental fading loss in a multipath environment [2]. 

Circular polarization antenna is of huge benefit for radio-

frequency identification (RFID) antennas where the antennas 

are randomly oriented [3, 4, 5 ]. This also provides the facility 

of frequency reuse for doubling the system capability that is 

useful for satellite communication system [6]. Several antenna 

designs, offering circular polarization have been reported [13-

15]. Some scheme of getting polarization diversity is by 

changing the electric characteristics of perturbation segments 

through PIN diodes have been introduced in [7-10]. The novel 

circular polarization detection patch array antenna is also 

proposed [15]. Microstrip array antenna to radiate dual 

circular polarization has been presented in [12]. A 2×2 slot-

ring array antenna with orthogonal feed circuit is used to 

excite the orthogonal circular polarization in [12] but it is 

multilayer configuration. RHCP and LHCP can be achieved 

simultaneously by interchanging the ports of the feed circuit. 

4-element circular polarization switchable patch array antenna 

is proposed here [14].  

   In this paper a dual circularly polarized microstrip array 

antenna is proposed. The proposed array antenna consists of a 

2×2 circularly polarized patch antenna and orthogonal feed 

circuit which is designed using both microstrip lines and slot 

lines. The circular patch element with single slit arena has 

been introduced. To realize feed circuit effectively, Both-sided 

MIC Technology [15-18] is used. This design is also suitable 

for array size extension such as 4×4, 8×8 array.  

II. STRUCTURE OF ANTENNA 

A. Single Patch Element 

   
 

(a) 
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(b) 

           
Fig. 1.(a) Geometry of a single patch element and (b) performance of 

S(1,1)parameter for single patch element 

 

The geometry of a single patch element is proposed and 

shown in Fig. 1.(a). The circular patch element with slit arena 

is inherently circularly polarized. Here, the circle has the 

radius of 15.5mm. The slit arena has a depth of 3.996mm and 

width of 2mm. 

    The required data for S (1, 1) parameter is presented in 

Fig.1.(b). The data of S(1,1) parameter which is below 12-dB  

indicates good performance of the proposed single patch 

element. Where, the frequency of single patch is gained 

around 3.65GHz. The same patch element has been used in as 

the four elements 

 

 

B. The proposed Antenna Design: 

 

    The complete layout of the proposed circular polarization 

array antenna is shown in Fig. 2. The proposed antenna has 

four radiating patch elements which consists of every single 

elements which is shown in previous in Fig.1.(a) and 

microstrip lines, slot line.  In substrate layer, Teflon with a 

thickness of 0.8 mm and relative dielectric constant of 2.15 is 

used to design the proposed antenna. The impedance of the 

microstrip line in the design is 50 ohm (2.4 mm).  

     Due to the existence of truncated corner, the size of 

radiating patch elements can be reduced considerably. In the 

layout, width of microstrip line and slot line are 2.4mm and 

0.2mm respectively. The impedance of microstrip line and slot 

line in the layout are 50.5 ohm and 155 ohm respectively. For 

proper matching between microstrip line and slot line, 88.5 

ohm quarter-wavelength transmission line is used as 

impedance transformer which is evaluated from the equation: 

 

Z0
ʹ
 = √(Z0ZL) 

  

Where Z0 and ZL  is the characteristic impedance and load 

impedance respectively [11]. 

The feeding part consists of microstrip-slot branch circuit 

which is connected in parallel. Thus, the feeding structure has 

the effect of multiple feed but without complicated feeding 

network. 

 

 

 
 

                     Fig. 2. Layout of the proposed CP array antenna 

 

     Orthogonal feed network is used to realize the circular 

polarization which is shown in Fig. 3 along with simulated 

results. The main two conditions for the circular polarization 

are two orthogonal signals and 90º phase shift between the 

orthogonal signals. To design this type of feed network Both -

sided MIC Technology is very useful. 

     In the simulated results of S(1,1), S(2,1), S(2,2), S(4,1) the 

data which are evaluated for the feed network near to the 

optimized value. The data of S(1,1) parameter which is below 

19-dB indicates the excellent performance of the proposed 

antenna. The data of other parameters also indicate good 

performance of the antenna. The measured antenna gain is 

about 6.24 dBi. 

 

      
                                                  (a) 

 

 



 

 

         
(b) 

   

 
Fig. 3. (a) Layout of orthogonal feed network and (b) simulated results 

 

C. Basic operation of the Array Antenna: 

 

    The basic operation of the proposed antenna is 

demonstrated: 

 In the patch elements, if the width of the truncated corner 

increases, the impedance on the Smith chart will decreases.  

For circular polarization, as the patch elements are etched, this 

produces two resonance mode which are spatially orthogonal. 

Between the resonance frequencies of this two modes, a 

frequency of the circular polarization is obtained.  When RF 

signals are applied to the port 1,  through the microstrip-slot 

parallel coupled branch circuit the signals are divided equally. 

Then  the signals  are  divided in anti-phase to the microstrip 

lines in  the radiating  patch elements. When the signals are 

fed to the each patch element then the circular polarization 

occurs. As one port is connected in this design, so only left-

hand circular polarization (LHCP) occurs. If another port will 

be connected, right-hand circular polarization (RHCP) occurs 

[13].  

    Some related studies use two individual feed networks in 

different layers to excite separate radiating elements [6]. These 

designs require a multilayer structure for implementing dual- 

frequency arrays and are very well suited for dual-frequency 

operation with a large frequency ratio. But dual frequency 

array antenna requires relatively more complicated feed 

network when good impedance matching at two separate 

operating frequencies is required where the proposed antenna 

requires simple structure. 

 

 

 

 

D. Simulation  results: 

 

The simulated results are shown in the following figure. 

    
Fig. 4. Data of S(1,1) parameter  

 

 
 

                                                          

Fig. 5. Data of  Axial ratio 

 

    The required data for S (1, 1) parameter and the Axial ratio 

is presented in Fig. 4 & 5 respectively. Data of axial ratio 

which is illustrated in Fig. 5. This result shows a good axial 

ratio below 3-dB at the design frequency which indicates the 

proper circular polarization is achieved. The circular 

polarization occurs between the frequency of 3.76 to 3.88 

GHz. The data of S(1,1) parameter which is below 20-dB  

indicates good performance of the proposed antenna. At 

resonant frequency the efficiency is determined that 99.67% 

and the measured antenna gain is about 6.24 dBi. 

 

 

III. CONCLUSION: 

 

    In this paper, a circular polarization 2x2 array antenna is 

proposed and the characteristics of the proposed antenna are 

determined. The major advantage of single-feed, circularly 

polarized microstrip antennas is their simple structure, which 

does not require an external polarizer. Therefore, they can 

be realized more compactly by using less board space than  

dual-feed circularly polarized microstrip antennas. Each 

radiating  patch element of the proposed antenna is circularly 

polarized and LHCP is produced  using the proposed antenna.  

Axial ratio below 3-dB indicates that the proper circular 

polarization occurs. All the simulated results indicate that the 



 

 

proposed array antenna radiation is circularly polarized with 

good return loss performance. The most tremendous feature of 

this array antenna is that it can be implemented to array size 

4x4, 8x8 etc. Recently, in mobile base stations, wide-angle 

coverage satellite communications, high-resolution radar 

systems also requires dual circular polarization where 

polarization diversity is needed. This proposed array antenna 

is perfectly suitable for practical wireless communication and 

communication sectors. 
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Abstract—This paper presents a smart window blind system 

to control correct amount of sunlight needed to shine a room. The 
system can be operated in either manual or automatic mode. The 
manual mode activates two push buttons for the tilting control. 
For automatic mode, the blind will open or close, depending on 
the amount of light that is shining through the window.  The 
blind will be closed fully when the sensor level is below 200, and 
will be opened at 50% when the value is above 800. If the sensor 
level is between 200 and 800, the blind level will be fully opened. 
A servo motor is attached to the blind’s controlling shaft for the 
actuation of tilting. The results show that the system is usable 
and can be used commercially in office and home. 

Keywords— Venetian blinds, glare, ambient light sensor, IR 
remote controller, servo motor. 

I.  INTRODUCTION 
Optimum utilization of daylight, maintaining proper indoor 

lighting intensity and glare protection are some of the 
challenges that need to be solved to ensure a comfortable 
ambience at homes and offices. A window blind gives a high 
level of user convenience in terms of heat protection and also 
prevents glare related problems. Direct emission of sunlight on 
the furniture will eventually damage them. Automation of the 
window blind allows the user to protect the valuable furniture 
from direct sunlight. The controlling system that regulates the 
blind opening and closing during day time can either be 
computer based or microcontroller based [1] [2].  

Apart from that, when the sun goes down, the windows 
become transparent and the private business becomes visible 
to anyone passing by. The ability to automatically close the 
blinds after sunset can be achieved by using ambient light 
sensor.  

In addition, the automation of window blind would save  
energy consumption and will ensure the sustainability of the 
environment [3]. Closing the blind automatically during the 
hot weather will prevent the hot sun rays from heating up the 
room and thus will reduce the usage of air conditioners. 
Likewise, when it is cold outside, closing the blind can help to 
trap the valuable heat inside. If automated and controlled 
correctly, solar blind systems can reduce energy requirements 
by 10 percent.  

The blind systems are used to filter completely or partially 
the daylight entering into the room. To prevent glare sources 
from impacting the occupancy area, some constraints on 
working state of the shading device are defined. The working 
state of a venetian blind is described by the descent of the 
blind and the angle of the slats. To counteract a glaring ray, a 
minimum descent (denoted by 푑 	) and a minimum angle of 

slats (denoted by 휃  ) are imposed to the blind system [4]. It 
is as shown in Fig.1. 

 

Fig.1: Venetian blind position for glare rejection. 
The health and safety of user should never be compromised 

in order to reduce costs. The blind should ensure the privacy 
of the user staying inside the room. For example, during night, 
the blinds must be closed and opaque so that people from 
outside are unable see what is happening inside the room. The 
smart window blind should be built to have the longest 
possible useful life and require minimum repairing and 
maintenance. In case of damage, the replacement parts should 
be easily available and the repairing process should be easy 
for the user. 

The position of the sun will affect the smart window design. 
At early morning and late afternoon, the light level is usually 
ambient and hence the blind should totally open. At mid-day, 
the sunlight will usually be intense enough to cause glare to 
the user and affect his/her vision. Then, the blinds should tilt 
down and allow small amount of light into the room. The 
blind should fully close at night in order to protect the privacy 
of the user. 

A lot of researches have been conducted on window blind 
control. Chen et al. presented the venetian blind control using 
fuzzy neural network for indoor day lighting [5]. Solar 
powered smart blind system was proposed by Herrera et al. 
[6]. Kim et al. have conducted an extensive experimental 
study to evaluate the environmental performance of automated 
venetian blind [7]. As the Microcontroller Unit (MCU) is 
currently popular in designing various automatic and 
autonomous systems [8] [9] [10], this research uses the 
Arduino microcontroller unit for designing the motion control 
system of the window blind. 

II. SYSTEM ANALYSIS  
The smart window blind uses the concept of wireless 

communication which is a method of controlling the tilting of 
the blind with a motor without direct wiring. The motor 



connected to the controlling shaft and the gear provides 
balance and gripping to the shaft that controls the blind’s 
tilting angle. Fig.2 shows the flow-chart of the algorithm of 
the smart window blind system. 

 

Fig.2: Flow-chart of the algorithm for operation of the smart window 
blind system  

 
The user can choose one from two modes - either automatic 

or manual. The automatic mode  uses sensor attached at the 
front of the window. The sensor will detect the intensity of 
light and automatically tilts the blinds to an appropriate angle. 
On the other hand, the manual mode provides a direct control 
from the user via a handheld remote controller. The user will 
tilt the blind based on his/her own preference. This mode is 
preferred whenever automatic mode can’t provide optimum 
amount of lighting into the room.  

The code is written in C programming language. The 
algorithm is comprised of a process that monitors the digital 
values of the controls on the switch box. The system monitors 
a push button for the mode selection - either automatic or 
manual. The rocker switch is used as the primary input to the 
system. If the switch sends out binary 0, the system will be 
activated in automatic mode while sending out binary 1 will 
cause the system to operate in manual mode. The mode 
information will be displayed on LCD  to let the user know the 
current state of the blind. 

In automatic mode, the optical sensor returns an analog 
value ranging from 0 to 1023. The value 0 indicates the 
darkest scenario while 1023 indicates the brightest. Three 
ranges of analog values which represent the ambient, bright 
and dark environment will be declared in the microcontroller. 

Every second, a new value is read from the optical sensor 
and based on the range to which value belongs, the servo 
motor is rotated in the appropriated direction and revolution 
that has been set in the program.  

On the other hand, in manual mode, some sets of binary 
data will be declared to represent specific commands. Then, 
the signal send out by infrared transmitter will be detected by 
the receiver that has been connected to the microcontroller. 
The signal received will be decoded by the microcontroller 

into a binary data. These binary data will be compared to the 
default data in the programming and the actuator will carry out 
the command.  

III. DESING AND CALIBRATION  
Smart window blind mainly uses hardware for the design of 

the controller. The system also uses a rocker switch for user 
selection of desired control mode. Two types of controller are 
used which are infrared handheld remote control and ambient 
light sensor.  

 

Fig.3: Hardware model of the Smart Window Blind System 
 

Basically these two devices act as receiver. They will 
receive signal from the sources or transmitter. This signal will 
then be sent to the microcontroller which will send out the 
command to actuate the motor. The blind’s tilting will be 
proportional to the total rotation made by the motor. 
Connections between the hardware components have been 
illustrated in Fig.3. 

A. Smart Window Blind Design 
A servo motor will be attached directly to the controlling 

shaft. The angles of tilting were determined by the rotational 
number of the motor. The microcontroller unit, infrared 
receiver and the sensor will be placed in a controller unit. 

 

Fig.4: Smart window blind design sketched in Solid Work 
 

The system is powered by 6V power supply. LCD would let 
the user know the current mode of the system - automatic or 



manual. A rocker switch is used for the selection of desired 
operating mode of the blinds. The tilting angle of the blinds 
will correspond to the rotational number of the servo. Fig.5 
shows the whole connectivity among the different components 
of the control system. 

 

Fig.5: Designed control system circuit sketched by Fritzing 

B. Smart Window Blind Design 
Fig.6 shows the configuration for the calibration of the 

ambient light sensor. This testing is to determine whether the 
sensor can control the activation of the LED based on the 
amount of light falling on the sensor. A coding structure has 
been sketched via Arduino software which gives instructions 
to the LED to turn on whenever the light level is above 200 
and off for light level below 200. Finally, a light source is 
used to vary the amount of light falling on the sensor. 

 

Fig.6: Configuration for the calibration of sensor 
 

The test shows that the sensor can control the activation of 
LED as expected. When the sensor is exposed to the dark 
room, the LED is off. LED is on whenever the lamp is 
directed by the sensor. The calibration of IR remote controller 
has been done by sketching a set of coding into Arduino which 
gives instruction to LED to turn on whenever button ‘A’ is 
pushed and turn off when button ‘B’ is pushed. Fig.7 shows 
the configuration for the calibration of IR remote controller. 

 

Fig.7: Configuration for the calibration of IR remote controller kit 

C. Calibration of Ambient Light Sensor 
The analog values of sunlight in a day have to be known so 

that the ranges of light level can be designed. The light sensor 
has been set up and the analog values of light in a day has 
been recorded. 
 

Table 1: Analog Readings of Light Intensity by Sensor on 1/5/2013 

 

The light sensor has been exposed to sunlight for a whole 
day and the analog reading for every hour was recorded. Value 
0 indicates that the brightness level is at lowest while 1023 
indicates the brightness level is at the highest. 

 

Fig.6: Graph of light levels over time 
 

Based on the calibration, the total system settings has been 
declared and integrated to the main system. Table 2 shows the 
configuration for automatic mode. 

Table 2: Automatic mode system configuration 

 

Normally, the sun rises at 7.00 am  and the brightness level 
is ambient. Thus, the blind should fully open and allow the 
light into the room. When the time is 11.00 am, the sun is 
positioned almost at the peak of its trajectory. Then, the 



surrounding will be brightest and glaring effect will rise. At 
this moment, the blinds should allow only some amount of 
light into the room by opening at 45 degree. Later, at night, 
there is no sunlight and the outside is dark. The inside part of 
the room will be transparent to the outsider. For privacy 
concern, the blind will be fully closed. 

D. Calibration of IR Remote Controller 
Similar to ambient light sensor, each button of the IR 

remote controller was represented by analog values. These 
analog values are converted into decimal and hexadecimal. A 
simple configuration has been set up to extract the analog 
values of the buttons. 

 
Table 3: Codes of IR remote controller 

 

 
Table 4 shows the configuration for manual mode which is 

integrated to the main system. 
 

Table 4: Manual mode system configuration 

 

IV. RESULT AND ANALYSIS 

A. Development of Smart Window Blind Prototype 
Refer to Fig.7 (a); the black frame represents the room’s 

window and the orange box represents the main processing 
unit of the system. The controlling unit has been put at the 
lower front part of the blind so that the user can easily 
communicate with the system.  

Most of the electrical components were placed around the 
controlling unit box as shown in Fig.7 (c) so that it is easier to 
debug the system. The connection among the components also 
has been compiled at the inner part of the controlling unit 
because to avoid high temperature, high humidity and other 
disturbance that may affect the system performance. Both 
input and output units were connected to the controlling unit. 
An LCD has been attached to the controlling unit as to inform 
the user about the current operating mode of the system; either 
automatic or manual. 

 
Fig.7: Smart window blind prototype: (a) Final prototype,  

(b) Controller unit, (c) Inside of controller unit 
 

Fig.7 (b) shows the input units of the smart window blind 
system. A rocker switch has been fitted to the front part of the 
controlling unit so that the user can easily achieve and choose 
an operating mode. The rocker switch has markings of “auto” 
and “manual” for convenience of the user. An IR remote and 
receiver have also been placed at the front part of the system 
to make the interaction between the remote and the receiver  
smooth without any barriers.  

 
Fig.8: Outputs of smart window blind system (a) Ambient light 

sensor on the frame, at the back of window blind, (b) Servo directly 
attached to tilt-controlling shaft 

 
As for auto mode, the sensor has been fitted at the back part 

of the system as shown in Fig.8(a), which also symbolizes that 
the sensor would face up to the outer part of the room and the 
sunlight. The light falling on the window will be detected and 
converted by the sensor as the input of the system. Servo 
motor is attached directly to the controlling shaft for the 
actuation of tilting as shown in Fig.8 (b). 

B. Testing and Observation 
Lab test is conducted, shown in Fig.9, as to observe whether 

the blinds can cooperate with the three states when it is 
operating in automatic mode. At first, all sources of lights in 
the lab have been turned off. As a result, the servo rotated and 
the blind was fully closed. This configuration is to imitate 
darkness. Next, the light bulb of the lab has been switched on 
as to imitate the environment with ambient lighting. Then, the 
blind was fully opened by itself. Lastly, a lab lamp has been 
used as a source for the direct lighting to the window. Since 
the light intensity was too high, the blind then changes to 45 
degree opening as predicted. 



 
Fig.9: Automatic mode lab test: (a) Auto mode activated, (b) Light 
sensor on the window, (c) Blind closed when dark, (d) Blind fully 

opened when ambient, and (e) Blind opened to 45 degree when bright 
 

Manual mode also needs to be tested as shown in Fig.10. In 
this mode, the blind will open up and close down based on the 
user preference regardless of the outside brightness level. The 
testing was carried out by pressing any one of the two buttons 
that have been set up for controlling of the system. Button ‘A’ 
will rotate the motor counterclockwise and open up the blind 
while button ‘B’ will rotate the motor clockwise and close 
down the blind. 
 

 
Fig.10: Manual mode lab test: (a) Manual mode activated, (b) 

Interaction between IR remote unit and receiver, and (c) Servo rotates 
based on which button was pushed 

 
In addition, the selection of operation in automatic and 

manual mode was determined by the activation of the rocker 
switch. The LCD was displaying the information about the 
current state of the system; automatic or manual mode. 

C. Real Time Behavior 
Malaysia is a country that has equatorial climate with high 

temperatures and wet months throughout the years. A testing 
has been carried out by exposing the blind to the sunlight. For 
a whole day, the light level detected by the sensor for each 
hour is recorded and the opening of the blind is observed. The 
testing has been done on both dry and rainy days. Then, the 
effectiveness of the blind adjusting the opening by itself in the 
real situation can be confirmed.  

The first test was done on a dry and high temperature day. 
The blind’s opening and closing durations were observed.  
The data have been summarized in Fig.11. 

 

 
 

Fig.11: Blind's opening on sunny day 
 

From 7 pm to 7 am, the brightness level is very low and 
people from outside can see what’s happening inside the 
room. Thus, the blind was fully closed for the security 
purposed. Then, after 7 am, it is sunrise, the outside was bright 
and the blind starts to open up. The opening was at maximum 
to allow all the light into the room. However, at 10 am the sun 
is positioned at peak, high amount of light falls on the window 
and produces glare effect to the user inside of the room. The 
blind only opened to half of the maximum opening to allow 
appropriate amount of light into the room. Finally, at 7 pm as 
the outside was getting dark, the blind becomes fully closed. 

Then, the second test was done to observe the opening of 
the blind on the wet, rainy day. Basically, on that day, the 
weather was rainy and the outdoor brightness levels detected 
by the sensor were either at medium or low. Fig.12 shows the 
light level throughout the rainy day and the effect on the 
blind’s opening. The blind was either fully opened or fully 
closed since the day was gloomy and only small and moderate 
amount of light can be detected by the sensor. 

 
 

Fig.12: Blind's opening on rainy day 
 

From these real time tests, the smart window blind system 
has been proved to work properly and can adapt to the real 
situation. The system could tilt the blind based on the amount 
of light falling on the window. During the dry season, the 
blind could reject the glares produced by the sunlight on the 
brightest day by tilting to half of the maximum opening and 
provide sufficient lighting to the room while during the rainy 



season, the blind provides a good privacy as it gets dark 
outside and most people are at their home. 

V. CONCLUSION AND RECOMMENDATION 
A smart window blind system has been developed and 

designed so that it can automatically adjust to the amount of 
sunlight shining through a window. For the automatic mode, 
the blinds adjusted the tilting angle of the slat based on the 
light intensity that has been programmed into the 
microcontroller. When ambient lighting falls on the window, 
the servo would rotate counterclockwise to fully open the 
blinds while when there is very low amount of light, the servo 
would rotate clockwise to fully close the blinds.  

The smart window blind system has been designed based on 
the reviewing the basic concept and mechanism of common 
window blind. The components that are used for the 
construction of the prototype are analyzed for selection of the 
best materials and specifications that are suitable for the load 
and optimizing the budget. Originally, the servo should be 
integrated into the rail of the blind so that the shaft would not 
have to be coupled together as shown in the design. When 
there is too much ambient light and not enough direct light to 
accurately detect by the sensor, inaccuracies would be 
produced and as a result, the microcontroller would interpret it 
wrongly.  

In addition, for future improvements, the servo should be 
directly integrated into the main frame of the blind and the use 
of the blind’s shaft can be eliminated. Electrical energy also 
can be substituted with a renewable, clean energy such as 
replacing the use of batteries with solar energy. 
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Abstract—The principle objective of this research is to carry 

out an intelligible evaluation of the automated credit scoring 

system for financial service applications. The investigation tries 

to identify the key determinants for constructing an automated 

model for credit scoring applications. It  provides a comperative 

evaluation related to Statistical and Artificial Intelligence (AI) 

techniques that are used in favor of automated credit scoring. It 

also assists to highlight the most common and effective methods 

which are used in credit scoring system. Ours analysis revealed 

that improvements  are necessary (in the existing credit scoring 

system) to effectively address all financial environments. 

Although credit scoring is highly in practice in developed 

countries, however in developing countries it is not implemented 

in many financial services. Eventhough, it has high prospect of 

selecting creditworthiness, but  credit scoring industry is due for 

a major overhaul. Due to the revolution of information 

technology(IT) and big data it appears that  new IT and big data, 

analytical tools can make credit scoring highly individualized, 

accurate, and able to provide informed decision for financial 

service applications. 

Keywords: Credit scoring, applications, key determinants, 

methods, developing countries. 

I. INTRODUCTION 

The incidence of lending and borrowing has related to human 

behavior from the Stone Age. So, credit has become 

substantial in daily life and it is an issue as old as trade and 

commerce. In general, credit refers to credit card, loans, gages, 

trade financing and bond etc. Credit assessment is the most 

troublesome effort for bank and other financial institutions. 

The traditional way to grant a credit card was made by human 

experts using prior experience and other directing logics. The 

5 C’s of credit, that means the character, capacity, capital, 

collateral and conditions are the classic methods to follow in 

general. Heavy training costs, incorrect and inconsistent 

decisions for the same applications are some common traits of 

this method, which may result taking a wrong decision while 

granting credit. As a result, financial organizations may drop 

creditworthy consumers or endure great capital wreck if the 

client eventually fail to pay [1] . Sometimes these monetary 

distresses can conduct to bankruptcy. These blunders have led 

to emergence more systematic and exact methods to assess the 

credit threat.  
 At this point, automated credit scoring has become a 

crucial tool for bank and other financial institutions to assess 
creditworthiness, reduce possibility of risks, make directional 
determinations, and improve the effectiveness and the financial 
stability. The core idea behind credit-scoring comprises the 
classification of potential customers into good quality 
applicants, who has the chance to repay the loan and bad 
quality applicants who has the possibility of failure to pay the 
loan. 

Based on the literature, this study compares the 
effectiveness of different methods used in credit scoring system 
such as LDA, LR, KNN and DT and also the AI techniques 
such as Expert System, SVM, Fuzzy Logic, NN and GP. 
Moreover, it tries to highlight the main points of these methods 
and techniques. This work also points out some research works 
done in the field of credit scoring in developing countries. 
Furthermore, it gives some recommendations along with the 
possible approaches that can be taken to implement effective 
credit scoring in developing countries. 

II. AMENITIES AND CHALLENGES OF CREDIT SCORING 

A. Amenities of Credit Scoring 

Credit scoring is used progressively in loan evaluation 

because of some obvious conveniences it possesses. As credit 

scoring models are based on expert systems and other artificial 

technology, it can make a decision very quickly as it demands 

less information. It reduces unnecessary variable to make a 

decision. Different credit experts can easily and clearly 

analyze the same information given  the same weights which 

is a very important benefit of credit scoring.  Scoring does the 



loan endorsement process very promptly. It not only saves 

both time and cost of the bank and customers greatly but also 

reduces human involvement on credit assessment Mechanized 

credit scoring models are correct the preference when the 

result histories of just acknowledged application are 

considering but not all applications. They do this by expecting 

the execution of rejected application on the off chance that 

they had been acknowledged [3]. The operation of the credit 

scoring model can be observed, followed, and balanced 

whenever. By the aid of credit scores, monetary organizations 

are able to enumerate the risks allied with yielding credit to a 

particular applicant quickly.  The weights in the model give a 

measure of the relative quality of every component's 

relationship with credit execution. Lenders use credit scores to 

find out who allows for a loan along with the interest rate [4].  

Automated credit scoring has a lot of amenities that 

accumulate to the granters as well as the suppliers. To impart a 

pointed scrutiny of a person’s creditworthiness using scoring 

models, credit scores aid to minimize discrimination. This 

empowers credit suppliers to concentrate on just data that 

identifies with credit hazard and evade the individual 

subjectivity of a credit examiner. Enhanced objectivity in the 

advance endorsement procedure is another advantage of credit 

scoring. This objectivity aids lenders make sure for employing 

the equivalent underwriting benchmark to all borrowers 

paying little heed to race, sex, or different variables differ by 

law from being utilized as part of credit choices. By using 

credit scores, financial organizations can fix up their lending 

rate which they should placing their customers. Maximum-risk 

customers are imposed a higher lending rate. These assist 

financial organizations to conduct their accounts more 

effectively and fruitfully. 

B. Challenges and  Restrictions of Credit Scoring: 

In spite of  credit scoring has profound advantages, its few 

defects ought to likewise be noted. As credit scoring is a 

mechanical framework for investigating the advance 

candidate, so that there is an opportunity to break down and 

decipher some information inaccurately. Credit risk can never 

be weighed precisely, and any model that anticipates it, is 

erroneous. It additionally might change overnight. Example: 

The possessor of an industry succumbs and there is nobody 

qualified to supplant him. While developing a credit scoring 

model utilizing a one-sided example of buyers and clients who 

have been result credit, one of the significant issues can appear 

[46]. This might happen on the grounds that just the good 

customers are represented as the sample is one-sided and 

rejected customers will not be incorporated into the 

information for developing the model. The credit scoring 

system that use this example may not execute efficiently on 

the overall inhabitants while the record used to assemble the 

model is apart from the record that the model will be applied 

to. Therefore, if  a credit scoring model has not every possible 

variable,   usually it will a credit scoring model has every 

possible variable in it and it is frequently updated, normally it 

will be unable to classify some customers or unable to provide 

sufficient outcome.  In statistical credit scoring, it requires a 

lot of data on each loan and also requires a consultant to 

manage and to monitor everything. It can reject faulty 

applications, but it cannot modify them. It is also susceptible 

to misuse[47]. Forces a dichotomous result, for example, 

either the borrower inability to pay or not is another feedback 

of credit scoring. Along these lines, a scope of the possible 

outcomes can be incorporated, as every now and again the 

borrower declares an issue with payments, and the loan terms 

can be renegotiated. In addition, credit scoring models are too 

excessive to purchase and prepare credit analyst furthermore 

fluctuate starting with one market then onto the next. Now and 

again a credit scoring framework might dismiss the 

trustworthy purchaser as a result of exchanging his/her 

employment or address. In spite of the confinements 

mentioned above, there is no hesitation that credit scoring will 

keep on being a noteworthy instrument in the foreseeing credit 

risk in consumer lending. 

III. APPLICATIONS OF CREDIT SCORING 

Be that as it may, utilizations of credit scoring have been 

generally utilized as part of various regions, together with 

osmosis between various factual methods utilized as a part of 

expectation purposes and order issues. These may be arranged 

into bookkeeping and finance, promoting, building and 

assembling, health and prescription, and general applications. 

However, not every one of these applications is generally 

utilized equally. In the early years, money related 

organizations utilized credit scoring basically to settle using a 

credit card choice for advance applications. Nonetheless, the 

utilization of credit scoring has developed from settling using 

credit card choices to settling on choices identified with 

lodging, protection, fundamental utility administrations, and 

even employment. In the field of bookkeeping and finance, 

financial institutions utilized scoring primarily to settle on 

layaway choices for loan applications. Here, credit scoring is 

also used for different purposes such as bankruptcy prediction 

and bankruptcy classification, financial distress[2], scoring 

applications[3] and so on. Credit scoring applications in 

saving money segments have extended amid the last couple of 

decades [4]. The assessment of new customer loan is a 

standout amongst the mainly essential uses of credit scoring 

models and has pulled in consideration over the last several 

decades [3]. Crediting small & medium enterprises (SME) and 

microfinance have been decided by credit scoring also [5]. In 

option to choices on individual credit applications, monetary 

organizations now make utilization of credit score assessments 

to put credit limits, oversee accessible records, and gauge the 

benefit of customers. Credit scoring models have additionally 

been utilized as a part of the protection business to settle on 

the uses of new protection approaches and the re-

establishments of existing policies. There is considerable 

utilization of credit scoring in the home loan industry too [6]. 



IV. BASIC FACTORS OF CREDIT SCORING 

The purpose of the variable selection in the credit scoring 

model is to obtain a role model with low dimensionality. The 

exactness of the model might enhance by utilizing a formal 

technique for picking the most suitable customer variables and 

the many-sided quality of the model might decrease by 

disposing of the non-significant variables. So, variables 

selection may affect the performance of the model. 

Predetermined scores, looked into the customer's financial 

record and reliability was the base to minimize the likelihood 

of wrongdoing and default for credit experts. A new applicant 

is determined by some attributes such as sex, age, marital 

condition, dependents, telephone, credit card, learning level, 

job and duration at present address. These characteristics are 

broadly practiced in constructing scoring models [7][8].  The 

working of scoring models likewise utilizes length of staying 

at present employment, bank account, total credit, credit 

duration, purpose of loan, house proprietor, car owner, month 

to month pay, mortgage, guarantees etc [7]. In some cases 

spouse’s individual information, like salary, no of child,  age  

and others has been integrated in the list of variables More 

variables, for example, worst record status, time in vocations, 

time with bank and others are less every now and again 

utilized as a part of building scoring models [9]. To decide 

individual credit scoring debt, length, credit history, payment 

history, types of credit and new credit are utilized. To 

fabricate scoring models there is no ideal number of variables 

that ought to be utilized. The choice of the variables contrasts 

from study to think about relying upon the way of information. 

For example,[8] applied forty-one variables, and twenty-nine 

variables have been utilized by[10]. Therefore, the danger 

system and the credit society of the organizations ought to be 

transformed by a part scoring model. 

V. THE METHODS OF CREDIT SCORING MODEL 

Credit scoring optimization is a rising topic now a day where 

different researchers are using different techniques for 

choosing the right applicant and reducing credit loss. In order 

to obtain a satisfactory credit scoring model, numerous 

methods have been proposed. In this paper, four statistical 

techniques have been discussed; these are DA, LR, KNN and 

DT. In the other hand this study also discussed five Artificial 

Intelligence (AI) techniques: Expert System, SVM, Fuzzy 

Logic, NN and GP. A short description of these techniques is 

discussed in this section. 

A. Statistical and Optimization approaches: 

Discriminant Analysis (DA) is generally used for modeling 

sorting tasks as a statistical technique. Fisher proposed that -

DA is a classification and discrimination tool which was one 

of the first methods that applied to make credit scoring models 

by comparing between those loans which was defaulted and 

those which was not. DA’s base assumption is that, the 

explanatory variables are distributed as a multivariate normal 

distribution with a common variance covariance matrix for 

each given class of response variable [25][26].  

Logistic Regression (LR) is derived from linear regression. It 

is more suitable for fraud detection problems. Where other 

statistical tools failed to fit in, it can fit several kinds of 

distribution functions such as Gamble, Poisson, and normal 

distributions [27]. Another quality of this method is that, it 

does not need normal distribution variables and also the 

linearity of relationship between dependent and independent 

variables is not assumed in this method. The disability of LR 

is, it cannot properly resolve the problems of non-linear and 

interactive effects of explanatory variables [28]. 

K-Nearest Neighbor (KNN) has some fascinating features in 

credit scoring. For example, it is feasible to exceed the 

problem of population drift by using KNN, because it strongly 

updates by dropping older cases and by adding new candidates 

to the design [29][30]. But these methods have not been 

practiced largely in the credit scoring industry, because its 

predictive accuracy is extremely affected by the measure of 

distance and the cardinality of the neighborhood [31].  

Decision Tree (DT) is a classification technique used in 

stimulant automated credit scoring models [32]. In order to 

solve the classification issues, a tree-like chart of choices and 

their conceivable results is used mostly. The root node of this 

tree is the highest node which a decision should tackle it. On 

an attribute or input variable, a test is done in each inward 

node. The leaf nodes speak to the classes and every branch 

taking after the node prompts the aftereffect of the test. Over 

fitting can be a problem of using this method. 

B. Artificial Intelligence techniques: 

Expert System (ES) is one of the traditional methods in 

accessing credit scoring. They were designed to replicate the 

way of thinking of human experts.  In an ES the credit 

decision is bestow upon the local or branch lending officers 

[33]. In the decision making process the expert’s expertise, 

subjective judgment and weighting of certain key factors play 

an important role. The advantages of using ES for credit 

analysis are speed and accuracy, both which far surpass 

human capacity.  

Support Vector Machine (SVM) is a learning system that 

uses a linear model to map into a higher dimension feature 

space from the input vector using a kernel so that there is a 

linear reparability between the two groups [35]. Examples 

from the training that are close to the maximum margin 

hyperplane are named support vector. Normal distribution and 

continuity – this kind of data structures are not required which 

is the main advantage of SMV [39]. One of the main 

disadvantages of SVM is that it is sensitive to outliers or 

noises in the training sample due to overfitting. 

Fuzzy Logic is an extension of multivalued logic. Many 

parameters are used for determining the credit scoring which 

are usually vague, difficult to define, and even conflicting. 



Fuzzy set theory was developed to handle this kind of 

situation, and improving the accuracy of credit scoring [36]. 

Fuzzy rule based system provides explanation when deriving 

the credit score, while most of credits scoring models do not 

explain how the results obtained. 

Neural Network (NN) contains a large number of nodes by 

links. By finding the complex pattern between input and 

output variables, NN can predict the outcome of new 

independent data of input.  The feed-forward NN containing 

back-propagation (BP) is largely used for credit scoring, 

where the pre-layer gives signals to the neurons and output 

them to the next layers without feedback. The strong learning 

ability and no assumptions about the relationship between 

input variables are the main advantages of NN. Also they act 

as black boxes as it is difficult for humans to interpret the way 

neural networks reach their decision [8][42]. A disadvantage 

of NN is that a number of parameters like the network 

topology must be defined analytically. 

Genetic Programming (GP) is a search heuristic that imitates 

the process of natural evolution [7]. Genetic Algorithms (GA) 

provide the solution in the form of a string. Every string is the 

encoded binary, real etc., version of a candidate solution. To 

compute a whole generation of new strings, standard GA 

applies genetic operators such as selection, crossover and 

mutation on an originally random population [40].  

Table I provides a detail of different statistical approaches 

along with AI technologies used in various articles by the 

researchers. This table incorporates the analysis, references 

and important features of all those given methods.

 

TABLE I.  CORERELATIVE STUDY OF DIFFERENT METHODS OF AUTOMATED CREDIT SCORING FROM PUBLISHED RESEARCH 

APPROACHES METHODS COMMENTS 

Statistical  

approaches 

(SA) 

 

LDA 
[24][25][26] 

It is still one of the most broadly established techniques to classify customers’ credit score as good or bad by using 

linear functions. However, DA cannot properly deal with non-linear problems. 

LR 

[3][27][28] 

It performs well on big dataset. However, this method can be applied on a small dataset or a data set with a short 
repayment history, but the quality of the scoring model can decrease. 

KNN 
[25][29][30][31] 

It enables modeling of irregularities in the risk function over the feature space and a fairly intuitive procedure and 

can be used dynamically but its predictive accuracy is extremely affected by the measure of distance and the 

cardinality of the neighborhood. 

DT 
[32] 

It solves both classification and regression problems. As like LR, it needs big dataset in order to get dependable 

predictions. 

 

 

AI 

technologies 

 

Expert System 
[33][34] 

It does not end up with a score card which gives weights to each answer instead it classifies the consumers into 

groups, each group being homogeneous in its default risk. 

SVM 

[35][39][41] 

It produces global optimal solution and can work well with few samples but selecting kernel and its parameters is a 

tricky issue. 

Fuzzy Logic 

[36] 

It can derive human understandable rule and has low computational requirement but random choice of membership 

function can bias the result. 

NN 

[8][37][42] 

It is good at function approximation, forecasting, classification, clustering and optimization tasks but demands a lot 

of training data and training cycles. 

GP 
[7][40] 

 

It can perform better than traditional techniques such as MLP, CART, C4.5 and Rough set. However it is difficult to 

come out with a generic model for all class of problems. GP also requires good processing power. 

 

Based on the literature, table II compare the effectiveness of 

different methods used in credit scoring system. It compares 

the accuracy (percentage of correctly classified instances) of 

the methods. The vast majority of the studies that concentrated 

on correlation between various strategies for credit scoring 

have found that artificial intelligence techniques, for example, 

neural networks, genetic programming and fuzzy algorithms 

are superior to the conventional ones taking into account the 

average correct classification rate criterion. However, the 

more straightforward classification methods, for example, 

LDA and LR, additionally have a decent performance in this 

context. 

 

 

 



TABLE II.  A COMPARISON OF DIFFERENT METHODS (SA AND AI) USED IN CREDIT SCORING SYSTEM (BASED ON THE LITERATURE). 

Research 

Work 

West 

(2000) 

[37] 

Lee et al. 

(2002) 

[38] 

Baesens 

(2003) 

[39] 

Ong et al. 

(2005) 

[40] 

Yu et al. 

(2008) 

[41] 

Tsai 

(2009) 

[42] 

Chuang 

(2009) 

[43] 

Wang 

(2012) 

[44] Methods 

LR 81.8 73.5 79.3  73.2 84.7(avg) 76.5 71.6 

LDA 79.3 71.4 79.3 80.8  76.8 76.0  

DT 77.0  77.0 78.4    69.0 

NN 82.6 
73.7 

(77.0) 
hybrid LDA and NN 

79.4 81.7 77.2 92.7 79.5 71.5 

CART 76.9      77.5  

KNN 76.7  78.2      

GP    82.8     

SVM   79.7  78.8   72.4 
(avg ) 

 

VI. CREDIT SCORING IN DEVELOPING COUNTRIES 

The goal of credit scoring is to measure the financial risk of 

the loan, so that the loan provider can make credit lending 

decisions quickly and objectively. Human judgment of 

creditworthiness can be time consuming whereas credit 

scoring gives advancers to find out credit worthiness in lesser 

time. Because of this advantage banks in developed nations as 

US, UK and Europe have been using credit scoring techniques 

with higher success rate [45].  In the developed world, they 

have large credit scoring firms like Equifax, Experian and 

TransUnion to reduce the cost of identifying creditworthy 

applicants. On the other hand, the lack of proper data and 

reliable information about the credit or monetary history of 

bank clients in the developing countries credit scoring can be 

difficult to deal with. A credit scoring system that fulfills the 

developing countries’ need is yet to be discovered. Currently 

they are trying to find out an automated credit scoring 

technique which works best for them. In some of these 

countries, already have started to use credit scoring system 

which has been designed by developed nations and many of 

them are working to create their own credit scoring systems to 

give loan in the industrial area[15]. However, credit scoring 

has not been practiced effectively in small financial areas like 

mortgages, credit cards or personal loans.  It is expected that 

integration of automated credit scoring system in developing 

countries could bring benefit to the financial sector as well as 

economy. As the financial organizations can determine 

whether there is a risk or not to grant the loan to the customer.  

Moreover, in developing countries small and medium 

enterprises (SMEs) are thought to be an important source of 

innovation and employment because of their flexibility in 

responding to new market opportunities and their potential for 

growth.  Many developing countries have already commenced 

to practice automated credit scoring as a tool for their 

economic development.  

Table III, gives an idea of adaptation of credit scoring methods 

and innovation being used for developing countries. 

 

VII. PROSPECT OF CREDIT SCORING IN DEVELOPING 

COUNTRIES 

In developing countries, financial system is mostly 

microfinance. Therefore, prospect in credit scoring in 

developing country is related to adaptation of credit scoring in 

microfinance.  

Some recommendations for micro-lenders and microfinance 

institutions in developing countries: 

I. The quantity of distributed credit scoring 

contemplates for microfinance is constrained. There 

is a need to broaden the geographical range of credit 

scoring examines towards Eastern Europe-Central 

Asia and Middle East-North Africa as little quantities 

of studies have been distributed in these regions. 

II. The oppressive force execution of credit scoring 

frameworks for microfinance remains excessively 

feeble, making it impossible to legitimize a complete 

inversion of the conventional credit process towards 

scoring. However, credit scoring ought to end up a 

refinement instrument in the present procedure as it 

has effectively ended up being steady, simple to 

utilize, furthermore to have a specific discriminatory 

power. Enhancements of the discriminatory power by 

means of model mixes reject induction examination 

and more pragmatic confirmation, may bit by bit 

build the part of credit scoring in the credit process. 

As there is no compatible credit scoring solution in developing 

countries, efficient approaches to implement better credit 

scoring system should be taken into consideration. Possible 

approaches that can be taken to implement effective credit 

scoring in developing countries are: 

• Pointers of conduct got from cellphone transaction 

records can be prescient of loan payment [48]. To 

gage the prescient nature of the strategy, research has 

been made where joined bank information from loans 

have been completed with borrowers' cell telephone 

records. It predicts who among these people wound 



up repaying their loan, in light of how they utilized 

their cellphones before taking a loan. The 

examination additionally found that the prescient 

accuracy of the technique approaches that of credit 

scoring strategies utilizing conventional information 

as a part of more created settings. 

• Involving social media in credit scoring can be a 

fruitful way in developing country. A huge number of 

people use Facebook and tracking their social media 

activity can help lenders calculate the risk factors. 

However there are negative sides of this as well. The 

utilization of "big data" in advertising to target 

particular shopper gatherings is as of now a 

questionable practice, for the most part since couple 

of customers ever acknowledges they are being 

tracked.  

• Microfinance industry faces a big challenge on 

building long-term relationship with their clients. 

Usually, first credits are small and short-term loans. 

As a result, to enter the market, a special arrangement 

is needed. If all the terms are fulfilled by the client, 

they can provide clients higher amounts. It gives the 

client an incentive to stay with the institution.

 

TABLE III.  SUMARRY OF RESERARCH WORK THAT CONSIDER DEVELOPING COUNTRIES FOR PRACTICING AUTOMATED CREDIT SCORING 

Country 

Name Adaptation of credit scoring 

Bangladesh 

[11] 

Investigates the effect of the MFI program mediation on the moneylender interest costs in northern Bangladesh and found that moneylender 

financing costs increment with the rate of households borrowing getting from MFIs in the town. 

India 

[12] [13] 

They attempted to decide how far back these forecast models can anticipate that the organizations would get into financial related distress. 

Many different methods including the hybrid model of GA, Fuzzy c-means algorithm and MARS are conceptualized for prediction of 

bankruptcy. From the study it was visible that hybrid models work better than other static bankruptcy models. 

Pakistan 

[14] [15] 

Karachi stock exchange's non financial listed companies data were studied. Moreover it was evident that Abbas model and Altman's  Z Score 

model was an effective tool to verify the financial stability of the company. 

To predict bankruptcy in Pakistan the most considerable financial ratios were acknowledged. 

Malaysia 

[16] 

Examine the determinants of credit hazard and demonstrated that the liquidity proportion was huge in deciding credit hazard previously, then 

after the fact income administration was balanced. 

Iran 

[17] [18] 

The data of diferent firmsof an organization was reviewed and a data mining model was invented to specify the non bankrupt and bankrupt 

firms. 

Tried to predict the failure or survival of Iranian marketplaces depending on financial ratios. In favor of this purpose GP and MDA were used. 

Ghana 

[19] 

Loan default rate in micro finance institues are still high.A fuzzy logic based approach is provided to credit scoring in order to reduce the loan 

default. 

Nepal 

[20] 

Demonstrated that credit risk management is an imperative indicator of bank financial execution. In this way achievement of bank execution 

relies on upon danger administration. 

Sudan 

[21] 
LR and DA works superior on predicting future loss.A new method has been proposed using these models to foresee bank’s failure. 

Vietnam 

[22] 
Utilized a way to deal with the present shortcomings in credit scoring forms and gives a hypothetical establishment of credit scoring value. 

Turkey 

[23] 
Redesigned the quantitative analysis utilized as a part of the financial execution modules of best in class credit scoring techniques. 

 

VIII. CONCLUSION 

Credit scoring is a broadly utilized method that helps banks 

and other financial establishments to choose whether to allow 

credit to buyers who applied for loan. Nonetheless, with 

progression of technology, the technique for credit score 

should be redesigned. Utilizing enormous information to 

decide lower, customized rates on credit cards and loans will 

advantage monetarily dependable individuals in a way the 

present framework does not, permitting reliable borrowers to 

pay less and escape obligation speedier. Also, fabricating a 

client base of monetarily mindful individuals will advantage 

banks - decreasing the dangers of misrepresentation, and 

additionally default and sparing organizations cash over the 

long haul. Putting resources into the fate of stable people 

similarly puts resources into the fate of a stable financial 

industry and national economy. It is the ideal opportunity for 

the financial framework to grasp a bigger extent of markers to 

decide budgetary obligation; basically, the old methods for 

assessment can not stay aware of better approaches for living 

and working. This begins with social affair a superior 

comprehension of buyers to make financial arrangements that 

fit their individual needs. Instruments are being created that 

will make lending more productive to both the banks and the 

borrowers. Equipped with capable software and refined data 

science, the eventual fate of the financial industry lays on the 

capacity to bring educated individual finance into the current 

period. 
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Abstract— There are continuous research and debate on lip 
reading specially how to get accurate speech recognition. This 
paper presents and analyzes various lip reading techniques to 
classify the discrete utterance with acoustic and without acoustic 
signal based on visual feature analysis to improve the highest 
efficiency of speech recognition. This Paper also describes feature 
extraction methods, applications of different environment, 
highest accuracy, limitations, numeric experimental comparisons 
and future research direction.  
 
Keywords –Lip-reading, visual speech reading, visual feature 
extraction, SVM, KNN, optical flow, HMMs etc.  
 

I. INTRODUCTION 

Recognizing speech in noise or noiseless 
environment is one of the major research challenges in real 
world and machine vision [1]. Speech perception is 
multimodal process which is not involved only audio 
information but also visual information. Although we can’t 
use only speech hear (audio) or only visual information for 
getting highest performance of speech recognition [2]. Both 
combination can be improved the performance of speech 
recognition as well as used in different methods. If there are 
limited numbers of utterance with lip shape to be identified 
then it can be possible to use as visual information to do 
speech recognition.  This phenomenon is widely known as lip 
reading [3]. It is an important alternate to traditional speech 
recognition technology. It can be used whether audio is 
seriously corrupted or unavailable by background noise. 
 
 
 
 
 
 
 
 
 

 
 
For a practical point of view lip reading is considered as 
subject depended (SD) [24, 30] and Subject independent (SI) 
systems [25, 30]. The SD system can be used in private 
environment and customized for a particular user. For example 
in a smart vehicle, read voice command from the driver to 
operate different devices. Earlier the training data is provided 
directly by the user. 

On the other hand, the SI system is used to serve large 
crowd users in an open environment. For instance a social 
robot can be captured vocal querries from a user in a public 
environment. To improving the highest speech recognition 
[12] via lip reading, there are several techniques/methods 
used, such as: 
 

A. Active appearance models. (AMMs)[26]. 

B. Using Classifier based phoneme [27]. 

C. Feature extraction from frequently and infrequently 
nature of changing images [28]. 

D. Combination of geometric and appearance based 
features [29]. 

E. Image space for temporal interpolation [30]. 

F. Motion estimation of lips using optical flow [31] 

 

The figure 1 shows basic block diagram of lip reading 
system. 
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Figure 1: Block Diagram of Lip 
Reading System [28] 



The rest of this paper is organized according to the following 
structure: section II describes a brief literature on traditional 
lip reading systems, a comparative analysis is demonstrated in 
section III, section IV presents a comprehensive discussion 
and section V concludes the paper. 

 

II. LIP READING SYSTEMS 

A. Active Appearance Models (AAMs) 

An Active appearance model [26] is a model that consists 
of a region of lip shape plus an appearance component of 
frame from a video [1]. The shape frame is constructed a set of 
images with x and y co-ordinates in a mesh with a set of 
vertices and applying major element of lip region. This 
technique uses the following two tools.   

Hierarchical LinearDiscriminant Analysis  (HiLDA) 

HiLDA (Hierarchical Linear Discriminant Analysis) is 
used to capture the dynamic of visual speech and also used to 
reduce the dimensionally of feature vectors [2]. To compute 
the features of HiLDA, linear discriminant (LDA) is applied in 
high dimensional feature vector formed by concatening 1st, 2nd 
and 3rd frames in a 15-frame window. After that a MLLT [3] is 
applied within class distance to minimize and maximize of 
feature map. 

Kaldi Pipeline and DNN for Speech Rrecognition: 

Kaldi is a toolkit for speech recognition with DNN (Deep 
neural Network) and ANN with several hidden layers of the 
input and output units. All first raw features are required to be 
prepared and converted into a suitable format for reading and 
writing in Kaldi . The 39 dimensional mel frequency cepstral 
coefficient (MFCCs) [26] with energy of the acoustic feature 
delta-delta and delta co-efficient are appended. The 23-
dimensional vectors are formed by concatenating the audio 
and visual features. Decoding system consists of three steps 
such as- courage model rescoring decode, lattice generation 
and decoding [20] graph generation. In this method DNN gave 
85% word accuracy which is huge improvement on the 
baseline HMM performance. 

 
WFST Decoder: 
The three steps are used to decode the speech utterances; to 
decoding graph generation, lattice and decode generation and 
tongue model rescoring. The graph of decoding using either a 
GMM-HMM or a DNN-HMM is modeled as a finite-state 
transducer (FST) formed by composing an FST symbol of the 
HMM, pronunciation dictionary, phonetic context-dependency 
and tri-gram language model.  

HCLG =min (det (HoC oLoG)) 
Where , 

 
H= WFST composition of HMM structure  
C= phonetic context-dependency  
L=Lexicon  
G= language model or grammar . 

B. Using Classification based Phoneme  

In this method visems [27] is dependent on speaker. This is 
a visual cue which is representative of a subset of phonemes 
on lips [4, 5, and 6]. So a set of visemes classifier are 
inherently smaller that a set of phoneme classifiers. The unit 
of acoustic speech is called phones and the unit of visual 
speech is called visems. The relation between phonemes to 
viseme is called P2V maps [4]. A set of confused matrices for 
each speaker used to cluster together. It is performed on word 
recognition using classifier based phoneme labels. In the 
clustering process a new P2V mapping is reclassified of a new 
viseme grouping each time of phoneme [27]. This process is 
45 times P2V maps per speaker. New classifiers are then used 
to repeat word recognition task. 

There are three steps are used for viseme recognition 
• Phoneme recognition 
• SD phoneme clustering 
• Viseme recognition. 

 
Phoneme recognition:  

For phoneme, single-state tied short pause or HMM 
short silences are used between words in the uttering 
sentences. There are also used bigram word network to 
support recognition. 
 
SD phoneme clustering: 

Phonemes are assigned to vowels and consonants. 
Vowels and consonants cannot be mixed and pair score be 
merged equal a score be broken randomly. This process is 
repeated for a possible set of visual units. 
 
Viseme recognition: 

It is based on Gaussian mixture of time components and 
three state HMMs. A single state-tied short –pause is used 
between words of uttering sentences. There are also  used a 
bigram word network to support recognition of word time 
around  visime classes to be used as recognition. 

 
Word recognition measurement: 
The Word recognition performance to the HMMs  is measured 
correctness of A and C 

C= 
N

SDN −−
  

A=
N

IC −
 

Where , S means number of substitutions error, D means 
number of deletion error, I means insertions errors, N means 
total number of labels. 

 

C. Feature extraction from Frequently and Infrequently 
nature of Changing Images 

In this method, little common scene detection of video 
techniques HD, ECR, SCDSW and SAD are elucidated. The 
proposed method is the feature extraction from changes of 



scenes on a ground truth of frequently or infrequently nature 
of changing images [28]. 
 
Method: 
At first ffmpeg [7] (open source tool) is to extract all key 
frames. Then the result is summarized for key frames of 
external videos.A set of feature are extracted from the image. 
The features are classified. The statics methods analyze is use 
to classify by the spatial distribution of gray values by 
computing local feature at every point in the image. Then the 
texture is described for statistic measures. The statistical 
methods are further classified into one pixel (first order), two 
pixel (2nd order), then three or more pixel (higher-order) 
statistics [8]. The available used of statistical methods are gray 
level co-occurrence matrix(GLCM), Histogram properties, 
auto correlation, gray level Run-length(GLRL) and Local 
Binary pattern(LBP). Due to the relatively small size of image 
and large number of images in data set ordinary histogram is 
suitable for simplify and calculation. There are eight feature 
are considered to classify in the method such that minimum, 
maximum, mode gray value, variance, mean, skewness, 
kurtosis and standard deviation [28]. 

By using these features, considering time sequence 
between continuous frames are used for word recognition. 
 

 The KNN: 
The k-nearest neighbor algorithm (KNN) is a technique to 
classifying objects based on closet training examples in the 
feature space in pattern recognition. KNN is a method of 
supervised and instance-based education or idle learning 
wherever the purpose is only approximated nearby and all 
computation is deferred in anticipation of classification. The 
KNN algorithm is amid the simplest of all machine learning 
algorithms: where an object is classified through a mass vote 
of its neighbors, through the object being assigned to the class 
the majority common amongst its k nearest neighbors (k is a 
positive integer, typically small). If k = 1, after that the object 
is easy assigned to the class of its adjacent neighbor [39]. The 
KNN algorithm is very simple and easy to execute. There is 
not an explicit model it. And the KNN is mainly effective 
technique for the type of data variables including the 
characteristics. In the classification phase, k is a user-defined 
steady, and an unlabeled vector (a query or test spot) is 
classified by assigning the label which is the majority frequent 
among the k training samples nearest to that query spot [28].  

 
 

D.  Combination of geometric and appearance based features 
 
       This method describes the uses of visual feature 
describing geometry and appearance [29] of the lips. Also 
provide a reasonable tradeoff between accuracy and 
degeneration of the models. There are use HMM (Hidden 
Markov Model) to implemented of isolated digit recognition 
and the phonetic boundaries are used to estimate the video 
sequence for each digits. The CSIRO toolkit [29] implements 

mode fitting by regularized to align the facial expression. 
After that the facial land marks is detected in the frames 
automatically. For face detection viola-Jones face detector is 
used. In the part of data processing the recordings are 
segmented into turns to align the speech signal the open 
source SAILAlign [9] is used. Also calculate for each digit the 
phonetic boundaries are used to estimate in video sequence. 
This method also implemented a minimize error on extraction 
of facial land-marks after normalization [10]. 
 
 The HMM: 
 Hidden Markov models (HMMs) are a formal foundation for 
making probabilistic models of linear sequence 'labeling' 
problems They provide a conceptual toolkit for building 
complex models just by drawing an intuitive picture. They are 
at the heart of a diverse range of programs, including 
genefinding, profile searches, multiple sequence alignment 
and regulatory site identification. HMMs are the Legos of 
computational sequence analysis. 
 
E. Image space for temporal Interpolation 
 
This system has been developed to separate strategies for SD 
(Subject depended) and SI (Subject In depend) lip reading. To 
perceive speech a multimodal process is required, such that 
information of hearing and visual [11].The combination of 
hearing and visual information, it could significant 
improvement of speech recognition [12]. Image space for 
temporal interpolation [30] is a simple curve matching 
problem to tackle the STSS problem; it has projected a video 
normalization method to get better the system. It is suitable for 
lip reading system can be considered as SD and SI system.SD 
is used in private environment, like inside car, such a system 
may perhaps be build in a smart means of transportation to 
operate different device by voice command. 
In the system, instruction data is probably provided straight by 
the user. On the other hand, a subject in depend system is used 
to work a large group of work users, like public places. 
Example is that a social robot can be capture vocal queries 
from large number of users [30]. 

The SD system faces various challenge in environment 
like that user to access system including large variation within 
lip shapes , skin texture around the mouth, varying speed and 
different accent which has occurred significant effect the 
spatiotemporal appearance of a speaking mouth. 

 
Support vector machine (SVM) classifier: 

Support vector machine (SVM) classifier intended for linear 
and separate container is able to get the best separating hyper 
plane between classes inside sparse high-dimensional spaces 
by means of comparatively a small number of training data. 
SVM maximizes the expanse of the sorting out hyper plane 
from the neighboring training data point called the support 
vectors [30]. SVMs were chosen outstanding to the talent of 
SVMs to discover a globally best decision function to split the 
different classes of data. The LIBSVM toolbox (Chang & Lin, 
2001) [30] is used in the experiments to plan the c-SVMs. The 



one-vs-all multi-class SVM method is adopted in the training 
of SVM classifier. One SVM was formed to study each 
viseme. The gamma parameter and the mistake expression 
penalty parameter C, of the kernel function are optimized 
using iterative experiments (grid search).  

Local Binary Pattern (LBP): 
LBP is a straightforward yet very well-organized 

texture operative which is labeled the pixels of an image 
through thresholding the neighborhood of every pixel and 
considers the effect as a binary number. Outstanding to its 
discriminative power and computational cleanness, LBP 
texture operator is going to a admired advance in a variety of 
applications. LBP be able to be seen as a unifying move 
toward to the conventionally different geometric and structural 
models of surface study. Possibly the majority significant 
possessions of the LBP operator in real-world applications that 
toughness to monotonic gray-scale changes caused, used for 
example, through light variations. An additional important 
assets is its computational is very simplicity, which makes 
LBP feasible to analyze images in demanding real-time 
settings in the world.  

Multiple kernel learning (MKL):  
MKL is  a set of machine learning methods that make use 

of a predefined set of kernels and study an best linear or non-
linear grouping of kernels as element of the algorithm.  The 
reasons to make use of multiple kernel learning contain a) 
capability to choose for an optimal kernel and parameters from 
a superior set of kernels, dropping bias due to kernel collection 
as allowing for additional automatic machine learning 
methods, and b)  the combining data from dissimilar sources 
(e.g. echo and images from any video) that have dissimilar 
ideas of parallel and therefore have need of dissimilar 
kernels.As an option of creating a new kernel, many kernel 
algorithms be able to be used to merge kernels by now 
recognized for each entity data supply. 
 

F. Optical flow analysis for motion of lips . 
In this method represent a lip reading technique to analysis 

the discrete utterance without measuring acoustic signal [31]. 
The technique analysis video data of lips motions by 
computing optical flow and using SVM. Inter and intra speed 
of speech chances can beat through normalization by using 
interpolation and MSE. Speech based system is useful only a 
natural information can be used in a system there are few 
number of systems proposed that mechanical sensing of facial 
movement, palate’s movement, recording facial muscle 
activities, facial and measuring intra oral pressure [13].Kumar 
et. al. [14] has reported on a speech recognition based on 
electromyography (EMG) signals of speaker’s facial muscles. 
The VSR scheme can be largely categorized in two system, 
such as- shape-based [15] and pixel-based approaches. Shape-
based approaches are used to identify contour of mouth for 
classifying utterances. Pixel based feature are used for image 

transforms like as DCT [15][16][17][18]. Discrete wavelet 
transform (DWT) [18] principal component analysis and linear 
discriminate analysis (LDA)[16].LDA is used for lip reading. 
The other feature extraction methods are that analysis of 
image sequence to represent dynamics of the lip while speaker 
spooked.  Yan et al[19] propose for dynamic lip reading 
approach using MHI or  spatio Temporal Templates .The One 
general problem in audio visual speech recognition system is 
sensitivity of the system to the inter-speaker variations[31]. 
For that subject in depend application are not supported by the 
systems. 
 
Proposed technique in optical flow analysis for motion of lips: 
       The method consists of automatic temporal segmentation 
(i.e. Compute start and stop frames of an utterance) of isolated 
utterances (achieved by pair wise pixel distance) which called 
temporal matching. Then converted the color images to binary 
images then mean difference of accumulative frames, and then 
squared to get absolute values and prominent values. Then 
resultant signal are smoothed using linear interpolation 
method and further smoothed by Gaussian filtering [31]. 
 
In the final step after evaluating the start and end frame of an 
utterance fed into VSR system. The system extracted VSF 
(visual speech features from the image data that were fed into 
SCM system to classify. In feature extraction zero energy 
difference frames are filtered out using MSE method. Then it 
reduces computational burden while calculation optical flow 
(optical flow [31] is the system which is measured of visually 
apparent motion of object in video data. It also measure 
spatio-temporal variance between two image frames). 
 
Result calculation: 

The  result is calculated [31] by 

Accuracy = 
FNFPTNTP

TNTP

+++
+

x 100% 

Sensitivity = 
FNTP

Tp

+
x 100% 

Specificity = 
TNFP

TN

+
x100% 

Where, TP= True Positive, TN=True Negative,FP= False  
Positive, FN= False Negative 

 
 

 
 
 
 
 
 
 
 
 
 
 



  

III.  COMPARISON OF VARIOUS METHODS OF LIP READING SYSTEMS 
 
 

Sl  Method Name Accuracy, specificity, sensitivity other specifications Remarks 

A Active appearance 
model(AMMs)[26] 

Decoder features Models SE %Word Acc Comparing between 
baseline 

 System of only visual 
speech recognition.  
 Proposed system’s  

result is  
shown  

 using DNN on WFST 
decoder. 

  (CI-Context independent 
 and CD- Context 

dependent) 

WFST 
[Khaldi] 

AAM CD-DNN .36 77.49 
HilDA  CD-DNN .30 84.67 
AAM CD-GMM  .81 49.19 

AAM CI-GMM  .80 37.76 
HTK AAM CI-HMM  .38 33.32 

AAM CD-HMM  .34 47.48 

B Using Classifier based 
phoneme[27]  

Poor performance while vesime is less than 10 and optimum performance for 
 10-20 vesimes. 

Word recognition is measured by correctness of used classifier. 

HMMs[22] is used as 
 Classifier 

C Feature extraction from 
frequently and infrequently 

nature of changing images[28] 

The classification accuracy is depending on noise. Noise is reduced by the  
large values of K.  Various heuristic techniques is used for a good K. 

(e.g: cross validation) 

K is positive integer  and  
typically  

small , KNN[21] is used 
 as 

 Classifier. 
D Combination of geometric and 

appearance based features[29] 
Test Train SD (%) SI (%) ADPT (%) WHI- 

Whisper Speech[23] 
NEU- 

 Neutral speech  
 

HMM system is used as 
classifier. 

WHI NEU 71.85 50.87 68.14 

NEU NEU 80.78 52.93 77.31 

WHI WHI 82.64 52.34 76.24 

Data is showed that accuracy  of  digit recognition 
 on 

SD-Speaker dependent 
SI- Speaker Independent 
ADPT-Model adaption 

E Image space for temporal 
interpolation[30] 

SD (Result) noisy clean SD- Subject Dependent[24]
 

SI-Subject independent[25]
 LBP- Local Binary Pattern

MKL- Multiple kernel  
Learning. 

 
Used classifier is SVM 

LBPu2
(16,4) 83.3% 96.3% 

LBPu2
(8,3) 81.5% 95.2% 

LBPu2
(16,4) + LBPu2

(8,3) 85.1% 96.5% 

Zhou et al.[18] 64.2% n/a 
Zhou et al.[19] n/a 90.7% 

SI (Result) Recognition rate  
on noisy data 

LBP-TOP1x5x3
8,3 

with normalization SVM 
76.7% 

LBP-TOP1x5x3
8,3 

Without  normalization [18] 
58.6% 

MKL-Fusion 
with normalization SVM 

81.3% 

F Motion estimation of lips using 
optical flow[31] 

 Result  System is suitable for 
 noisy environment  

SVM is used as 
 Classifier  

Accuracy  95.9% 

Specificity 98.1% 

Sensitivity  66.4% 



IV.  DISCUSSION  

   Active Appearance Model (AMMs) - AAMs consist 
of shape component of the lip section in a video frame. The lip 
contour is constructed x and y co ordinates of the vertices of a 
mesh. In this method used HiLDA features are used to get 
dynamics image speech.  The Maximum Likelihood Linear 
Transform is applied to diagram feature. Minimize within 
class distance and maximize between class distances. In this 
method DNNs proved 85% work accuracy, DNNs improved 
the robustness audio visual and audio-only tasks. 

Using Classifier based phoneme- In This method 
made a P2V mapping for each time when a phoneme is re-
classified. There are deriving up to 45 P2V maps per speaker. 
In the method used 3 steps: Phone recognition, Speaker 
dependent phoneme clustering, viseme recognition. The Class 
feature are normalize by subtracting corresponding mean from 
each feature frame across the video using HTK toolkit for 
HMMs. This method also is compared viseme sets with a 
controlled manner. 

Feature extraction from frequently and infrequently 
nature of changing images – The method identify feature from 
frequently nature or infrequently nature of image in gray scale 
by measuring mean value, variance of gray scale, skewness, 
maximum gray scale, minimum gray level value, mode value 
(Kurtosis) To extract the feature, histogram feature is  used as 
statistical feature which analyze spatial distribution of gray 
values. 

The eight techniques are applied to extract feature for 
a gray scale. The key frame is used for face detection with 
ROI when people utter a word. Also consider time sequence 
between frames for recognizing word.   
 Combination of geometric and appearance based features-
This method discussed a reasonable tradeoff between 
geometric and appearance based feature of visual information 
using HMM. To extract feature HMMs approach is used 
which combine geometric and appearance based features. This 
methods approach lip reading in Speaker depended system 
accuracy is 80.78%. It is the feasible alternate to improve the 
performance of whisper speech recognition 

Image space for temporal interpolation - In this 
method SD and SI system are used. SD system can model and 
a map high dimensional feature is extracted onto low 
dimensional continuous features curve with determining a set 
of trigonometric function. LBP descriptor is used to calculate 
LBP feature on whole video sequence as a volume and 
accumulated temporal feature which normalize LBP 
histogram. Method proposed individual technique for SD and 
SI lip reading. It is turned into a plain curve identical problem 
to measure STSS problem for SD and in SI system used a 
video.  

Motion estimation of lips using optical flow-This 
method is described that the dynamics visual speech features 
named as Motion History Image or STT. The MHI is a gray 
level image which occurred speech articulators in image 
sequence when and where movement. Optical flow analysis is 
used to extract feature from videos. 

 
 

This method is based on motion capturing of lips by 
using optical flow and featured are classified by SVM. This 
technique is produced overall accuracy of 95.95%, Specificity 
98.1% and Sensitivity 66.4%. It can be used drive 
computerized machinery in noisy environment also can be 
applied to impaired people to rehabilitation. 
 

V. CONCLUTION 

This study investigated six methods to recognize 
speech on the basis of lip reading with extracting feature of 
visual. Most of methods are described how to maximize word 
accuracy, specificity, sensitivity other specifications with 
feature extraction methods and suggest future work with 
necessary use in different environment. A comprehensive 
comparison is also showed the outcome of the works in 
section III.   
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Abstract—ATM has become very popular in these days in order to 
commit teller transaction. The people feel at home using teller 
machine rather than getting into long line for receiving teller 
service. This is why this ATM becomes target to the frauds. In this 
context, biometric security is unparalleled as this security measure 
deals with individual’s biological data. On the contrary, involving 
biometric features is expensive and that is why the adaptability of 
this feature is delayed. Thermal image is a single package that 
informs the system that the subject is alive, provides thermal image 
to scan and the voice recognition system is used as pass-code 
security which may provide almost 81% accuracy. Hence, in this 
paper the researcher intends to accommodate thermal imaging and 
voice recognition in teller machine as ATM security.  
 

Keywords—Thermal image, facial recognition, IR, live object 
detection, voice recognition. 

 
I. INTRODUCTION 

Financial organizations use several security features in 
automated teller machines (ATMs) although the crime in this 
regard has risen to a significant level. The financial 
organizations like banks, insurances involve security guard 
and video surveillance and in order to assign such separate 
security measures these organizations invest huge amount of 
money and human resources. Nonetheless, the security is 
outpaced with smart online hackers and schemers. Therefore, 
it is high time that the helm of the affairs should think of it. 
The ATM machines should not prone to frauds and should 
have the ability to outsmart the hackers and schemers. 
Therefore, a complete package has to be made in ATMs to 
comply with the total security. This paper analyzes the 
necessity of using thermal camera incorporated with ATMs 
which identifies the singularity of the live object, facial 
recognition and also uses voice recognition as a replacement 
of ATM PIN (Personal Identification Number). However, 
complex algorithm is required in order to adopt these facilities 
in ATMs [1]. Moreover, the accuracy, in this regard, is a great 
challenge in case of authentication and avoid video spoofing is 
also a great test for the machine. Therefore, the thermal 3D 
video gives a significant change in security image as this not 
only outsmarts video spoofing but also gives firm information 
regarding the singularity of the person. Moreover, the thermal 
image gives us the liberty of lighting conditions also. In this 
paper, another security is augmented and that is the voice 
recognition as a passcode. Here, the Hidden Marcov Model 
(HMM) and different search algorithm along with lexical 
analysis is mediated [2] so that the significance in ATM 
security rise to a whole new level. The researcher also uses 
video to string and voice to string algorithm so that the space 
required for these is lessened.  

In this report, the research initially discusses study 

rationale and latest studies in this context. The researcher also 
discusses the anti-fraudulent activities. The analysis and 
experiments are prescribed in the later segment and based on 
these, the conclusion is drawn. 

 
II. MOTIVATION AND STUDY RATIONALE 

In recent past, the ATM frauds have threatened the 
management of information security. In ethical aspect, the 
frauds are so smart that sometimes they are one step ahead. 
Hence, the motivation of this research is to increase security in 
cost effective manner. In case of 2D image processing the 
system cannot differentiate from an image to live object. The 
color and face symmetry can be understood from the 2D image 
recognition [3] but this cannot recognize whether the object in 
front of it, is actual or just a fake image. However, 3D camera 
can comply with this though the liveliness detection is absent 
here. Therefore, the thermal imaging is a good solution which 
also gives solution to determine whether the object in front of it 
is live or fake. Any material having temperature more than -
273.15o C or 0 K radiate energy as EMP (Electro Magnetic 
Pulses). Hence, the temperature can be gathered from the 
thermal image [4] which exhibits different colors to different 
temperature. Here, emissivity is good measure that how the 
human body emits energy and from this the psychology of men 
can also be understood. Moreover, IR measurement is a good 
choice which annihilates the lighting condition. However, 
immersion of “Spectra” [5] – a software program lessens the 
price and this study not only deals with security solution but 
also obliges cost-effectiveness. 

III. LITERATURE REVIEW AND METHODOLOGY 

A. 3D Object Modeling and Recognition 
Affine invariant descriptors and spatial relationship between 

surface patches are the major area of identification in order to 
recognize the image [6]. In this regard, the geometric 
representation in different patches is specified to guide the 
matching process. In case of image, several images are taken 
from different viewpoints and in case of video moving objects 
in different dynamic sciences are engaged to vivify the 
matching. Thus these 3D models give a novel approach for 
video indexing and matching. 

In affine region specification local models of appearance 
identify the salient image borders and specify the descriptions. 
Here the surface patches of the same object are projected 
between images. The adaption shape [7], scale selection [8] as 
normalized Laplacian, Harris operator [9] to improve position 
observations are the attributes assigned along with elliptical 
image border. DoG detector deals with rough surfaces like 
nose, mouth scaling and surface patches. 



 
(a) Harris-Laplacian   b.   DoG Detector 

Fig. 1.   Affine Regions 
 

    In normalized representation of image patches and 
projections represents the affine illumination variations. Here 
the affine transformation from the rectified specification of 
image patch vivifies the live scenario. Let R be the affine region 
of image patch and S be the affine transformation of rectified 
image patches, here S can be represented as the following 3D 
matrix: 

S= [ ℎ 푣 푐
0 0 1] 

    Here, c is the center of the surface and h and v are the vectors 
joining c, hence S provides actual form of all representation [10, 
11]. 

 
 Fig. 2.   Geometric shapes 

 
B. Thermal Image Visualization 

    Emissivity specifies the energy emission for an object 
compared to the emission of energy of black hole. Ambient 
temperature in IR radiation which implies the temperature of an 
object and performance, image angle and distance effects are 
used for thermal image consideration. Every substance radiates 
energy over 0 kelvin temperature and thus using thermal camera 
image acquisition is used to perform 3D reconstruction of an 
object. In case of reconstruction of image triangular mesh from 
dense point is used. Afterwards, the view is textured and thus 
the 3D points are defined using intrinsic and extrinsic 
parameters which specify the polygon [12].  Therefore, total 
process is as follows:  
 
Image  Point Cloud  Triangulation  Texturing  3D 
Model  

Fig. 3.   Pipeline of thermal image visualization 
 

C. Speech Recognition 
   Hidden Marcov Model is a popular method to implement 
speech recognition [13]. Time variants under discrete states 
are identified. The min_HMM (minimal Hidden Marcov 
Model) in C language recognize speech. The algorithm has 

two portions, one the front end and other is the search 
algorithm. In front end there remains an analogue to digital 
encoder. Afterwards, the digital speech is sampled and analyzed 
under spectral shaping analysis. The message is then 
transformed using finite impulse response (FIR) filter. The 
Signal processing is as follows: 
 
Message  Analog to Digital Encoder  Spectral Shaping  
Spectral Analysis  Parametric Transformation  Search 
Algorithm  

 Fig. 4.   Search Algorithm 
 
    The search algorithm uses an observation sequence O and 
analyze with the preserved word and the mathematical model in 
this regard as follows: 

max p(ωi|O), 
    where ωi is the probability of word and O is the observation 
vector.    
D. Image & Video Spoofing 
    The image and video spoofing techniques gives the liberty to 
analyze the live human subject. In this case, the blinking based 
liveliness is analyzed. Here three positions are identified [14]. 
Visual rhythm analysis is used for video spoofing [15]. General 
video and image processing is used to convert analogue data to 
digital format. 

IV. ANALYSIS AND WORK FLOW 

    The idea of this proposed system is to reduce ATM threat 
which has become a significant fact in case of security. In this 
report, the authors intend to propose an ATM scenario which 
identifies the singularity of the user, 3D thermal imaging and 
uses voice recognition in-lieu-of PIN code. In this regard, the 
proposed camera is FLIR 757928 one thermal camera which 
runs in android environment. The most of ATMs run in 
Windows or UNIX platform. Therefore, the idea is to use 
Android emulator to run the thermal camera. This camera has 
good thermal imaging with very affordable price. This shows 
different color in different temperature. The camera is as 
follows: 

 
 

Fig. 4.   FLIR 757928 Thermal Imaging Camera 
    The camera picks images that actually represent human 
presentation. Therefore the machine can detect that the object 
standing in front of the machine is actually human. The camera 
pic representation is as follows: 



 
 

Fig. 5.   Thermal Image of Human Object. 
 
    The main purpose of using this using this camera is that this 
not only shows human body presence but also shows total body 
structure and thus if the user intends to install extra scheming 
devices, it can be shown in camera due to IR (infrared) camera. 
Moreover, if someone tries to fake the camera using video or 
image spoofing technique, it will detect immediately. The color 
varies in every 0.8oC to 1.2oC. In this regard, the suggestion is 
that if the camera represents different color, an automated SMS 
is sent to surveillance and the guard of the ATM. Moreover, the 
camera also detects all member presence in the room and 
therefore, if more than one people are present, it is also notified.  
The user shall use voice passcode instead of PIN here. The 
voice sample is preserved when registration takes place. The 
user provides voice passcode which is converted digitally. Then 
the digital message is sampled and matched using search 
algorithm. In this regard, the min_HMM is used. Table 1 shows 
the software and hardware in this regard: 

Table 1. Hardware and Software installed 
Hardware Software 
FLIR 757928 thermal camera 
and USB Datacable 

Andriod Emulator 

Microphone Analog to Digital Converter 
– ADCPro 

Buzzer/Alarm Java Simulator 
  

A. Work Flow Diagram 
    The proposed work flow diagram is shown in Fig. 6. In this 
system, no extra micro controller or accuracy is stored. The 
matching is conducted in server side. Another java based 
simulator is installed which send data as soon as the card is 
inserted in the ATM. All processes are started 
programmatically. (If data is not matched, buzzer/alarm will 
ring.) In this regard, it is required to mark in the ground in front 
of ATM so that the user may understand that he/she has to stand 
in between the line and the ATM machine. The singularity 
consideration is a consideration and a definite length is 
considered for this purpose. The idea is to analyze that the 
person is alone if someone is waiting behind a queue, he/she 
needs to maintain a definite distance; otherwise the teller 
machine will not disburse money and buzzer will ring alarm. 
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Fig. 6.   Flow Chart 
 



V. EXPERIMENTAL EVALUATION 
In this section, the authors evaluate the proposed security 

system. In order to testify the system, the user takes 10 
subjects and a laptop where the usual ATM simulator is 
installed. The purpose of using laptop is that, the ATM 
machine can be simulated in laptop and in this simulator 
virtual card can be inserted. The FLIR is installed in the laptop 
using USB data cable and Java emulator is installed. The 
laptop is connected to a local LAN network and is able to talk 
with oracle 11g database where the subjects’ registered facial 
recognition, body temperature, height, voice passcode is 
stored. The local area is set as 10 GB bandwidth line.  The 
distance in between ATM (actually a laptop which is 
perceived as ATM) and human subject is 1.5 feet and the 
distance in between human subject and other humans is set 5 
feet. If anyone comes in-between five feet the buzzer rings. In 
this regard, the noise is a big factor and thus, in case of voice 
passcode, the band pass filter can be used. In this experiment, 
it is not used. The microphone of ATM gathers voice 
passcode. The ADCPro software – analogue to digital 
converter converts the passcode into voice digital sample. The 
sample is immediately matched under LAN with the stored 
passcode. If matches the system gives to do usual operation. 
The authors also suggest replacing keypad with total voice 
recognition system so that schemers cannot fake keypad in 
ATM machine. The FLIR also gives an added facility that if 
the user contains any unwanted devices, it identifies 
immediately. In this experiment, six users passed the system, 
one did not pass due to heavy noise, one used recorded 
passcode, one used wrong passcode and one was no single. 
Hence, the system can be tuned in case of noise aspects. The 
comparison table is given below: 

 
Table 2. Result Table 

Users The-
rmal 
Img 

In bet-
ween 
dista-nce 
line (1.5 
Feet) 

Live 
& 
sing-
ular 

Facial 
Recog-
nition 

Voice 
Pass-
code 

Res-
ult 

User 1 OK OK OK OK OK Pass 
User 2 OK OK OK OK OK Pass 
User 3 OK OK OK OK Heavy 

Noise 
Fail 

User 4 OK OK OK OK OK Pass 
User 5 OK OK False OK OK Fail 
User 6 OK OK OK OK OK Pass 
User 7 OK OK OK OK SNR 

does 
not 
match 

Fail 

User 8 OK OK OK OK OK Pass 
User 9 OK OK OK OK Wro-

ng 
Pass 
code 

Fail 

User 10 OK OK OK OK OK Pass 
 
 
 
 
 
 
 
 

Table 3. Users individual attribute 

Users Thermal 
Image 
(is 
taken?) 
0/100% 

In 
between 
distance 
line (1.5 
Feet) 
0/100% 

Live & 
singular 
(Live 
approach 
– pass 
when it 
is more 
than 
79%)  

Facial 
Recognition 
(ADCpro 
Report – 
pass when 
it is more 
than 59%)  

Voice Pass 
code 
(min_HMM 
– pass when 
it is more 
than 69%) 

User 
1 

100% 100% 91% 67% 91% 

User 
2 

100% 100% 93% 71% 71% 

User 
3 

100% 100% 92% 60% 33% 

User 
4 

100% 100% 99% 66% 73% 

User 
5 

100% 100% 0% 71% 88% 

User 
6 

100% 100% 84% 69% 91% 

User 
7 

100% 100% 89% 61% 5% 

User 
8 

100% 100% 81% 81% 73% 

User 
9 

100% 100% 95% 77% 0% 

User 
10 

100% 100% 83% 68% 76% 

The graphical presentation of the attributes of the subjects is 
given below: 

 
Fig. 7.   Linear representation of individual attribute’s accuracy of subjects 

The accuracy can be presented by the following bar chart: 
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Fig. 8.   Bar chart representation of the users’ accuracy 

The result can be presented as follows: 

 
 

Fig. 9.   Result Scenario 
 

VI. Limitations 
In this thesis, the researcher has identified five attributes 

and if any attribute remain absent in the course, the researcher 
consider this as fail. Therefore, the financial transaction may 
hamper a bit. Nonetheless, as the time passes, the users will be 
educated in this regard and this limitation may be dimmed.  

The researcher intends to use 3D thermal imaging and 
thermal video anti-spoofing techniques where the accuracy 
may rise to 99%; but due to financial cause, the researcher is 
unable to adopt these in the work. 

 
VII. Future Scope 

The Future scope of this work is to adopt 3D thermal 
imaging and video. The researcher considers various facets in 
order to be sure that the transaction taking place is absolute. If 
the researcher includes the 3D thermal imaging and video, the 
aliveness can be proved easily and thus the absent of one of two 
attributes can be taken into consideration. Moreover, the idea of 
using speech recognition may inspire to more artificially 
intelligent teller machines which may also be able to track of 
disputes and more denominations of money.  Hence, the future 
directions are positive and this work may lead to encourage 
artificial intelligent scientists to work in this matter.   

 
VIII. CONCLUSION 

In this work, the ATM is security is enhanced using 
thermal camera and voice passcode. The authors suggest the 
voice passcode can be stored in database using Web-RTC and 
thus, the voice can be stored as string in database. The 

proposed system not only enhances security, it also enables 
reliability. The system checks for live object as well as the 
user’s voice passcode. If anyone tries to fake using recorded 
sound, the signal to noise ratio and the decibel range of his/her 
voice, will not let it happen. Besides the usual facial recognition 
is there where the nodal point is set for every user. This 
proposed work is not only secured but also cost-effective. In the 
next work more security can be enhanced in order to identify 
liveliness.   
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Abstract— Automatic Speech Recognition plays an 

important role in human-computer interaction, which can be 

applied in various vital applications like crime-fighting and 

helping the hearing-impaired. This paper provides a review of 

the different technologies used in lip reading and their 

evolution, from Active Contour Models to Artificial Neural 

Networks and Hidden Markov Model for temporal Viseme 

recognition. Special emphasis is placed on techniques in lip-

contour detection and tracking, and a comparative study has 

been presented. 

Keywords— Speech Recognition; human-computer 

interaction; Viseme , Artificial Neural Networks. 

I.  INTRODUCTION 

Human-computer interaction is a research area that has 

fascinated scientists and engineers for a very long time. 

Within this arena, automatic speech recognition is of special 

interest as it forms the basis for important human applications, 

like teaching people with hearing or speech impairment to 

speak and communicate effectively. Moreover, a visual speech 

recognition system can help intelligence agencies track a 

remote conversation by using a camera, where auditory input 

or support is not available. Visemes,are used by  the hearing 

impaired to view sound visually, thus effectively lip reading 

the entire human face [7] . Some applications of lip reading 

include crime fighting potential for computerized lip-reading, 

speech recognition systems in cars and lip reading systems in 

computer as an alternative to keyboard. This paper aims to 

give a run-down of some of the different lip reading 

techniques, technologies and algorithms that various computer 

scientists have incorporated thus far, make a comparison 

among them and present some suggestions.  

This paper is organized as follows. First part furnishes the 

introduction given above. The second part deals with the 

various steps involved in lip reading. The third part enlists 

various techniques used in lip reading and their evolution. The 

fourth section gives an elaborate description of Artificial 

Neural Networks to be used for learned recognition of 

syllables. The fifth section provides a brief description of 

Hidden Markov Models for word recognition and the last 

section will provide a comparison between various lip contour 

detection methods. 

 

I. STEPS INVOLVED IN LIP READING 

The entire process of lip reading can be broken down into a 

number of steps.  These steps have been listed in 

chronological order in Fig 1. It starts with Image Acquisition 

by breaking the video into frames. This is followed by 

detection of the face, then the lip is detected from the face and 

the lip ROI is extracted by Lip segmentation. After that, 

techniques are used to extract important features of the lips 

and finally Viseme is recognized by a pattern recognition 

algorithm or technique and the word is recognize by some 

temporal pattern recognition technique. To detect a human 

face in a given frame, haarcascade classifiers in OpenCV or 

Viola Jones algorithm is  in MATLAB is used [9].Another 

algorithm similar to Viola Jones algorithm is the KLT 

algorithm which can detect and even track tilted and rotated 

faces, which is not possible in case of Viola–Jones 

algorithm[10]. 

 

 

 

 

 

 

 

 

 

Fig 1. Steps in Lip Reading 

 
For lip detection,Various color spaces such as RGB (Red-

Green-Blue), HSI (Hue-Saturation-Intensity), and YCbCr 

(Luminance-Component blue- Component red)  or  L*a*b 

space are used. Pixels of lip area have stronger red component 

and weaker blue component than other facial regions as 

proposed in [43]. Therefore, the chrominance component Cr 

has greater value than the Cb in the lip region. From all the 

available colour spaces, It has been found in [43] that the 

Saturation component of the HSI colour space, in combination 

with the Cr and Cb component of the YCbCr colour space 

provide a good base .In some cases, the image is converted to 

a contrast-enhanced black and white image. For better lip 

recognition, the histeq algorithm is used to enhance contrast so 

that the lip area appears much darker than the skin. 



Lip segmentation techniques may be image-based, colour-

based, or model based. The various techniques have been 

elaborated in Section 6 of this paper. The next step would be 

extracting the relevant information from the lip segment to be 

used in recognition of the viseme. Some research papers use 

pixels of the whole lip image or the just the inner pixels of the 

mouth as inputs. Other papers advocate the use of certain 

points on the lip such as the centre of the upper lip, distances 

between corners of the lip and a few pairs opposite points on 

the edges of the lip. Whichever technique is used, the end 

product should be a set of numbers that can be efficiently used 

as input for a Viseme recognizer. 

 

Invariably and inarguably, the best method for recognizing lip 

visemes would be modern learning algorithms, called 

Artificial Neural Networks. These use a set of images to learn 

standard visemes corresponding to a particular lip image, so 

that it can recognize a viseme corresponding to a test image. 

Neural Network model like a Multilayer Perceptron is 

popularly used for pattern recognition as they can tolerate 

noise and, if trained properly, will respond correctly for 

unknown patterns. Sagheer et Al [42] proposed a 

Hypercolumn Neural Network model to recognize Arabic 

syllables. Finally, a series of visemes are strung together to 

recognize a meaningful word, this is done by using Hidden 

Markov Models. 
 

II. EVELUTION  OF LIP READING TECHNIQUES 

This section will review some of the popular lip reading 

techniques available in the literature. This will be just a brief 

of what each method is capable of doing using what kind of 

methods. 

A. Snakes 

In 1988, Kass at el [5] proposed the concept of a snake; a 

model-based technique. Which used an energy-minimizing 

spline guided by external constraint forces and influenced by 

image forces that pull it toward features such as lines and 

edges, as illustrated in Fig2. These snakes lock onto nearby 

edges, localizing them accurately. Snakes consider different 

features for image energies like: color of pixels or sharpness 

of specified area, etc. and provide an account of visual 

problems like detection of edges, lines and subjective 

contours; motion tracking and stereo matching. They are 

guided by user-imposed constraint forces that navigate the 

snake near and around features of interest. This model is also 

called an ACM (Active Contour Model). 

However, to solve energy minimizing crisis snakes require 

long computational time and large amount of calculations that 

make it unfeasible in stand-alone system to extract area 

function. So, Hashimoto et al [13] introduced variation of the 

Active Contour Model known as Sampled-ACM. This model 

assumes area extraction problems as force balancing problems 

of sample points on the closed curves, which are controlled by 

three local forces: attraction Fa , Pressure Fp , and repulsion 

Fr. By calculating the sum of these three forces on each 

contour point, sampled-ACM can extract the area more 

rapidly. 

 

 
 

Fig.2.This diagram shows selected frames from a 2-second 

video sequence using snakes for motion tracking. After being 

initialized to the speaker’s lips in the first frame, the snakes 

automatically track the lip movements with high accuracy. 
 

Another problem was when the snake is not contacting the 

object boundary it will enter into the object region and then 

the repulsion force won’t work. So, Sughara at. el. [14] 

introduced a new force called vibration factor, to improve 

accuracy against noises in image and combined hardware 

circuits in FPGA (Field Programmable Gate Array) [12] with 

the S-ACM vibration factor. This helped improve the area 

extraction function in standalone systems, but with only one 

given image. 

 
In 2006, Toshio [15] proposed the Sampled-ACM with 

splitting characteristics. The proposed Sampled ACM reduced 

the number of memory accesses required and increased 

processing speed. Later, using the RASTA-PLP (Relative 

Spectral Transform - Perceptual Linear Prediction) method a 

system was built which was robust against any kind of 

distortions. The pattern recognizer is based on the first n 

principal components of a 24x16 gray-level matrix centered 

and scaled around the lips coded to get the outer boundary 

fairly with “Eigenlips” [16] in regard to the similar approach 

of Turk and Pentaland’s “Eigenfaces” [17], and then it leads 

on to find the mutual information for audio-visual lip-reading 

using an MLP (Multi-Layer Perceptron) ANN. 

 

Nowadays, Automatic speech recognition (ASR) is playing a 

vital role in the human computer interfaces (HCI). Speech 

recognizers of different kinds were developed in the last 

decade, like the Tangora system, which is now a STT (Speech 

to Text) engine [19] [20], created by IBM, which was a large-

vocabulary natural-language isolated word recognition system. 

The first speech recognizer was developed in 1952, which 

could recognize a single spoken digit by eliminating signal 

distortion [18]. In 1988, Bahl, at the Watson Research Center 

described a new type method of word recognition from an 

acoustic representation of the word [21]. 



 

In 1984, Petajan [22] used simple image thresholding to 

extract binary mouth images, height, perimeter, area and width 

as visual features to produce their speech reading system. 

During the last decade, most systems have been based on AV-

ASR. In 2000, IBM improved speech recognition by adding 

visual modality to the traditional audio for Large Vocabulary 

Continuous Speech Recognition. 

 

B. Neural Networks 

Beala and Finaly [23] were the first to apply Neural Networks 

to the application of lip reading. Rumelhart et al [24], in 1986 

used a back propagation system to train a neural network. This 

went on to be known as a BP network. A BP network can be 

used to learn and store a great deal of mapping relations of an 

input-output model. Its learning rule is to adopt the steepest 

descent method in which the back propagation is used to 

regulate the weight value and threshold value of the network 

to achieve the minimum error sum of square. This led to the 

evolution of systems like NETtalk (Sejnowski and Rosenberg, 

1987) for pronunciation of English sentences. 

 

Later, the TDNN (Time-delay Neural Network) network, 

designed by Stork [25] was introduced that deciphered the 

time delay and scalability of the system. This network was 

able to do automatic and acoustic lip reading efficiently in 

silent as well as acoustic noise environment. Then Yuhas et al. 

[26], in 1989 accomplished a vowel recognizer using the 

neural network for static images of mouth shape. 

 

It is noticed that the ANN model developed is accurate enough 

to recognize the image even if the image is distorted or some 

portion of data is missing from the image. This model 

eliminates the long time-consuming process of image 

recognition.  

C. Hidden Markove Model 

Later Hidden Markov Models (HMM) were merged with the 

NN. Further enhancement came about in the form of Modal 

Neural Network (MNN) [27] for the purpose of robust speech 

recognition, and Spiking neural network (SNN) designed to 

cope with neurons that fire multiple spikes in a multi-layer 

network. 

 

In the classification of dynamic lip movements, geometrical 

information is extracted from video sequences. The 

performance of the geometrical-based method remains 

consistent and unaffected by rotational and brightness 

changes. 

 

In [45], Yu, Jiang et al. proposed a sentence systematic 

approach to lip-reading whole sentences by using HMMs 

integrated with grammar. In this approach, a vocabulary of 

elementary words is considered. Based on the vocabulary, 

they define a grammar that generates a set of legal sentences. 

Each word of the basic vocabulary is modeled by an HMM 

and the individual HMMs are concatenated according to the 

rules of grammar. Each HMM corresponding to one of the 

basic words consists of six states as shown in Fig 3. The 

HMMs are trained using forward-backward algorithm based 

on Baum-Welch formula. 

 

 
 Fig 3. A six-state HMM. Here, O={o1, o2,…o6} is a 

visual observation of a word, represented by a sequence of 

feature vectors; A={aij} is an NxN matrix of state transition 

probabilities from state i to state j; and B is a set of 

observation probabilities bj(ot) for state j. 

 

Simmons and Cox [46] developed an HMM based system that 

analyzed a small number of sentences to obtain several 

acoustic and visual training vectors. Then they created a fully 

connected 16 state discrete HMM, each state representing a 

particular vector quantized mouth shape, and producing 64 

possible audio codewords. Subsequently, the trained HMM 

was employed in the Viterbi algorithm to generate the most 

likely visual state sequence, given the input audio 

observations. 

III. LIP SEGMENTATION TECHNIQUE 

For lip reading system, feature extraction is considered as a 

crucial part. In general, there are two feature extraction 

methods: 1. “Pixel-based”, 2. “Lip Contour Based”. [2] Table 

1 demonstrates the summary of feature extraction/ Lip 

segmentation methods.  

 
Model  Example Distortion Lip 

Extraction 

Performance Limitation 

Image-

Based 

DCT, 

DWT,  
PCA 

Real 

Environ-
ment 

Visual 

only 

High DCT 

is better 
than others 

Restricted to 

illumination, 
 mouth rotation, 

dimensionality  

Model-

based 

ACM 

(snakes)

, ASM, 
AAM 

Deform

able 

templat

es 

Noise 

and 

channel 

Acoustic  

and 

visual 

Low but 

robust, i.e. 

invariant to 
translation, 

rotation, 

scaling and 

illumination 

Inner outer lip 

contours, colour 

of skin and lip 
matched, 

computationally 

expensive 

 
Image based techniques use the pixel information directly, the 

advantage is that they are computationally less expensive but 

are adversely affected by variation such as illumination. Under 

image-based techniques, there are colour-based and subspace-

based techniques.  It was found in [30] that the difference 

between red and green is greater for lips than skin and it was 



proposed to have a pseudo hue as a ratio of RGB values [31] 

have also proposed a RGB value ratio based on the 

observation that blue color plays a subordinate role so 

suppressing it improves segmentation. Color clustering has 

also been suggested by some, based on the assumption that 

there are only two classes i.e. skin and lips. However, if facial 

hair or teeth are visible, then this does not hold true [6]. 

 

In [34] a lip detector based on PCA (A Supspace-based 

technique) was proposed. Firstly outer lip contours are 

manually labelled on training data, PCA is then applied to 

extract the principal modes of contour shape variation, called 

eigencontour, finally linear regression is applied for detection. 

 

LDA (Linear Discriminant Analysis) has been employed in 

[35] to separate lip and skin pixels, as shown in Fig 4. [36] 

have proposed a method in which a Discrete Hartley 

Transform (DHT) is first applied to enhance contrast between 

lip and skin, then a multi scale wavelet edge detection is 

applied on the C3 component of DHT. 

 

 
Fig4. (a) The original estimate of the mouth region. (b) 

Segmented lip region (black) using LDA. (c) The lip contour 

and the corners of the mouth 

Model based techniques are based on prior knowledge of the 

lip shape and can be quite robust. Snakes have been a 

commonly used technique for lip segmentation, however, they 

need to be properly initialized. Moreover, they are unable to 

detect lip corners as they are located in low gradient regions. 

So, Eveno et al in [37] proposed a jumping snake which can 

be initialized far from the lip edge and the parameter 

adjustment is easy and intuitive[38] proposed a real time 

tracker that models the dynamic contours of lips using 

quadratic B-Splines learned from training data using 

maximum likelihood estimation algorithm. [39] have proposed 

Active Shape Models (ASM) and Active Appearance Models 

(AAM), which learn the shape and appearance of lips from 

training data that has been manually annotated. The 

introduction of deformable templates led on to proposal of a 

lip detection method based on Point Distribution Model 

(PDM) of the face. From [44] it was concluded that the AAM 

approach produced the most reliable results in terms of lip 

localization with an error rate of just 0.3%. An example of an 

AAM fitting has been shown in Fig 5. 

 

In addition, there are some hybrid techniques. These methods 

combine both image based and model based techniques. 

Majority of the hybrid techniques proposed in the literature 

use color based techniques for a quick and rough estimation of 

the candidate lip regions and then apply a model-based 

approach to extract accurate lip contours. 

 

 
 

Fig 5. An example of AAM fitting. Left column proposes a 

negative case, right column proposes a positive case. 

 
Usman Saeed and Jean-Luc Dugelay in [6] proposed a 

“fusion” of edge-based and region-based detection methods to 

carry out lip segmentation with comparatively better result 

than any of the two methods carried out individually. Here, 

given an image, it is assumed that a human face is present and 

already detected; the first step is to select the mouth Region of 

Interest (ROI) using the lower one third of the detected face. 

The next step involves the outer lip contour detection where 

the same mouth ROI is provided to the edge and region based 

methods. Finally the results from the two methods are fused to 

obtain the final outer lip contour. A flowchart of this system is 

given in Fig 6. 

 

Another method used for lip detection is Fuzzy clustering. 

This was applied in [32] by combining color information and 

spatial distance between pixels in an elliptical shape function. 

[33] have used expectation maximization algorithm for 

unsupervised clustering of chromatic features for lip detection 

in normalized RGB color space. Nowadays, lip image 

segmentation is also done using Fuzzy Clustering as outlined 

by Leung et al [40]. In this method, multiple clusters are 

adopted to model the background region sufficiently and a 

spatial penalty term is introduced to effectively differentiate 

the non-lip pixels that have similar color features as the lip 

pixels but located in different regions. Experimental results 

demonstrate that the proposed algorithm has good 

segmentation results over other segmentation techniques. 

 

IV. CHALLENGES 

Inspite of all these techniques, lip reading comes with its 

challenges [7]. Firstly, different sounds can be made with the 

lips in the same position. Secondly, moustaches and beards 

make lip reading more difficult or even impossible. Thirdly, 

we form many English sounds in the middle of our mouth, 

others come from the back of our mouth and even in our 

throat. These latter are impossible to speech read so far. 

Moreover, there are numerous homophones in English. Words 

as different as "queen" and "white" look the same on a 

person's lips. This accounts to very less accuracy (< 30%) in 



such a system. Other challenges include fast speech, poor 

pronunciation, bad lighting, faces turning away, hands over 

mouths, etc. Most importantly, In order for speech reading to 

be effective we have to know the subject being discussed. 

 

 
 

Fig 6. Overview of Saeed and Dugelay’s proposed 

fusion method for lip segmentation 

 

V. CONCLUSION 

This paper was created to outline the different research works 

that have been done in the field of lip reading down the years, 

while focusing on the various techniques used in lip 

segmentation, which is a very important step in the process of 

lip reading. For face and lip localization, Viola Jones 

algorithm has been unanimously proclaimed as the best way. 

However, for lip segmentation, there are various methods 

available, the most primitive of which have been snakes and 

Active Contour Models. Other techniques include image-

based techniques that use differences in colour components of 

the lips and skin in various colour spaces as well as fuzzy 

clustering techniques. Techniques that combine both image 

and model-based methods for lip segmentation were also 

outlined. Of all the techniques, Artificial Neural Networks for 

viseme recognition and Hidden Markov Models for Speech 

Recognition have been found to be the best in modern 

technologies. 

 

ANNs have been used to detect the viseme being spoken 

based on advanced learning of previous patterns. Nowadays 

different researchers are combining different probabilistic, 

statistic and ANN techniques to provide appreciable and 

accurate error free automatic Lip-reading systems. HMMs add 

to the ANNs functionality by providing solutions to the 

problem of both the acoustic and temporal modeling. Using 

HMMs, it is now possible to some extent, make predictions of 

words uttered by evaluating a series of visemes that are 

stochastically distributed. 

 

Although ANNs try to ape the human central nervous system, 

and HMMs try to mathematically evaluate real-life 

phenomena, the performance of current speech recognition 

systems is far below that of humans. More research needs to 

be directed to this field as it will have massive impact in real-

world applications like helping the deaf understand spoken 

words crime-fighting institutions pick up clues when auditory 

input is limited. 
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Abstract—In this article, acoustical properties of vocal-tract 
dynamic-shape for Bangla vowels and vowel-consonant-vowel 
(VCV) sequences have been analyzed based on dispersion and 
cross-correlation of linear predictive coding (LPC) filtering 
coefficients and short-time Fourier transform (STFT) of formant 
trajectory. Bangla vowels and VCV sequences are recorded from 
native Bangla speakers and LPC filtering coefficients and 
formant trajectories are evaluated. The standard deviation of 
LPC filtering coefficients and transitional-energy of formant 
trajectories indicate the dynamics of vocal-tract. The 
consonantal-constriction in VCV sequence accelerates the vocal-
tract transitional nature and the transitional nature yields lower-
valued cross-correlation with more stable vowels. Numerical 
values of cross-correlations coefficients are evaluated by LPC 
trajectories of sounds. Fourier transform technique is utilized to 
determine the cross-correlation of two unequal length LPC 
trajectories. These vocal-tract dynamic-behavior representing 
statistical moments (dispersion, transitional energy and cross-
correlation) can be used as consonantal-constriction indication 
tool in Bangla sounds. 

Keywords—Bangla vowel; Bangla vowel-consonant-vowel 
(VCV) sequences; vocal-tract; cross-correlation; linear predictive 
coding (LPC); formant trajectory; short-time Fourier transform 
(STFT). 

I.  INTRODUCTION 
Acoustical analysis of speech is important for voice 

activity detection, speech recognition, speech-to-text 
conversion and many other purposes [1]-[4]. Speech sounds 
are produced by air pressure vibrations of glottal pulse, which 
is controlled by the dynamic-shape of vocal-tract and nasal 
cavities while passing through lips and nasal airways. In 
modulation perspective, the glottal pulse is modulated by the 
resonance conditions of the vocal-tract and nasal cavities. 
Vocal-tract can be considered as flexible tube extends from 
glottis to lip. During vowel production, the vocal-tract shape 
remains quasi-stationary [5]. But in the case of vowel-
consonant-vowel (VCV) sequence, vocal-tract exhibits 
transitional shape due to consonantal-constrictions [6]. Serial 
blending of individual sound related vocal-tract structure does 
not produce real sounds; it requires fused simultaneous 
movements of vocal-tract and this process is called co-
articulation [7]. Öhman’s spectrographic analysis of vowel-
consonant-vowel (VCV) sequence utterances results suggested 

that vowels and consonants are generated by two parallel 
events and both events are taken place in vocal-tract [8]. The 
vocal-tract dynamics can be represented by electrical filter 
which is energized by glottal pulse [9]-[11]. Thus, a VCV is 
considered to be produced as a vowel-vowel (VV) sequence 
upon which a consonantal vocal-tract gesture is superimposed. 

Linear predictive coding (LPC) filtering coefficients and 
formant frequency trajectories are usually used to portrait the 
transfer function of vocal-tract. The LPC or formant 
trajectories and their dispersions are the members of multi-
dimensional acoustical vector which is the mathematical basis 
of voice recognition [12]-[13]. Euclidean distance between 
two sound vectors is the separating scale between them. The 
dispersions of LPC or formant trajectories are prominent 
members of the multi-dimensional vector. The dispersions of 
LPC trajectories indicate the dynamics of vocal-tract transfer 
function. State changing of formant trajectory is another way 
of presenting vocal-tract dynamics. Formant trajectories are 
non-stationary types state-variable, and its local spectral 
energy without dc are the formant transition assisted energy. 
So the vocal-tract temporal energy of formant trajectory is an 
identification factor for consonantal attributes in continuous 
sounds [14]-[15]. 

The consonantal-transition both in LPC and formant 
trajectories degrades the similarities between vocal-tract states 
for vowel and VCV sequence. Cross-correlation between LPC 
or formant trajectories of two sounds determines the vocal-
tract dynamics similarity. The presence of consonantal-
constriction in continuous sound can also be identified by the 
numerical value of cross-correlation with vowels. For this 
reason, the cross-correlation of sound with vowels are also a 
consonantal distinguishable factor. 

Like any other language, the vocal-tract remains stationary 
or quasi-stationary for Bangla vowel and moves to transitional 
state during consonantal-constriction. But the stationary states 
for vowels and consonantal-transition states are different and 
these are the prominent factors for voice identification. 
Recognition cues analysis of Bangla vowels and VCV 
sequences will be important as Bangla is the most spoken 
language in Bangladesh and second most spoken language in 
India, with about 215 million native and about 233 million 
total speakers worldwide [16]. Research on Bangla speech 
analysis, recognition and synthesis is in a preliminary stage of 
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development. This preliminary analysis focused on 
recognition of vowel and different phonemes based on spectral 
analysis, autocorrelation, LPC coefficients, and mel-
Frequency Cepstral Coefficient [17]-[20]. To the best of our 
knowledge, the numerical investigation of vowel and VCV 
sequence related vocal-tract dynamics and their comparisons 
are not reported yet for Bangla. This article makes a 
comparison of LPC filtering coefficients dispersion and 
formant transitional energy for Bangla vowels with and 
without consonantal-constriction. The correlation coefficients 
are determined for two unequal length LPC trajectories using 
Fourier coefficient.  

This article is prepared as follows: in section 2, the 
mathematical formulation has been given. In section 3, the 
process of sounds collection is given. Vocal-tract dynamics 
related numerical results of experimentally captured sounds 
are shown in section 4, and at last we will summarize the key 
points. 

II. MATHEMATICAL FORMULATION 

A. Acoustic Property of Vocal-Tract 
In speech production system, vocal-tract acts as a time-

dependent acoustical filter which is excited by glottal pulse 
and output is speech. The time-dependent filtering 
characteristics can be expressed by the LPC filtering 
coefficients. Mathematically, vocal-tract characteristics or 
transfer function can be expressed by the following equation: 
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where,  zS is the speech in z domain,  zU is the glottal pulse 
in z domain, G is the gain factor, p is the linear prediction 
order and k  is the LPC filtering coefficient. The speech 
samples  ns can be written by using simple difference 
equation: 
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The error term consists of impulsive glottal pulse with 
other noises. The coefficients k are evaluated by minimizing 
the predication error  ne . The coefficients k are 
conventionally named as LPC1, LPC2,.....,LPCn [11].  

The dispersion (standard deviation µ) of time-dependent 
LPC filtering coefficients can be determined by the equation: 
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here, N is the total number of sample, LPC  is the mean value 
of samples and nLPC is the nth value. The dynamic-nature of 
vocal-tract also changes its resonance frequencies. The 
resonance frequencies can be estimated from the peak spectral 
response obtained by using (1). The resonance frequencies are 
also called formant frequencies. 

B. Vocal-Tract Transitional Energy 
The changing tendency of formant positions also indicates 

the vocal-tract dynamics during uttering period. In this article, 
the vocal-tract transitional energy is formulated by local 
spectral energies of formant trajectories. As the formant 
trajectories are non-stationary type, short-time Fourier 
transform (STFT) is used to obtain transitional-energy. The 
discrete STFT of the formant trajectory can be expressed as: 
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where, ],[ nAv is the STFT coefficient and vF is the thv  
order formant trajectory. ][mw is the window function. We are 
interested in transitional energy and 0  frequency 
component is neglected here. The total transitional energy of 
the thv  formant trajectory becomes: 
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Considering the all formant trajectories, the average 
transitional energy can be expressed as: 


v

vE
N

E 1 

C. Effect of Vocal-Tract Dynamics on Acoustical Correlation   
LPC filtering coefficients refer acoustic property of vocal-

tract at the time of sound production and the correlations 
among the LPC trajectories indicate the similarity among 
sounds or phonemes. Transitional nature of LPC trajectories 
are the results of vocal-tract dynamics constriction. The 
consonantal-transition of vocal-tract will yield lower valued 
correlation coefficient with vowel. The cross-correlation 
coefficients between two sounds have been modeled by the 
summation of zero-lag cross-correlation of LPC trajectory of 
the two sounds. Mathematically, 
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   Here, XYP is cross-correlation coefficient between 
X and Y  sounds, CX is the zero-lag cross-correlation 

coefficient. Generally, the length of ,XLPC and YLPC are 
different, then the zero-lag cross-correlation coefficient has 
been evaluated using Fourier coefficient and given in (11). 
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here,  wFx and  wFy are the Fourier coefficients of 

XLPC and YLPC  respectively. The term    wFwF  21 is 
the spectral representation of zero-lag cross-correlation 
between XLPC and YLPC  as: 
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By using (11), the zero-lag cross correlation between two 
different length sequence can be computed.   

III. VOWELS AND VCV SOUNDS COLLECTION 
The sounds are collected from male speaker of age 19 to 

23 by using Praat software in communication engineering 
laboratory at the Department of Electrical and Electronic 
Engineering (EEE) in Khulna University of Engineering  & 

Technology (KUET). Cosonic CT- 863 headphone is used for 
recording. Eleven Bangla vowels and five VCV sequences are 
recorded by 5 different male speakers. The speech data was 
digitized at 44100 Hz sampling frequency and stored as wave 
format. 

IV. NUMERICALLY INVESTIGATION OF CAPTURED SOUNDS 

A. Acoustic Property of Vocal-Tract 

Fig. 1. Evaluated first three LPC trajectories for Bangla vowel. 

The 16th order LPC filtering coefficients of Bangla vowels 
(অ, আ, ই, ঈ, উ, ঊ, ঋ, এ, ঐ, ও, ঔ,) and VCV sequences have 
been determined every 0.005 second interval using window 
length 0.025 second. For quick and easy anticipation of 16 
LPC trajectories, first three LPC trajectories for vowels (অ) 
and VCV (ইিত) sequences are shown in Fig. 1 and Fig. 2 
respectively. LPC trajectories calculated from experimentally 
captured speech consists only the vocal-tract states related 
information not its energized source (glottal pulse). The LPC 
dispersion related comparisons between vowel and VCV 
sequence indicates the numerical comparison of vocal-tract 
dynamics. From visual observation of Fig. 1 and Fig. 2, it is 
found that more transitions occur during VCV sequence 
productions. A VCV sequence is formed by a vowel-vowel 
sequence upon which a consonantal-constriction is 
superimposed and it can be explained by the LPC trajectories 
shown in Fig. 2. Higher dispersive LPC trajectories are 
obtained in the middle due to consonantal-constriction. 

Fig. 2. Evaluated first three LPC trajectories for Bangla VCV sequence. 



B. LPC Dispersion Comparison for Bangla Vowel and VCV 
Sequence 

 

TABLE I.  STANDARD DEVIATION OF LPC FILTERING COEFFICIENTS OF BANGLA VOWEL 

 
Dispersion of LPC trajectory for Bangla vowels and 5 

VCV sequences (আেলা, আিম, ইিত, অনু, উচু) are determined and 
shown in table I and II, for vowel and VCV sequences 
respectively. The standard deviations for vowel LPC 
trajectories are found comparatively small in the range of 0.07 
to 0.35. Among the vowels, \অ and \উ have lower-valued and 
\ঔ has higher-valued standard deviations. From standard-
deviation comparisons, it is obvious that \ঔ is the most 
fricative vowel and \অ and \উ are most sustained vowels 
among the 11 vowels in Bangla. Vocal-tract dynamic-behavior 
is the principal factor behind the fricative and sustained 
nature.  For VCV sequences, wide range of standard-deviation 
(0.10-0.82) is estimated and it indicates the nature of imposed 
consonantal-constrictions in V-V sequence. Although the 
consonantal-constriction sustains for a short time, it increases 
the standard-deviation more than two times than the most 
fricative vowel.  In both vowels and VCV sequences the 
higher-valued standard-deviations are observed for first five 
LPC trajectories. 

 
 
 
 
 
 
 
 

TABLE II.  STANDARD-DEVIATION OF LPC FILTERING COEFFICIENTS OF 
BANGLA VCV SEQUENCE 

 আেলা আিম ইিত অন ু উচু 

LPC1 0.34576 0.28592 0.65646 0.25335 0.59686 

LPC2 0.49436 0.52298 0.81716 0.48508 0.63838 

LPC3 0.56122 0.52325 0.65832 0.58378 0.61792 

LPC4 0.49094 0.50804 0.48288 0.54698 0.44832 

LPC5 0.40084 0.40392 0.46924 0.45246 0.31846 

LPC6 0.35662 0.42906 0.43928 0.41768 0.30248 

LPC7 0.31257 0.40954 0.35538 0.38508 0.27078 

LPC8 0.33834 0.36064 0.25634 0.33375 0.29765 

LPC9 0.26206 0.29934 0.25472 0.30314 0.23637 

LPC10 0.24412 0.29574 0.26866 0.27426 0.27888 

LPC11 0.27575 0.28262 0.25376 0.27894 0.24278 

LPC12 0.23514 0.28875 0.26622 0.29125 0.24356 

LPC13 0.21545 0.29694 0.23842 0.31796 0.21646 

LPC14 0.20256 0.27186 0.20904 0.32706 0.19372 

LPC15 0.18688 0.22204 0.17172 0.24817 0.15612 

LPC16 0.11116 0.13926 0.10856 0.14368 0.10098 

 

 অ আ ই ঈ উ ঊ ঋ এ ঐ ও ঔ 
LPC1 0.2436 0.29416 0.25384 0.31154 0.21300 0.23060 0.25956 0.27854 0.28692 0.27346 0.36930 
LPC2 0.14004 0.14682 0.11708 0.18548 0.16982 0.15868 0.17028 0.16402 0.19730 0.15590 0.23984 
LPC3 0.11704 0.14364 0.11524 0.12946 0.09362 0.11032 0.10258 0.14400 0.11670 0.13660 0.14916 
LPC4 0.12754 0.14202 0.10158 0.11642 0.09100 0.10204 0.13058 0.12154 0.11308 0.14864 0.12126 
LPC5 0.09394 0.10264 0.08170 0.09024 0.09602 0.10122 0.10092 0.10232 0.13368 0.11192 0.11416 
LPC6 0.08980 0.10104 0.08930 0.10270 0.07496 0.07312 0.08670 0.10788 0.11258 0.08702 0.08940 
LPC7 0.08556 0.11034 0.09280 0.09436 0.07460 0.07304 0.09530 0.13490 0.11290 0.08350 0.09556 
LPC8 0.08638 0.10448 0.07926 0.08978 0.06932 0.07472 0.07116 0.08434 0.09076 0.08604 0.08836 
LPC9 0.09116 0.09248 0.07250 0.08918 0.07230 0.06978 0.08324 0.08434 0.09756 0.07940 0.08672 

LPC10 0.10392 0.10684 0.09716 0.10044 0.09562 0.08188 0.10450 0.10838 0.11594 0.10124 0.12154 
LPC11 0.09000 0.09456 0.08300 0.09166 0.08742 0.09436 0.09638 0.10042 0.10686 0.09732 0.09892 
LPC12 0.07608 0.08796 0.08596 0.08704 0.08246 0.09392 0.09058 0.09180 0.10662 0.09854 0.09640 
LPC13 0.09026 0.09540 0.06314 0.07778 0.07122 0.08082 0.09102 0.08152 0.08594 0.08908 0.09706 
LPC14 0.09714 0.09908 0.06830 0.09064 0.06118 0.07184 0.07722 0.08770 0.07530 0.10396 0.08168 
LPC15 0.07600 0.09032 0.06578 0.09662 0.06440 0.06850 0.09322 0.08444 0.09850 0.08166 0.07756 
LPC16 0.06852 0.07860 0.06944 0.08164 0.0750 0.06744 0.056 0.07588 0.10710 0.06148 0.07242 



 

 

C. Transitional Energy of Bangla Vowel and VCV Sequence 

Fig. 3. Spectrogram of 2nd formant trajectory for Bangla vowel. 

Fig. 4. Spectrogram of 2nd formant trajectory for Bangla VCV sequence. 

Formant frequency of the filter defined by LPC trajectories 
are also evaluated by using Praat. The STFT coefficients of 
second formant trajectory have been calculated using the 
formula shown in (7) and the spectrogram for vowel and VCV 
sequence are shown in Fig. 3 and Fig. 4 respectively. Local 
frequency components having almost ten times intensity are 
found in F2 spectrogram of VCV sequence than vowel. 

The average transitional energy is calculated by using (9) 
for vowel and VCV sequence uttered by five different 
speakers. The average transitional energies for vowel and 
VCV sequences are tabulated in above table III and IV, 
respectively. Considering all five speakers, average formant 
transitional energy is also ten times higher for VCV sequence 
due to its consonantal-constriction in vocal-tract. 

 
 
 

 
 
 
 
 
 

TABLE III.  AVERAGE FORMANT TRAJECTORY TRANSITIONAL ENERGY 
FOR BANGLA VOWEL 

 

TABLE IV.  AVERAGE FORMANT TRAJECTORY TRANSITIONAL ENERGY 
FOR BANGLA VCV SEQUENCE 

 

D. Correlation among Acoustic property of Bangla Vowel 
Pairs and VCVSequence 
To observe the relation among the acoustic property of 

Bangla vowel, cross-correlation pairs are calculated for each 
vowel. The correlations of vowels are calculated based upon 
(10). The correlation coefficient matrix for vowel is shown in 
table V. From table V, it is found that the value of correlation 
coefficients among the Bangla vowel is greater than 0.25. So, 
here is a strong correlation between the acoustic properties of 
Bangla vowel. Vowels pairs (অ-আ, আ-এ, ই-ঈ, ই-ঋ, ই-ঐ, ঈ-ঋ, 
ঈ-এ, ঈ-ঐ, উ-ঊ, ঋ-এ, ঋ-ঐ, ঐ-ও) have higher acoustical 
similarity. The correlations of vowel and VCV sequence are 
also calculated and shown in table VI. The average value of 
correlation coefficient for vowel and VCV sequence is 0.17 
where the average value for vowel-vowel is 0.55. On average, 
the consonantal-constriction related vocal-tract dynamics 
degrade the acoustical similarity 3.24 times. 

 
 
 
 
 
 

Person 
Name 

Average Variation Tendency 

F1 F2 F3 F4 F5 

Person 
1 

2.6E+05 3.14E+05 5.23E+05 5.59E+05 7.60E+05 

Person 
2 2.2E+05 4.14E+05 1.36E+05 1.11E+05 3.92E+05 

Person 
3 2.4E+05 3.64E+05 3.29E+05 3.35E+05 5.76E+05 

Person 
4 2.5E+05 3.29E+05 4.16E+05 4.29E+05 6.50E+05 

Person 
5 2.4E+05 3.40E+05 5.20E+05 4.20E+05 3.30E+05 

Person 
Name 

Average Variation Tendency 

F1 F2 F3 F4 F5 

Person 
1 7.1E+06 7.11E+06 4.38E+06 3.42E+06 5.43E+06 

Person 
2 

1.1E+06 3.40E+06 1.84E+06 2.57E+06 2.56E+06 
Person 

3 1.9E+06 5.76E+06 5.76E+06 4.19E+06 7.21E+06 
Person 

4 1.8E+06 4.47E+06 3.12E+06 2.69E+06 4.27E+06 
Person 

5 1.8E+06 6.42E+06 4.37E+06 3.12E+06 3.12E+06 



TABLE V.  CORRELATION OF LPC FILTERING COEFFICIENTS OF BANGLA VOWEL PAIRS 

TABLE VI.  CORRELATION OF LPC FILTERING COEFFICIENTS OF BANGLA 
VOWEL AND VCV SEQUENCE  

 

V. CONCLUSION 
Bangla vowels and VCV sequences are analyzed 

considering the acoustical features related to vocal-tract 
dynamics during uttering. From LPC filtering coefficients 
dispersion perspective, \অ and \উ are most stable vowels and 
\ঔ is the most fricative vowel. Consonantal-constriction on V-
V sequence gesture accelerates the transitional state of vocal-
tract more than two-time than the most fricative vowel. 
Formant transitional energy is found more than ten times 
higher for VCV sequence with respect to vowel. The 
consonantal-transition of vocal-tract reduces the acoustical 
correlation with vowel 3.24 times an average. 
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Abstract— Fast growth of Internet has brought some security 

concerns. One of these security concerns is Botnet. Bot and 

Botnets are new sophisticated kind of malware that is equipped 

with advanced features and have variety of applications. This 

paper reviews the current botnet detection frameworks and their 

advantages and drawbacks. To address the drawbacks we 

propose a conceptual holistic Botnet Detection Framework that is 

free of limitations regarding the specific botnet protocols and 

architecture. 

Keywords— Bot; Botnet; Botnet detection framework; network 

traffic. 

I.  INTRODUCTION 

During the last few years along with the growth of Internet, 
security concerns have increased as well. Organizations and 
individuals become more reliant on the Internet services 
regardless of securely protecting their information. Today, the 
number of malware threats have increased dramatically due to 
the financial incentives [1] and rather than simply damaging 
the client machine, targeted and financially motivated attacks 
have become further beneficial for the attackers. These types of 
attacks are harder to detect because they purposely aim to 
avoid detection, and often are custom-crafted or even 
encrypted to penetrate signature-based defenses [2]. A new 
emerged type of malware called Bot [3] includes the 
aforementioned features as well as advanced capabilities such 
as controlling and sending commands to the infected 
computers. Collection of the bot-infected computers creates a 
malicious network called Botnet [3] and this network receives 
its updates and commands via a channel from Command and 
Control (C&C) Servers. The entire network is under control of 
attacker which is called Bot-Master or Bot-Herder.   

Basically, there are three types of botnet Command and 
Control (C&C) architectures [4] -Centralized, Decentralized 
and Hybrid- which is the way computers or zombies in the 
botnet connected to each other and to the servers for receiving 
new updates. As illustrated in Figure 1, in centralized mode a 
(or multiple) server(s) controls the entire network and the most 
used protocols in this architecture are IRC and HTTP. In 
decentralized mode, as in Figure 2, there are no centralized 
servers and every zombie is capable to be server and client in 
this botnet architecture. In other words, this kind of botnet 
C&C mechanism is based on Peer-to-Peer (P2P) model. The 
aforementioned architectures have advantages and 

disadvantages regarding their models and the protocols they 
use. Therefore, the bot-masters take advantages of each model 
and create new botnet C&C architecture called Hybrid. For 
instance, to evade firewall rules the new Waledac (HTTP2P) 
botnet [4] utilized HTTP protocol over the P2P structure. 

 

Fig. 1. Centralized C&C 

 

 

 

 

 

 

 

Fig. 2. Decentralized C&C 

Currently, several devastating attacks and illegal activities 
in the Internet are originating from the botnets [5]. Controlling 
and issuing necessary commands to the infected computers 
whether to update the bot or performing illicit activities, 
distinguish and characterize this type of malware compare to 
the others. To enhance the usage of botnets and obtain much 
more financial interests, diverse functionalities have been 
added to the botnets. Thus far, sending SPAM, conducting 
Distributed Denial of Service (DDoS) attacks and stealing 
user’s confidential information are the main functions of a 
botnet [6]. However, new features of bots have emerged; for 
instance, Targeted Attacks to SCADA Systems such as Stuxnet 



[7], Duqu [8] and Flamer [9], Search Engine Optimization 
(SEO) [10] poisonings that divert users to the desired websites 
(whether it is malicious or just for advertisements). 

Botnet detection is integral part of Internet security which 
needs actions to be taken to have a more secure Internet 
environment. Thus, several researchers [11-16] have worked 
on the Botnet Detection. In general, two major approaches 
exist for detection of the botnets; signature-based and anomaly-
based detection. Several researchers [17-19] have studied on 
the signature-based detection in which their results are 
applicable for known bots. In this approach, simply every 
packet is monitored and compared to the pre-configured 
signatures and attack patterns in the database. Although, in this 
approach the detection precision is promising, the signature 
database should be always updated to detect the new bots; 
otherwise it fails to detect unknown bots. On the other hand, 
constantly bot-masters obfuscate the bots by novel packers to 
avoid detection by the signature-based approaches. 

Although signature-based detection techniques have 
remained as a core detection approach, inability to detect 
unknown bots results in applying anomaly-based detection 
techniques. Currently majority of researchers [13, 15, 20-22] 
work on anomaly-based detection approaches to overcome the 
difficulties of botnet detection. In this approach, based on the 
rules and heuristics the behavior of network traffic or computer 
system configurations is classified into normal or anomalous. 
Anomaly-based detection is divided into host-based detection 
and network-based detection. Despite the importance of host-
based anomaly detection, it is not scalable in the large-scale 
networks since the monitoring software must be installed in all 
the computers. Besides, privacy issues have been always a 
major concern in this method. 

In the network-based anomaly detection, the network traffic 
is analyzed either passive mode or active mode. Several botnet 
detection frameworks [13, 14, 23] have been proposed based 
on the network traffic anomaly detection. However regardless 
of the achieved results, considering limitations for the botnet 
detection framework, such as detecting specific protocols or 
pre-defined botnet architecture, make the algorithms deficient 
regarding the new bots with diverse protocols or architectures. 
Moreover, the analysis of massive amount of network traffic 
and encrypted channel between the zombies and the C&C 
servers are considered as other difficulties of this approach. 

Although P2P model is a promising architecture in terms of 
resiliency [24], the implementation complexities they need to 
consider and network traffic limitations applied by network 
administrators, the bot-masters prefer to use HTTP protocol as 
the main communication medium between the C&C servers 
and bot infected computers. However, this paper proposes a 
conceptual botnet detection architecture which is not limited to 
a specific network protocol. Additionally, because of 
mentioned limitations for signature-based detection, we use 
network-based anomaly detection which is capable to even 
detect unknown botnets.  

The rest of the paper is organized as follows. In Section 2, 
related works and their advantages and drawbacks are 
discussed. Section 3 states the problems based on the literature 
review. In sections 4, we propose our conceptual framework 

along with the system architecture. Conclusion and future 
works are discussed in section 5. 

II. RELATED WORKS 

Based on the previous section about botnet detection, to 
collect and understand the behavior of botnets, Honeypot is one 
of the main techniques of passive monitoring approach. For 
instance, Andrew [25] used interaction Honeypots to study the 
attack behaviors of the bot-infected computers. 

There are studies worked on specific protocols or pre-
defined botnet architecture. Chen [26] examines flow traffic to 
identify a botnet using HTTP as C&C channel. Houmansadr 
[27] introduced BotMosaic as a countermeasure to IRC-based 
botnets. BotMosaic detects particular patterns that are inserted 
into the network traffic by the watermarker. Liao [28] utilized a 
methodology based on packet sizes to distinguish P2P botnet 
traffic from legitimate P2P traffic and the rest of Internet 
traffic. Choi [29] suggested an anomaly detection mechanism 
using monitoring group activities in DNS traffic. Based on the 
group activity model and metric, they developed a botnet 
detection mechanism, called BotGAD.  

Gu et al. suggested vertical and horizontal correlation 
approaches for botnet detection. BotHunter [17] is based on 
vertical correlation approach which every host is examined 
based on its behavior history. For horizontal correlation 
approach, BotSniffer [14] and BotMiner [13] were developed 
that examined correlation across multiple hosts. BotSniffer is 
an anomaly botnet detection system that is able to detect 
centralized (HTTP and IRC) C&C botnets. Gu [13] claims that 
BotMiner is not limited to particular protocols or C&C 
architecture. 

The main problem with the previous methodologies is that 
based on the false positive rate they create, it is ineffective and 
costly to deploy them in large networks. Thus, Bilge [23], 
proposed DISCLOSURE that in their framework they use 
Netflow data for traffic behavior analysis. The major advantage 
of their framework is that it is applicable in wide-scale dataset. 
Besides, the researchers apply reputation score to reduce false 
positive. Their proposed framework can identify C&C servers, 
which is not applicable for hybrid and P2P botnets. In addition, 
the features they use can be totally different for various types 
of botnets and the framework detects 65% of known botnet 
C&C servers while producing 1% false positive.  

Botfinder [12] is another proposed framework that uses 
high levels of network traffic without deep packet inspection 
for botnet detection. The researchers use machine learning to 
identify the key features of C&C communication based on 
network flow information. This framework also is applicable 
on a particular bot family that follows certain regular patterns. 
More important is that it is incapable of detecting botnets 
engaging in sending SPAM or DDoS attacks. Finally, 
Botfinder detection rate is 80% that is also varied for different 
bots. Table 1 summarizes the main botnet detection techniques. 

 

 

 



TABLE I.  BOTNET DETECTION TECHNIQUES 

Botnet Detection 

Technique 

Unknown Botnet 

Detection 

Protocols and Structure 

Independent 

Honeypot [25] Yes Yes 

Chen [26] No No 

Liao [28] No No 

BotGAD [29] Yes No 

BotHunter [17] No Yes 

BotSniffer [14] No No 

BotMiner [13] Yes Yes 

Disclosure [23] No No 

Botfinder [12] No No 

III. PROBLEM STATEMENT 

To protect the Internet users, investigation on endpoint 
protection platforms and signature based software tools 
continue to block typical botnet threats, but they are incapable 
and time-consuming on detecting new bots and less effective in 
detecting low-volume targeted attacks. Development and 
generation of new bots with remarkable capabilities in 
incidents of targeted attacks, such as Mariposa [30] and Zeus 
[31] botnet proves that bot-herders are very well-equipped with 
in-depth knowledge about security software tools.  

The fundamental aspect of botnet detection is to analyze 
their network traffic behavior in large-scale data to have better 
conception on the connectivity of bot clients to Command and 
Control (C&C) servers and vice versa. But administrative 
restrictions and other technical issues result in ignoring bot 
analysis in large-scale data.  

In addition to ignorance of the analysis part, existing botnet 
detection approaches are not free of limitations and 
dependencies regarding the protocols and botnet architecture. 
As a consequence, to avoid detection bot-masters use multiple 
communication protocols or infect a computer with other 
variants of bots differ in structure.  

On the other side, to evade detection mechanisms bot-
masters try to imitate normal network traffic behavior as well 
as encrypting the connection channels between bot-clients and 
C&C servers that result in Deep Packet Inspection (DPI) 
failure. Accordingly, absence of a generic framework, has led 
to pose threats into both individual (e.g. losing critical 
information) and public aspects (e.g. abusing the Internet 
bandwidth for malicious activities). To address these 
shortcomings, this paper proposes a conceptual botnet 
detection architecture which is independent of specific 
protocols or botnet architecture. 

IV. PROPOSED BOTNET DETECTION FRAMEWORK 

According to the literature review, existing botnet detection 
frameworks are lacking of detecting unknown bots. In addition, 
they are dependent to particular botnet protocol or architecture 
which makes these mechanisms inefficient. In [32] we 
analyzed several botnets network traffic in which new network 
traffic features are introduced.  

The proposed technique is utilizing network traffic to detect 
botnets. Therefore, we are to use network traffic features that 
separate malicious traffic from benign traffic.   

To provide security for the Internet users, it is reasonable to 
control and analyze the traffic for botnet detection in the edge 
of the network. Therefore, figure 3 shows that our system is 
placed in the gateway of the network whether the network is a 
LAN or an enterprise network (e.g. ISP). 

 

Internet

Bot Detector

 

Fig. 3. Proposed Framework 

V. CONCEPTUAL SYSTEM ARCHITECTURE 

The main part of our proposed framework is Bot Detector. 
The function of this server is to analyze the network traffic and 
receive alarms if any botnet evidence has been observed during 
the analysis of network traffic. The amount of network traffic is 
very large therefore, therefore to address this problem we 
propose to use machine learning. While working with machine 
learning algorithms there should be features (Table 2). With the 
features these algorithms try to classify the network traffic. As 
mentioned in previous section the false positive is high because 
of large network traffic. In order to reduce the false-positive we 
integrate other security mechanism’s logs such as Honeypot, 
IDS and Firewall.   

TABLE II.  NETOWORK TRAFFIC FEATURES FOR BOTNET DETECTION 

No Network Traffic Features 

1 Duration Mean, Variance, Skewness and Kurtosis 

2 Total Bytes Mean, Variance, Skewness and Kurtosis 

3 Number of Packets Mean, Variance, Skewness and Kurtosis 

4 Average/Variance of inter-arrival time of the packets  

5 Number of Failed ICMP Packets 

6 Number of TCP Flows 

7 Number of UDP Flows 

8 Number of SMTP Flows 

9 Number of Unique IPs contacted 

10 Number of suspicions Ports 

11 Request frequencies 

12 Requests intervals 

13 DNS- Number of concurrent queries 

14 DNS- Cumulated queries to each distinct domain 



15 DNS- Query frequency 

16 Duration Mean, Variance, Skewness and Kurtosis 

 

 Figure 4 shows the architecture of our proposed botnet 
detection system which consists of 4 phases: Initialization 
Phase (IP), Analysis and Inspection Phase (AIP), Detection 
Phase (DP) and Report Phase (RP). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Conceptual System Architecture 

The proposed system is deployed at the edge of network 
and it works in passive mode. Each phase has some tasks to do. 

• Initialization Phase (IP): To prepare the data for better 
analysis, some pre-processing actions are conducted on the 
network traffic such as traffic reduction based on Black/White 
list and traffic profiling.   

 Certainly for IP or domain white listing, we only consider 
the IP address of the main page of top most popular websites 
like Google or Microsoft. Because other services that are 
offered by these companies can be used for malicious 
activities. For instance, Gmail or Google Drive can be used by 
bot-master to deliver the latest updates to bots. 

In the traffic profiling, a history of each computer is 
preserved for further analysis. All the visited domain names, 
destination IP addresses, request frequencies and intervals that 
have been made to destination addresses or websites, number 
of concurrent DNS resolutions, accessing to an IP with unusual 
port numbers, will create a behavioral profile for each 
computer in our network. This profile are used for further 
analysis in the next phases.  

• Analysis and Inspection Phase (AIP): This phase 
analyses the required factors that is helpful for botnet detection. 
Along with the packet features such number of packet per 

second, total bytes per second, flow features also are utilized. 
The flow features are flow duration, number of packets per 
flow, number of TCP flows, number of UDP flows and number 
of SMTP flows. In our botnet analysis [33], there are several 
failed ICMP packets. In P2P botnets, bots try to communicate 
with the IP addresses that are hard-coded in their peer lists. 
After some time, the infected computers could be disconnected 
from network or the bot is detected by the antivirus. Thus, there 
are many failed ICMP packets when analyzing P2P botnet 
network traffic. This can be a valuable feature for P2P botnet 
detection. 

Spam bots joins the infected computers to their email spam 
campaigns. Therefore, while investigating the network traffic, 
numerous SMTP packets exist which is very unusual for a 
computer that is not Email server. Accordingly, during 
identification and tracking of botnets it is very essential to 
consider various related protocols.   

Apart from the mentioned features, to decrease the false 
positive and achieve higher detection accuracy rate Honeypot, 
Intrusion Detection System (IDS) and firewall logs are also 
considered as extra features. Essentially, these network security 
mechanisms work based on signatures which can be very 
valuable while utilizing machine learning classifiers. The 
generated logs are used as features to ascertain the identified 
malicious traffic.   

When a computer is infected with a bot, initially bots try to 
stablish a connection with C&C servers to gain commands or 
updates. By performing DNS queries the bots locate the 
particular server. Hence, it is possible to use DNS traffic 
statistics to create a detection mechanism which looks for DNS 
anomalies.  

Examining DNS queries, especially those consecutive 
queries might provide significant information about botnet 
existence and C&C server locations. Other important features 
of DNS queries can also be useful for botnet detection, 
including query frequency, query lifetime, domain lifetime. 

• Detection Phase (DP): The main phase of this 
architecture that receive required statistics from the previous 
phase and cluster the IP addresses based on their features 
mentioned above. Experimentally, bots within the same botnets 
present similar network traffic patterns as they are programmed 
to perform regular communication with the C&C server. 
Moreover, they use same protocol when they tend to receive 
updates or any command from the bot-master. Therefore, based 
on the received statistics from analysis and inspection (AIP) 
phase and mentioned features, similarities among the network 
patterns are extracted.  

For well-known botnets, machine learning classifier is 
utilized. The classifier is trained with various network traffic 
data and is able to detect famous botnets accurately. To detect 
unknown botnets, the results of classifier which are labeled as 
benign traffic are fed to hierarchical clustering algorithm which 
builds different clusters based on distance connectivity. In each 
clusters, there are several network flows with similar network 
traffic features such as destination IP address, port numbers, 
number of packets in a flow and etc. The output of this phase is 
sent to security expert for further analysis and if it is found out 



that some clusters are consisting botnet traffic then these 
clusters are used to train our machine learning classifier with 
new botnet network traffic features.  

The output of this part goes into the reputation score system 
and compare with the previously detected known IP addresses.   

• Report: The final phase reports the results of analysis 
to the network administrator for further analysis in which IP 
address can be suspicious or normal. 

VI. CONCLUSION AND FUTURE WORK 

Botnets and their applications are growing very fast and 
botnet detection regardless of the protocols and architecture is a 
challenging problem. In this paper, we proposed our conceptual 
holistic botnet detection framework. Our system is free of any 
limitations related to botnet protocols and architecture. To 
reduce the false positive, we integrate other security 
mechanisms such as Honeypot, IDS and Firewall Logs.  

In our future work we will explain our framework in details 
with the achieved results along with applying machine learning 
algorithms and probabilistic theories. 
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Abstract-- Quality of service (QoS) for voice over IP network is 

not consistent because of absence of dedicated links as in circuit 

switched (CS) network. Because of wider mobility to users in 

UMTS network and voice over IP network being low cost service, 

performance evaluation for VoIP service over UMTS network is 

realized more important. Prioritized forwarding strategy to 

different traffics can be controlled allocating Forward Access 

Channel (FACH) Scheduling weights in Radio Network 

Controller (RNC) and Resource Reservation Protocol (RSVP) for 

the resource allocation like buffer space, bandwidth etc.  

 

In this paper, End-to-End QoS of UMTS is mapped to external 

IP network with Differentiated Service Code Point (DSCP) field 

in IP packet header specifying different per hop behavior (PHB) 

and significant improvement in QoS of VoIP service over UMTS 

network has been observed. Hybrid model of QoS enhancement 

with DiffServ Code Point integrated to FACH scheduling weight 

inside UMTS network and RSVP scenario has been studied in 

this work and the model has been purposed to reduce End-to-

End delay maintaining better Mean Opinion Score (MOS). 

 

Keywords: QoS, DSCP, FACH Scheduling, RAB service, CNB 

service. 

I. INTRODUCTION 

As the circuit switched (CS) network is specially designed for 

voice signal transmission, the network has good qualitative 

speech in terms of MOS value and good spectral efficiency in 

terms of voice band [2]. Gateway GPRS service node (GGSN) 

enables access to external IP network without multimedia that 

is data services only while IP Multimedia Subsystem (IMS) 

defined 3GPP releases supports multimedia services too [13]. 

QoS is an End-to-End measure which is to be met through all 

the modules in the network where different applications have 

its own different QoS requirements [12]. When the voice 

packet are transmitted over packet switched (PS) network, the 

quality of services of the network must have closer 

performance in terms of QoS parameters that CS network can 

provide [2] and the main purpose of QoS architecture [10] in 

UMTS network is to optimize the delivery services to 

preferential service quality to the application with optimal data 

rate, reducing data loss and controlling latency. QoS 

architecture defined by 3GPP consists of UMTS Bearer 

services consisting Core Network Bearer (CNB) services and 

Radio Access Bearer (RAB) services [9] with RAB service 

ensuring transmission of control signal and user traffics 

between CN and MT and CNB efficiently controls the UMTS 

Backbone Network utility to ensure the UMTS QoS. With the 

increased data speed and high mobility services in PS 

networks, data over internet is becoming better choice for 

users in terms of cost and better option for service provider in 

terms of resource management and so the voice application is 

“de facto standard” in mobile terminals [3].  

 

Depending up on the quality of signaling at the time of call 

setup and call termination, delivery quality and call quality, 

voice communication over any network is categorized as good 

quality or not. Performance of a VoIP service can be analyzed 

with the parameters End-to-End delay (including queuing 

delay), packet loss, jitter, throughputs and traffics intensity 

over the network. E-model as specified by the standard ITU-T 

G.107 gives the impairment factor (R) ranging from 0 to 100 

with linear relation with perceived quality of voice [2]. This R 

factor can be transformed to MOS scale value with 3.5 or 

above to be acceptable quality of voice [2]. 

 

In 2G and 2.5 G wireless network, voice signal is transmitted 

over CS network while data signals are switched over GPRS 

network or infrastructure [4]. Different signaling protocols 

such as session initiation protocol (SIP) or H.323 are used to 

establish session between end users with appropriate 

retransmission timer [4]. SIP can use either TCP or UDP 

transport protocols while H.323 v1/v2 can use TCP protocols 

for transmission of packets [4]. Optimum selection of 

signaling protocols and transport protocol determines the call 

set up performance. In [4] different combination of protocol 

stacks, SIP, UDP and RLP, SIP, TCP and RLP, H.323 and 
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TCP, are studied and SIP/UDP/RLP with adaptive 

retransmission timer was found to be optimum.  

 

Since voice signal is analog, codec GSM-FR or G.729A is 

used to encode the voice stream at transmitting end, i.e. 

digitization of voice stream to transmit over IP network [1]. 

Encoded signal or bit streams are to be decoded to analog 

signal at the receiving end which is performed by codec [1]. 

Transmission rate can be controlled with Decision Feedback 

Scheme with RTCP(Real Time Transmission Control 

Protocol) where RTCP gives information about network 

conditions and quality level of reception, consequently 

congestion is controlled [5]. Rate control unit adopt the 

transmission rate according to round trip time and End-to-End 

packet loss [5]. Two bytes of field from error detection and 

correction control field in UDP header of VoIP are removal 

which is supported by 3GPP [6] reducing payload in UMTS 

network and power consumption. 

 

A hybrid model to improve QoS is proposed in this study for 

VoIP service over UMTS network. In the model proposed, 

G.729A codec with 1ms frame size is used with DiffServ 

Code Points Expedited Forwarding (EF) to conversational 

type traffic, Assured Forwarding (AF) to streaming and 

interactive type traffics and Best Effort (BE) to background 

traffic and with RSVP and FACH scheduling where FACH is 

used to transport control signal and some user data in transport 

channel to secondary common control physical channel in 

physical layer whereas DCH is used for user data with 

dedicated channel in transport layer and mapped to dedicated 

physical data channel in physical layer [11].  

 

Rest of the paper is structured as follow. Section II deals with 

literature review, section III with network simulation model in 

OPNET, section IV with evaluation of results from simulation 

and analysis and section V concludes the whole work and 

studies done in this paper.  

II. LITERATURE REVIEW 

In [4], session set up time attention has been paid, is affected 

by FER which is measure of quality of wireless link. H. Fathi 

and et al. in [4], has evaluated setup time for VoIP session 

within the range of 0-10 percent of FER at radio link showing 

significant reduction with Radio Link Protocol (RLP) and 

average of 46% decrement was found with adaptive 

transmission timer. Signaling protocol H.323 and SIP have 

comparable performance for FER less than 2% while greater 

than 2% SIP has better performance compared to H.323. 

 

At primitive stage of VoIP technology, Cuny and Lakaniemi 

in 2003 [7] evaluated end-to-end delay of 221.96 ms ranging 

FER 0 to 5% at radio link is developed to end-to-end delay of  

150 ms with frame size of 20 ms in 2008 [1]. E.R. Vale, et al 

got 6 bytes of reduction to high probability signal level in 

VoIP is obtained with roughly 15% of power saving [6] if the 

network code of error correction and detection is efficiently 

developed. 

 

Dimension of de-jitter buffer size and Block Error 

Rate(BLER) has significant impact on QoS of the PS network 

and BLER of 2% has transmission delay of 132.7 ms which is 

less than ITU-T G.114 specification [2]. MOS of value 3.91 

was evaluated as acceptable value greater than threshold of 

value 3.5 at BLER 2% and buffer size of 180 ms and 

maximum playout interruption at zero buffer size and 19.2 at 

buffer size of 180 ms at BLER 2% [2]. Sivabalakrishnan and 

Manjula concerned about the improvement of QoS with 

adaptive data transmission rate with the network congestion 

level implementing Decision Feedback Scheme (DFS) [4], 

using RTCP which uses senders’ report and receivers’ report 

to estimate the data rate consequently packet loss and delay 

can be reduced focusing on optimum utilization of bandwidth 

available.  

 

20 ms frame size was found to be better option for the codec 

G.729A  and GSM-FR while for G.711 high packet losses was 

found in terms of end to end delay which has direct impact on 

MOS for voice quality [1]. Frame numbers per VoIP packet 

has effects on QoS as increased number results increasing 

delay a frame of 20 ms per VoIP packet was found to be best 

for GSM-FR and G.729A Codec [1]. Mallah and Islam [10] 

studied the impacts of data rate on QoS for different data 

traffics classes streaming, background, interactive and 

conversational class type and studied how Forward Access 

Channel scheduling affects the traffics over UMTS network. 

In [10], Mallah and Islam analyzed the mean end-to-end delay 

for data rate of 60 kbps and for different combination of 

scheduling weight to different traffic classes and found 

scheduling has significant impact on end-to-end delay. 

 

Shreevastav and et al. proposed two layer scheduler (TLS) to 

improve QoS and cell throughput [8] and in the proposed 

algorithm, first layer performs resource reservation with the 

weight assigned based on delay sensitivity. Quality of radio 

link periodically measured by UE  is reported as channel 

quality indicator (CQI) to corresponding NodeB and is used to 

ensure the packet delivery in the algorithm [8] where users 

with higher buffer occupancy and enough CQI value is 

dequeues first among the other users by scheduler. The 



simulation in NS-2 environment for proposed algorithm shows 

better throughput among other algorithm with improved jitter 

and delay in [8] indicated with peak signal to noise ratio 

(PSNR) results. A similar analysis was performed by Saad and 

et al in [12] that isstudied end to end QoS for DiffServ IP 

Network model and compared the result to their hybrid model 

DiffServ/RSVP concluding significant improvement in End-

to-End delay, packet loss, delay variation and throughput.  

 

Jadhav and et al in [3] investigated the end-to-end delay, 

MOS, jitter and delay variation with the discovery of WiMAX 

with outstanding performance over UMTS with numbers of 

margins and discussed about the self configuration of 

switching from UMTS to WiMAX architectures and vice 

versa to ensure the QoS required depending up on the network 

loads. 

 

SIP signaling scheme with adaptive retransmission timer has 

minimum end to end delay with RLP for FER of 2% or 

greater. From [2],it can be concluded that zero buffer size is 

recommended but maximum playout interruption is to be 

avoided and PS network is out of imagination without buffer 

at nodes so de-jitter buffer of size 180 ms was evaluated at 

BLER of 2% with acceptable transmission delay with 

minimum playout interruption of 19.2 at 3.91 MoS greater 

than threshold of 3.5. RTCP can use DFS to control the data 

transmission rate reducing packet loss and end to end delay 

and TLS can be deployed for better throughput and improved 

jitter and delay. Form [10] higher FACH scheduling weight 

significantly reduces the End-to-End delay whereas for same 

scheduling weight, higher delay sensitive traffics are guided to 

dedicated channels (DCH) and less sensitive traffics by either 

shared channels or by dedicated channels. From [8] and [12], 

RSVP and DSCP can prioritize the traffic with higher delay 

sensitive so that delay sensitive class traffic is dequeued with 

higher forwarding behavior in all hops in the intermediate 

nodes in IP network.   

III. NETWORK SIMULATION  

Simulation of network was done with optimal CODEC [1] 

along with appropriate frame size 20 ms and transport policies 

RSVP, FACH scheduling and DSCP mapping to UMTS QoS  

are studied in two scenarios using OPNET Modeler. In first 

scenario VoIP traffics over UMTS network with codec 

G.729A, RSVP enabled and FACH scheduling weight 

assigned as shown in table 1 for different traffics is simulated 

and the results are compared with that of second scenario 

where DSCP has been allocated to different types of traffics as 

shown in table 2 along with that of scenario first. 

 
Fig. 2 Traffic Sent (bytes/sec) 

 
Fig.1 Simulation Model 

TABLE 1. FACH Scheduling Weight 

P a r a me t e r  S c h e d u l i n g  w e i g h t  

S i g n a l i n g  1 0 . 0  

C o n v e r s a t i o n a l  7 . 0  

S t r e a m i n g  3 . 0  

I n t e r a c t i v e  2 . 0  

B a c k g r o u n d  1 . 0  

 

 

TABLE 2.  UMTS to DiffServ Mapping 

A p p l i c a t i o n  U M T S  T r a f f i c  D i f f S e r v  D S C P  

V o I P  C o n v e r s a t i o n a l  E F  

V i d e o  S t r e a m i n g  A F 1 X  

W e b  I n t e r a c t i v e  A F 2 X  

F T P  B a c k g r o u n d  B E  

 

 



 

IV. RESULT AND ANALAYSIS  

Fig 2, 3, 4, 5, 6, 7 are some snapshots during simulation of 

networks in two different scenarios and their comparative 

studies. For overall observation, DSCP integrated network 

model has significant QoS enhancement for the VoIP service 

over the UMTS network.  

 

From fig. 2, 3 and 4, clearly End-to-End delay is comparable 

even for almost two times higher traffic intensity in case of 

DSCP based QoS and similar End-to-End delay converge to 

similar range is due to the UMTS bearer service in UMTS 

backbone network. Observed End-to-End delay is in the range 

of 80 ms as in fig.4 which is as ITU-T recommendation to be 

less than 150 ms and from fig. 5, delay variation has 

significant enhancement in DSCP integrated scenario. 

 

From fig. 2, 3 and 6, DSCP based UMTS bearer service has 

similar MOS value where both the network setup has 

acceptable value of MOS greater than 3.0. Fig.7 indicates 

better jitter value for DSCP integrated network even for higher 

traffic intensity in UMTS network. 

 

Fig.3 Traffic Received (bytes/sec) 

 

 

Fig.6 MOS Value 

 

Fig. 7 Jitter (sec) 

 

Fig. 4 End-to-End delay (sec) 

 

Fig. 5 Delay variation 



V. CONCLUSION  

Better CODEC as in [1] G.729A with frame size of 1 ms 

will have good MOS and acceptable end to end delay. Delay 

can be minimized with FACH scheduling weight in UMTS 

Backbone network where conversational traffic is given 

higher scheduling weight than other streaming, interactive 

and background traffic over the UMTS network. Similar 

prioritized forwarding behavior in the external IP network 

can be negotiated by UMTS backbone network with 

DiffServ Code Point marked in packet header. Thus a QoS 

for VoIP can be modeled within UMTS Backbone network 

defining different UMTS bearer service to different class of 

traffics and in external IP network forwarding scheme with 

differentiated class of traffic with different DSCP allocated 

to different data traffic over IP network with significant 

improvement in End-to-End delay and better MOS though 

higher traffic load over the network. 
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  Abstract-An augmented reality system provides 
enhanced situational information to personnel located 
within an environment. A tracking system obtains 
viewpoint information corresponding to a real-time 
view of said environment. A processing system receives 
information from one or more sensors. Information 
includes sensor location information and status 
information about the environment and personnel 
therein. The processing system generates graphics using 
the sensor location information and the viewpoint 
information. Graphics include visual representations of 
said status information. A display displays the 
generated graphics on a display at a supervisor station 
that is outside of said environment such that graphics 
are superimposed on the real-time view. 

Keywords-Integrated Transceiver, Real Time Monitoring, 
Rescue Operation, Firefighter, Bluetooth, Wi-Fi, RF, 
Smart sensor platform,  Motorola TETRA, SoC, GPS, 
Wireless. 

I. INTRODUCTION 

  A Firefighter is a rescuer broadly trained in firefighting, 
largely to extinguish hazardous fires that threaten property, 
and to rescue people from dangerous situations such as 
collapsed or burning buildings and crashed vehicles. 
NIOSH (National Institute of Occupational Safety and 
Health) have conducted investigations on work-related 
firefighter deaths and statistics are as follows in figure 1.1. 
The National Fire Protection Association (NFPA) has 
conducted an analysis on the natures of duty associated 
with firefighter deaths. Contained within their report are the 
roots of deadly injuries to firefighters [1].  

Figure 1.2 shows the causes of fire fighter fatalities. Based 
on the Figure 1.2 it clearly states that the frequent cause of 
injury is due to overexertion or stress which is 34%. This is 
a valid reason for monitoring firefighters physiologically. 
Real time assessment of the physiological status and the 
status of mounted device (oxygen level) pressure of the 
firefighter is very crucial to be monitored during a fire 
rescue operations. This real time assessment should be able 
to assess the baseline of physiological characteristics such 
as aerobic fitness, sleep history and heart rate. Figure 1.3 
shows an overall view on communications method. 

Fig.1: Firefighter Fatalities 
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II. ASSESMENT

Fig.2: Causes of fire fighter fatalities. 

It shows that firefighters which have been divided into two 
groups located in two different parts of the building reports 
back to the commander wirelessly via radio frequency. 
Apart from that, it should be able to provide mission 
support such as improve “who, where, when” situational 
awareness, guide acute and chronic work or rest cycles and 
reduce the likelihood environmentally related injures such 
as heat stroke which is quite common when it comes to fire 
rescue mission. Besides  that, casualty evacuation to be 
facilitated and the quality of after action reviews to be 
improved. The following example provides an illustration 
of exemplary prior art systems.  

It has long been desirable to provide enhanced situational 
awareness to first responders. For example, providing first 
responders with more information about their surrounding 
environment could improve rescue operations. Prior art 
devices have attempted to provide enhanced situational 
awareness to first responders by combining a virtual 
representation of an environment (e. g. a map or 3D 
representation of a building) With status information 
received from first responders and having a user interpret 
the relevance of the combination and communicate the 
relevance to first responders. 

While the invention has been described in connection With 
What is presently considered to be the most practical and 
preferred embodiment, it is to be understood that the 
invention is not to be limited to the disclosed embodiment, 
but on the contrary, is intended to cover various 
modifications and equivalent arrangements included Within 
the spirit and scope of the appended claims [2]. Wherein 
the graphics include visual representations of the status 
information; displaying the generated graphics on a display 
at a supervisor station that is outside of said environment 
such that the generated graphics are superimposed on the 
real time view[3] that shows figure also [4]. The system 
can provide an enhanced representation of the environment 
displaying the generated graphics on a display such that the 
generated graphics are superimposed on the real-time 
view[5].This enhanced representation can be used to 
provide enhanced situational awareness for first responders 
on the real-time view[6] that shows the figure [7].  

overexertion/stress
/medical
34%

Fell/Jumped
3%

Rapid Fire 
Progress/explosion

31%

Lost inside
3%

Crashes
10%

Struck by object
9%

Exposed to 
Electricity

1%

Structural Collapse
8%

Assault
1%

Firefighters Death by Cause of Injury‐2014
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Fig.3: ENSCO Inc.’s Real Time Assessment 

It has long been desirable to provide enhanced situational 
awareness to first responders. For example, providing first 
responders with more information about their surrounding 
environment could improve rescue operations. Prior art 
devices have attempted to provide enhanced situational 
awareness to first responders by combining a virtual 
representation of an environment (e. g. a map or 3D 
representation of a building) With status information 
received from first responders and having a user interpret 
the relevance of the combination and communicate the 
relevance to first responders. 

While the invention has been described in connection With 
What is presently considered to be the most practical and 
preferred embodiment, it is to be understood that the 

invention is not to be limited to the disclosed embodiment, 
but on the contrary, is intended to cover various 
modifications and equivalent arrangements included Within 
the spirit and scope of the appended claims [2]. Wherein 
the graphics include visual representations of the status 
information; displaying the generated graphics on a display 
at a supervisor station that is outside of said environment 
such that the generated graphics are superimposed on the 
real time view[3] that shows figure also [4]. The system 
can provide an enhanced representation of the environment 
displaying the generated graphics on a display such that the 
generated graphics are superimposed on the real-time 
view[5].This enhanced representation can be used to 
provide enhanced situational awareness for first responders 
on the real-time view[6] that shows the figure [7].  
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Fig.4: Basic Block of Real Time Assessment 

 The system can also show the locations and values of 
sensors placed within the environment superimposed on top 
of a real-time view of the environment. For example, when 
a temperature sensor is dropped by a firefighter, the 
sensor’s own tracking system (or last location of the 
firefighter at the time he dropped the sensor) provides the 
location of the sensor. By showing data coming from the 
sensor on top of a real-time view of the environment, the 
captain can directly relate the sensor reading with a 
location in the environment [8]. 

Based on the Table 2.1 shows, Q Zi [9] has used 
Acquisition and communication module based on CC2430 
as shown the usage of zigbee technology helps to transmit 
data from medical sensors to monitoring equipments via 
wireless transmission, which reduces the usage of cable 
links. There is a mini monitoring Network between the 
monitoring instruments and zigbee sensor nodes. The 
physiological information is detected using a controller 
which is installed on the sensor nodes then the information 
will be transmitted via wireless transmission to the selected 

equipment[10]. Communication transmission system can be 
monitored for 24 hours due to its low power consumption . 
Apart from that, wireless sensor network or WSN is a 
wireless network that comprise of independent devices 
such as low power consuming processor, Flash memory, 
ADC, RF Transceiver [11].  

Feedback can be received and monitored remotely via 
wearable monitoring system. A wearable system is used to 
detect the information and it consist if data collection 
hardware, remote centre and data analysis [12]. Based on 
another article which uses SoC or System on Chip platform 
together with Bluetooth wireless network. Bluetooth 
module is set as the transmitter where as the SoC is set as 
receiver platform [13]. Besides that according to the article 
of Ramamurthy, Pravu and Rajit a smart sensor platform 
which is based on a patent pending technologies has a plug 
and play proficiencies [14]. This supports hardware 
interfaces and communication desires for many sensors 
[15].
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III. OVERVIEW 
Table 2.1 shows the related work in this area of research. 
No Authors Title Year Platform Communication Merits Demerits 
1 Qi Zhao, Qi Wu, 

Jianbo Wu, 
Xiaoming Wu 

Design of Physiological 
parameter Acquisition & 
Communication Module 
Based on CC2430 

2008 Zigbee, 
CC2430 

Zigbee Low Power 
Usage, Bulky 

No means 
of radio 
Call 

2 Jin Soo CHOI, 
MengChu ZHOU 

Recent Advances in 
wireless sensor Networks 
for Health Monitoring 

2010 Wireless 
Sensor 
Network 

Zigbee, Bluetooth, 
WiFi 

Low Power 
Usage, Bulky 

No means 
of radio 
Call 

3 Jzau-Sheng Lin, 
Shi-Yuang 
Huang, Keo Wen 
Pan, Shao-Han 
Liu 

A Physiological signal 
monitoring system based 
on an Soc Platform & 
wireless network 
technologies in Homecare 
Technology 

2009 SoC 
(System 
on Chip) 

Bluetooth Low Power 
Usage, Bulky 

No means 
of radio 
Call 

4 Motorola 
Solutions 

Motorola Tetra Terminals 2015 TETRA 
Portable 
Terminal 

Bluetooth, WiFi, 
RF 

Portable Radio 
Call 
Available, 
Programmable 

Not 
Available 

5 P.S Pandian Wireless sensor network 
for wearable 
Physiological monitoring 

2008 wireless 
sensor 
Networks 

Bluetooth, WiFi Bulky Radio Call 
not 
Available 

6 Shyamal Patel, 
Hyung Park, 
Paolo Bonato, 
Leighton Chan, 
Mary Rodgers 

A Review of wearable 
sensors & System with 
Application in 
Rehabilitation 

2012 SoC, 
wireless 
sensor 
Networks 

Bluetooth, WLAN, 
Zigbee 

Low Power 
Consumption, 
Wearable 

Radio Call 
not 
Available 

7 Harish 
Ramamurthy, 
B.S Prabhu, Rajit 
Gadh 

Wireless Industrial 
Monitoring & Control 
using a smart sensor 
platform 

2007 smart 
sensor 
platform 

Bluetooth, WiFi Plug & Play Radio Call 
not 
Available 

8 Rae Systems Inc. Using Wirelessly 
connected Monitoring 
Equipments 

2011 Wireless 
Connected 
System 

Bluetooth, WLAN Fast & 
Flexible 
Deployment 

Radio Call 
not 
Available 

9 Keith Ammons Pros and cons of Tetra Vs 
P25 & the benefits of a 
multi technology platform 
for Tetra, P25 Phase 
I/Phase Ii & Mobile 
Wimax 

2014 Power 
Trunk 
Tetra 

Bluetooth, WiFi, 
RF 

Enhanced for 
high 
Population 
density Area 

Not 
currently 
offered in 
VHF band 

10 Motorola Ltd. Motorola Tetra Solutions 2009 Motorola 
Tetra 

Bluetooth, WiFi, 
RF 

Multi Slot 
Packet Data, 
Radio Calls at 
Long range 

Not 
Available 

IV. CONCLUSION 

Another platform that was introduced as Motorola Tetra 
portable terminal which provides [16]anupright 
functionally combined with GPS and nonstop encryption 
[17]. TETRA is an open standard for digital radio mobile 
communication and its also known as Terrestrial Trunked 
Radio [18]. TETRA terminal has quick access to voice & 
data service, besides that it has programmable interface 
which can be programmed according to the user. It also has 

radio call in the frequency band of 380-400 MHZ, 806-870 
MHZ spectrum and RF channel Bandwidth of 25 KHZ[19]. 
It provides convenience and hands free mobility. It can be 
clearly seen that Motorola Tetra has a better perform 
platform compared to others. A high durability, portable 
device integrated with radio call has better function 
compared to other platforms in a field work [20]. The 
current system that is being used in Malaysia by [21]is still 
conservative where real-time assessment is not done. The 
risk of each firefighter who is exposing their lives in a fire 



6 

rescue operation is still presence. With the basic walkie-
talkie communication between firefighters is not sufficient 
to assure their safety during the high risk fire rescue 
operation[22]. 
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 Abstract-Noise pollution is considered to be one of the major 
environment pollutants which affect human beings both 
physically and psychologically, as such, a noise-free 
environment is in great demand worldwide. Diesel engine 
generators are highly appreciated as power sources of electric 
equipment in factories, houses and business centers. Loud 
sounds from diesel generators are a major cause of noise 
pollution. This paper analyzes the noise source of diesel 
generators and mitigates this pollution by a modified 
absorbance silencer or muffler. For automotive engines, the 
principle source of noise is its intake, radiator, combustion, etc. 
In our society, all of the industries, the residential sector and 
business plants use generators. In this research, an absorbance 
silencer is modified for reduced noise of the generator set. It is 
constructed from a combination of baffle or perforated duct 
with sheet metal. This paper aims to study the sound 
characteristics of generator sets and also aims to reduce the 
sound by means of a well-modified muffle silencer. This paper 
focuses on design and tests silencers, particularly absorption 
silencers for engine exhausts. 

Keywords: Diesel Engine; Generator; Absorption Silencer; Noise.  

I. INTRODUCTION  

  Sound pollution means unwanted sounds or noise. It is 
perceived by most people as annoying. Noise pollution harms 
most people’s lives. Additionally, it is a great cause of 
environmental pollution. It greatly hampers humans not only 
physically, but mentally also. For these reasons, noise 
reduction is in great demand in this society, and noise 
prevention is a rising concern in all markets. In our society, 
all of the industries, the residential sector and business plants 
use generators. Diesel engine generators cause loud sounds. 
A silencer is essential and an important part for sound 
attenuation of engine exhausts. There are many theories and 
designs of acoustic silencers of generator sets, developed in 
detail by Stewart theory and design of Acoustic and silencer 
of Generator set developed in detail by Stewart [1, 2] and he 
apply it to create many types of silencer and also success that 
explained in[2]. In 2013 Dr. Chazot, Nenning and Perry 
performed the method of unity finite element of 2D noise 

field with sound absorbing materials [3]. Now a days Ontop is 
a large company who designing, producing and 
manufacturing prefab modular flue and also distributing. It 
disposes of a modern product that certified ISO 9001 and also 
environment friendly as metaloterm lightweight silencer for 
flue system. In 2012, Mr. Ghosh, Bose and Chakraborty in 
india modified muffler and get a good performance of a diesel 
engine by used it [4]. The review of Generator set and 
silencer should be not complete without it mixed the effects 
of different absorption elements [5] .The diesel engine is the 
main noise sources of sound power also the generator exhaust 
and radiator fan [6], are measured by the method of sound 
intensity. At first May and Olson expressed an electronic 
noise absorber by pressure release on back face of resistive 
sheet [5]. Its introduce the notion of active absorption. 
Guicking and Lorenz in the year of 1980 fulfilled this theory 
and done experiment [7]. Various research have sought to 
complement multiple hybrid absorbance technique, leading to 
patent application [8]. In 1997 Mr. nail  and Furstoss 
improved a layer of optical wool backed by air cavity closed 
through an active surface [9] by an active treatment. In the 
same year Beyene and Burdisso found active boundary 
condition [10]. They achieved it by impedance adaption 
means in layer of porous rear face. 
But after the century in 2004 cobo et al. explained structure of 
thinner hybrid active and passive absorbers feasibility. He  
used micro perforated panels more than the porous 
materials[11]. The design mufflers and procedures are also in 
the literature (Munjal, 1987)[12]. Long time ago Stewart used 
electro acoustic analogies in deriving acoustic filters theory & 
design.[1]. After that Davis approach systematic studies result 
of muffler.[13]. Igarashi and M. Toyama calculated 
transmission characteristics by using electric circuit. [14, 15]. 
The last year in 2014  Babu, A.R Rao simulated a new 
muffler for reduce sound level of SI engine.[16] 
In this paper, an absorbance silencer is modified for reduced 
noise of a generator set. It is constructed using a combination 
of baffle or perforated duct with sheet metal. The maximum 
generator has a simple silencer for reduction of the exhaust 
noise only. 
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II TECHNIQUES

The noise reduction techniques are dependent on the 
generator room, exhaust and its type of structure, borne, noise 
& vibration. Some techniques are shown in the following-
A. Generator Rooms: 
a. Room Enclosure:
i. Roof
ii. Walls
iii. Doors
iv. Internal Lining
b. Intake Air andDischarge Air:
i. Duct Silencers
ii. Acoustic Louvers

iii. Exterior Screens
B. Exhaust Noise: 
a. Resistive Mufflers/ Absorbance Silencer
b. Active Noise Control
C. Structure Borne Noise & Vibration: 
a. Spring isolators on generators larger than 175kW.
b. If a floor joint is present, the weight of concretebeneath the
generator should be not less than twicethe generator weight. 
c. Flexible pipe connectors, duct connectors,electrical
connection at the generator. 

Active noise cancellation silencers used to be available as 
amanufactured product, but are not currently available. 
Theywere effective in reducing the low frequency tones 
associatedwith the cylinder firing. In this research paper, we 
design and modified resistive mufflers / absorbance silencers 
for reduction of exhaust noise. 

III METHODOLOGY
The methodology involves silencer design and 
development, and consists of some steps. After this, a 
modified silencer for use with a generator for a practical 
experiment is produced.The properly designed muffler for any 
particular application should satisfy the often – conflicting 
demands of at least five criteria simultaneously. 
A. Criterion and Flowchart of Methodology:The acoustic 
criterion, which specifies the minimum noise reduction, is 
required from the muffler as a function of frequency. The 
operating conditions must be known because large steady-flow 
velocities or large alternating velocities (high sound pressure 
levels) may alter its acoustic performance. The aerodynamic 
criterion specifies the maximum acceptable average pressure 
drop through the muffler at a given temperature and mass flow. 
The geometrical criterion specifies the maximum allowable 
volume and restrictions on shape. The mechanical criterion 
may specify materials thatare durable and require little 
maintenance. The economical criterion is vital in the 
marketplace [33] 

Noise means unwanted sounds that are abnormal or loud-  it is 
a relative term. Singing or hearing a song or musical 
instruments may be noise for some. Automotive engines 
create a large portion of the noise in our society.  I.C engines 
are also a great source of sound pollution, as they are a 
powerful source of noise. The noise sources of both gasoline 
and diesel engines are the same, but their noise characteristics 
are different. Noise is highly subjective, and that which is 
irritating to one can be acceptable for another. To overcome 
this, noise is measured by a decibel (dB) meter in unit of dBs, 
withdB(A) representing the human ear’s sensitivity of 0 to 
180 dB, where 0dB means no sound at all, and 180dB is a 
loud sound. An alternative explanation for 180 dB is the level 
of sound an atomic bomb would make upon explosion. The 
dB scale is a logarithmic meter. If dBs risein increments of 
10, then the sound level rises 10 decade or 10 fold. If we 
know the level of noise source and maximum allowed level, 
then it is easy to calculate the required sound reduction for the 
silencer. The USA standard ASTM E413 describes frequencies 
of machinery as being in the range of 125 to 4000 Hz [17]. 
Similarly, The international standard ISO 717 refers to 
frequencies 100 to 3150 Hz[18]. The SI unit of sound 
reduction is dB and frequency is Hz[19].



Figure & Step 1 to 6. The steps showing the process of design of the silencer andthe experimental setupof the generator set with a diesel engine. 

1. Diesel Engine
2. Filter
3. Tank
4. Burret
5. RPM Indicator
6. Clatch or Shaft
7. Exhaust Outlet
8. Alternator
9. Radiator
10. Silencer
11. Sound Meter
The generator block diagram is replaced by the 
experimental setup block diagram. The various types of 
generator sets include 150KW, 350KW, 500KW, 1MW and 
2MW diesel engines for use during the experiment and data 
collection. The experimental silencer was designed for a 

500KW diesel engine generator set, and the basic 
specifications of the generator set are given in Table 1. 

Table 1. Specifications of the generator set. 

SN Item Specification 
1 Rating 635KVA 
2 Power 508KW 
3 Current 850A 
4 Rated 

revolution 
1800RPM 

5 Pressure 460KPA 
6 cylinder 6 
7 Cycle/stroke 4 
8 Engine Load 75% and Full Load also 

B. Experimental Evaluation of Unsilenced exhaust Noise 

The noise of an engine exhaust varies significantly with its 
loading. At the full load, the sound level is about 10 dB more 
than the no-load condition. The silenced exhaust noise level is 
high at low frequencies. Figure 7 shows a 2MW engine with 
unsilenced exhaust noise level load for 16cyl at 1800RPM. 

Figure 7. Sound Pressure at 1m distance for 2MW Engine by load. 

The graph shows that the exhaust system starts at 110dBA 
and varies by 10 dBA, reaching a maximum of 120dBA. It is 
measured 1m from the outlet exhaust. The exhaust sound is 
affected by turbochargers of engines and after coolers by 
cooling fans. Hence, collecting noise data from engines is the 
optimal method chosen for this experiment. The unsilenced 
engine’s exhaust noise level is high at low frequency. Figure 8 
shows data comparisons for the various engines including 
150KW, 350KW, 500KW and 2 MW diesel engines. 

Figure 8. Sound Pressure of various Engine at 1m distance. 

  The spectrum of exhaust noise always contains loud sound 
associated with the cylinder firing rate (CFR). Each 
cylinder fires once every drive shaft revolution in a 4-cycle 
engine, and the  CFR is calculated with different formulas 
for 4 cycle engines (Equation (1)), and 2 cycle engines 
(Equation (2)). 

     (1) 

 (2) 

The engine firing rate is defined as 

∗ (3) 

Where, N= number of cylinders.  



Figure 9 shows the exhaust noise of a 500 KW diesel 
engine with 6 cylinders, running at 1800RPM without using 
any silencers. The narrow band spectrum data was collected at 
a 3m distance from the outlet of the exhaust without use of a 
silencer, with the enginerunning at full load. The engine firing 
rate (EFR) is 90Hz and the CFR is 15 Hz.[21] 

Figure 9. Sound Pressure Level of CFR & EFR without 
silencer 

IV DESIGN & PRINCIPLES

The first step in any design and development activity is to 
set a target by doing a benchmarking exercise of models, 
which was carried out in this experiment. 

A. Benchmarking:  

After the benchmarking exercise, one needs to calculate the 
target frequencies to give more concentration of higher 
transmission loss. The primary step in silencer design is 
benchmarking based on engine input data: 

, 	80 	

, 98 	

	 	 , 6	

	 , 65 	

. 1800 	

	 	 10	 	 2 	

	 	 	 30  

B. Calculation of CFR & EFR:  

The exhaust noise always contains loud sounds associated 
with the CFR. Each cylinder fires once every drive shaft 
revolution in a 4-cycle engine, as can be seen in Equation (1) 
and (2).  

=15Hz. 

Engine Firing rate (using Equation (3)): 6*15=90Hz 

C. Volume of the muffler (Vm): 

The volume of the muffler isdefined as Vm, with units in 
litres. The calculation of the volume can be done using 
Equation (4): 

∗ ∗ ∗ (4) 

Swept volume per cylinder is calculated as follows: 

∗
. ∗ ∗

0.5	Lit.   (5) 

Total n*Vs=6*0.5=3 Lit. 

Volume, Vm=(n)* =1.5 Lit. 

The silencer volume is considered to be at least 12 to 25 
times larger, with a factor of 16  

	 	 	16 ∗ 1.5  24	 . 
D. Insertion Loss: 

   Figure 10 shows insertion loss for various mufflers, showing 
the absorptive muffler performance being optimal in the 
frequency region of 1000Hz to 2000Hz. 

Figure 10. Insertion Loss of various Muffler 

The 500 KW generator engines have an unsilenced exhaust 
noise level (UNL) of 116 dBA at a 1 m distance. Asafety factor 
(SF) of 5 dBa is allowed for noise transmission paths. The 
Exhaust noise criteria (ENC) = Required Noise Criteria (RNC) 
-5 dBA. This means that if our expected noise level is 60dBA, 
then we have to design a muffler for 55dBa. The UNL equation 
from the exact location is shown in Equation (6): 

	 	 0 	 	20	 	 / 0    (6) 
For example, 25	 	 	 1	 	 	20	 	 25/1 	

25	 	 	116	 28	 	88	  
	 	 	 , 	 	 . 

	 	88	 	 	55	 	 	5	 	38	 .	 

A silencer element’stransfer matrix method (TMM) is a 
function of state variables 	 28 	 , geometry of elements, 
velocity of mean flow, duct liner properties [29]. The transfer 
matrix method also influenced by temperature, nonlinear 
effects, high order mode etc.[30]. The Transmission Loss is 
shown in Equation (7) below.[24, 31, 32] 

20log	
⁄

(7) 

E. Internal Configuration and Design of the Proposed 
Silencer: 

The silencer contains glass wool shielded from the exhaust 
stream by perforated metal. Glass silk, fiber optic or steel wool 



is commonly used. When the absorbance silencer works 
effectively, the materials suffer from deterioration in service. 
The combustion products take the form of absorbing materials. 
Materials melt due to heat generation until they have low 
thermal conductivity. The absorbance silencer is designed with 
low pass filter forms in order for it to be able to deal with the 
low frequency. Effective measures were used to reduce the 
sound. The noise power has to be applied in the numerical 
analysis. 

Figure 11(A,B). Design of Modified Absorption Silencer. 

The operation and principle of the new absorption silencer 
is shown in Figure 11. Exhaust gas enters from the inlet pipe 
and is directed in multiple directions in the indoor chamber. 
The indoor space has a U-shape configuration with large 
spaces. Therefore the gases flowing into the space from the 
inlet to the outlet are distributed by the inner pipe hole. The 
inner pipe also has absorption materials like glass fiber, steel 
wool and sheet hole. The exhaust gases are absorbed 
automatically by these materials as they move around the inner 
space. The flow of these gases interfere with the leading gas 
flow, causing it to have a lower speed [23]. Figure 12 shows 
the inlet pipe and tail pipes (outlet pipes) with a diameter of 8 
inches. The main perforated chamber is 6 feet long with a 
28inch diameter. The absorption materials on the coating layer 

are only 2inches wide.The exhaust outlet pipe has resonance 
that increases its noise.To remove this,a short tail was used 
with a length of a quarter wavelength(λ/4). Equation (8) 
describes the size of the tail pipe that described  by jerry j lilly 
in AGL acoustic [17]. 

Figure 12. Tail Pipe. 

Here n= positive integer number. when 	 	  /2, then 
occurs Resonance and for this reason this size is avoided. 
Resonance frequency of Tail pipe,  

	 	 / 2      (8) 
c = sound speed. For a four stroke engine  the EFR 

frequency is 90Hz and its wavelength is 20ft. The best tail pipe 
is exactly 5 ft. for cancel the EFR frequency of 90 Hz tone at 
the exhaust of outlet [21]. Here give the calculation for 6 
cylinders @ 1800 RPM (9500F) 
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Where L= tail pipe length. The tail pipe is a metal sheet that 
lies downstream of the exhaust silencer and has an acoustic 
resonance that can increase or amplify the final exhaust noise if 
matched. This resonance can be removed by making the tail 
half of the wavelength at the tone or sound frequency. 
However, it is advisable to avoid the tone by creating an 
accurate size at a quarter of the wavelength. The pipe hole’s or 
perforated holes’ number and diameter with measurementsare 
given in Figure 13 [24]. 

Figure 13: Transmission Loss of Concentric Perforated Tube. 



The pipe hole of expansion chamber of the inner space 
helps to reduce the sound. The inlet pipe and outlet pipe can be 
extended to get more attenuation.[25, 26]. The absorption 
materials also reduce higher frequencies, especially that of 
mineral wool or glass wool [27]. 

Figure 14. Side View of Absorption Silencer and Perforated hole 
The diameter of inlet and Outlet exhaust pipe is- 

4
∗  

D2=0.04 

D=0.2m=200mm 

And the perforated hole diameter is, d1=
.

√
 .[22] 

Figure 15. 3D view of Modified Absorption Silencer. 

V RESULTS

The silencer design is successfulas it reduced the overall 
noise to the lowest level that can be reachedwithin acceptable 
limits. It is of good quality and does not have any effect on 
engine performance. The noise or sound attenuation 
characteristics of the new absorption silencer was measured 
andalso compared with the old silencer and is presented in 
Table 2. Shao (2011) measured and tested a new muffler and 
compared it with traditional muffler. The new muffler was 
designed with a combination of absorbance materials, a 
perforated pipe, an expansion chamber, a buffle and interpole 
ducting [23]. Figure 16 shows the test result. 

Table 2. Sound attenuation characteristics. 
SN DISTANCE 

FROM 
SILENCER 

PREVIOUS 
RECORD 

dBA 

AFTER 
RECORD 

dBA 

GENERATOR 
LOAD 

PREVIOUS 
TEMP 

*C

AFTER 
TEMP 

*C

PRESURE 
KPA 

RPM 

01 1 Meter 120 dBA 85 dBA 75 % 82* C 82* C 460 1800 
02 2 Meter 109 dBA 80 dBA 75 % 82* C 82* C 460 1800 
03 3 Meter 106 dBA 70 dBA 75 % 82* C 82* C 460 1800 

Figure 16. Sound Test Result. 
Figure 16 shows that the sound pressure level decreases by 
approximately 30dB with a modified absorption silencer as 
compared to a traditional silencer. It also gives a better 
performance at various distances from the outlet exhaust as 
compared to other silencers. At 1500 RPM, the modified 
silencer gives the best result without any change of engine 
parameters -for example the temperature, pressure and 
KPA is the same as other traditional silencers. Figures 17 - 
19 show the level of sound pressure of an exhaust in three 
types of silencers. Table 2 and Figures 17 - 19 illustrate that 
the modified absorption silencer has better noise reduction 

properties than other, traditional silencers and mufflers. 
Figure 20 shows a narrow band spectrum data, collected 
from a 3m distance from the outlet of an exhaust, used with 
a proposed silencer. Note the dip in the curve in the vicinity 
of 80 Hz and 240 Hz. The fact that there is no EFR tone 
(240 Hz) at all is very impressive. The main benefit of the 
modified absorption silencer is the reduction of exhaust 
noise. However, there are also some other advantages that 
are highly beneficial, such as: the reduction of noise; 
possession of a twin wall; the property of being pre-
insulated, light and portable; the property of being of a 



minimal length and weight; possessing an inlet and an 
outlet that suit modular character; being light weight; 
having low vibration ability; being easy to build and 
inexpensive -  complex equipment and mounting kits are 

not needed. In the market, the financial criterion is of 
crucial importance.[14, 33]. In addition, the modified 
silencer is easily designed and re-assembled. 

Figure 17. Time domain chart and spectrum of new absorption silencer 

Figure 18. Time domain chart and spectrum of  local or traditional silencer 

Figure 19. Time domain chart and spectrum of without silencer 

Figure 20. Sound Pressure Level of CFR & EFR with Proposed silencer 

VI CONCLUSION

  The experiment was performed successfully with good 
conditions. All the spectrums have been observed, in addition 
to the rules concerning its modification. This paper proposed 
a practical approach and the importance of a methodology to 
create a modified exhaust silencer. This design methodology 
gave a clear basic concept and will help anyone. It saves 
production time and cost with the easy and simple design. The 

experiment’s conditions and the testing method are correct 
but the silencer was only tested witha 500KW generator set 
which ran at 1800RPM. It usually causesreduction of exhaust 
gas flow noise. Further work has to be done to test this 
absorption silencer with various generator sets such as 1 MW 
and 2MW engines. Additionally, the inclusion of transmission 
loss was included by using the TMM. It will developedwith 
the frequency range in the future in order to give a reliable 
expected value. 
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Abstract—Pocket switch network (PSN) is a type of delay
tolerant network which is a suitable process for areas where
there is no Internet connection. Such networks are also called
intermittently connected networks. PSN basically works on the
basis of human mobility. Here, end-to-end connectivity is not
assured. There are several routing protocols available in PSN.
This is a new and very attractive research domain. Since its
inception PSN has seen various proposals for efficient routing
in an infrastructure-less scenarios where human mobility is the
only way to transfer information. We have gathered simulated
results from different papers and put them together in this study
to understand the concept of the different protocols and compare
them in terms of delivery ratio, latency average, number of
forwarded messages, and number of messages dropped.

Keywords: DTN, PSN, routing, epidemic, spray and wait, bubble
rap .

I. Introduction
We have known TCP/IP as long as Internet has been

around us. Although it has been around for so long there is
a drawback of this protocol. If the end to end connectivity
between two nodes is somehow lost or broken, this protocol
fails to ensure reliability. To overcome that, the concept of
nodes carrying the message around till it finds the destination
itself or a node that is close to it, was introduced (also
referred to as ”store-carry-forward” approach). Opportunistic
Networks [31] also known as Pocket switch network (PSN)
state that a human carrying a mobile phone can be both an
end-user (destination) and a router (a relay node). It is one
form of wireless communication network (independent of end
to end connectivity between nodes) which is an instance of
an older network commonly known as DTN (Delay Tolerant
Network) [2]. On the other hand [20] has also categorized
DTN as: flooding based, forwarding power based and social
based. In flooding, messages are passed to everyone regardless
of probability, whereas in forwarding a lot of metrics are
taking into accord before routing. PSN is sort of network
which cannot use traditional end to end connectivity or TCP/IP
protocols, rather PSN uses the opportunistic meetings of
human beings specifically for forwarding messages or packets
whereas DTN takes into account all sorts of possible carriers
including human beings, to forward data [22].It is suitable
for circumstances which can lead to little or no Internet
connection (for example: natural disasters, rural areas, deep
forests, etc.). Since PSN is moderately a new field to explore
and research, it can work without a specific infrastructure.

Recent study shows that human based network connections
are less inconsistent and long-termed than connections based
solely on node mobility [4]. Therefore, for extreme situations
social based DTN was more emphasized than any other form
of DTN. For that reason PSN was introduced because it
is the only form of DTN which concerns human behavior.
Moreover, the current trend to opportunistically route in PSN
is to base routing on human behavior and to take up a
social approach which are less volatile and may lead to better
routing [24]. In this paper, routing algorithms that are used in
PSN are discussed and compared in terms of specific fields. All
information has been taken from existing research papers, and
to show our results on graphs for comparison, we generated
our own data using the ONE simulator [9].

II. PSN ROUTING ALGORITHMS

This section overviews most of the popular PSN routing
algorithm in detail. Although this is a new research domain,
but still there are quite a number of algorithms available that
requires some survey.

A. Epidemic routing

The main idea of Epidemic routing [3] has a ”store-carry-
forward” approach: nodes that can receive packets, store it
into its buffer and carries that packet as it moves, passing
the packet along to new nodes as they come into contact.
Whenever the packet-carrying (source) node comes across a
node that does not have a copy of that packet already, the
source node is said to ”infect” this new node by passing
the copy along and the newly infected node behaves the
same when it comes into contact with other susceptible nodes
(i.e., nodes without a packet).This routing protocol trades
off performance by achieving minimum delivery delay with
an increased usage of resources like transmission power,
buffer size, bandwidth etc. There are some recovery schemes
associated with this protocol [1]. Firstly, after the packet has
been delivered to the destination node, a node can generate an
”anti-packet” within itself so that others nodes would not pass
along the same packet again. This is known as the ”IMMUNE”
recovery scheme. A more strict approach according to [1] is
the forwarding of the ”anti-packet” among the infected nodes
(which is known as the ”IMMUNE-TX” scheme) or among
both the infected and susceptible nodes (which is known as
the ”VACCINE” scheme) so that the number of copies sent



are reduced. Both the ”IMMUNE-TX” and ”VACCINE” have
similar buffer requirements.

B. First-Contact
The concept of first contact routing [4] involves only a

single copy of the message available in the whole network.
A node forwards the packet only when any single contact is
available. If none of the contacts or paths are available, the
message waits for one to be available. The source node passes
along the copy of the message the first node it comes in contact
with, making that node a relay node if it is not the destination
itself. Once the message is passed along, the node deletes
that message from its buffer. To make sure two nodes did not
exchange the same message back and forth, a node forwards
the message only to nodes who did not have it at all. Then after
passing along and deleting the copy from its buffer it generates
the ”anti-packet” so that it does not get re-infected. This
results in having a bad-delivery ratio, because the next node
is selected randomly, which does not guarantee that this node
has a higher probability of contacting the destination node than
the previous, so no high yield. Moreover, even if the previous
node had a greater chance to reach the destination node, it
cannot be re-infected. This routing protocol only works if the
source and the destination is only one hop away.

C. Bubble-rap
What is a community? It has been a vital concept of

sociology and ecology for a long period of time. Community
is a term used to assemble people who have common taste
or maybe living in the same location [5]. This protocol is
solely based on social behavior of humans. As in, it operates
following a trend of popularity (connectivity). All the nodes in
the network are grouped into a community and the node passes
along a message based on the popularity ’RANK’, usually if
the next node is in a higher rank than the current one [4]. For
this protocol to work, every node must belong to a community
and have two rankings: local and global. The global ranking
labels the node in the entire society whereas local ranking
denotes the node’s place in its own community [5]. If the
destination node is within the community then the message
forwarding will depend on a higher local ranking than the
current node. Otherwise, the forwarding of the message will
depend on a higher global ranking until it comes in contact
with a node in the destination’s community. From then on,
higher local ranking is used to forward the message. By
doing so, the probability of reaching the destination node
will be greater. But what if one person belongs to multiple
communities, that is, what if the communities overlap? It is
vital to detect this feature. The K-clique method completes this
purpose, and it is designed for binary graphs, so specifying the
threshold of the edges is important. WNA (Weighted Network
Analysis) can work on weighted graphs directly but cannot
detect overlapping communities. We use both as per our needs.

D. Spray and wait
Spray and wait is another routing protocol for Pocket

switched networks which was proposed in [10]. It is a modified

Ranking

S ourc e

Des tination

Global Community

Sub community

Sub community

Subsub community

Fig. 1: Overall view of how the bubble rap works. [4].

version of the flooding based protocol. The first definition of
Spray and wait is that it has two phases, which are as follows:

1. Spray phase: every message that the source node carries,
L number of copies of the message are initially forwarded by
the source node and possibly other nodes receiving a copy -
to L number of different ”relays”.

2. Wait phase: if the destination is not found in the spraying
phase, each of the L nodes carrying a copy of the message for-
wards it only to its destination (performs direct transmission).

Epidemic routing and flooding has been morphed, resulting
to Spray and Wait. Flooding keeps giving out copies of
the message to every node it encounters until it reached its
destination through nodes who received the copy or through
directly passing. But Spray and wait makes L copies and sends
them to L distinct nodes. Those nodes keep the copy until they
meet the receiver. Here the number of message copies and how
many to share remains open to discussion. In spray and wait, if
there are L number of copies then any node A that has n > 1
message copies (source or relay), and encounters another node
B (with no copies), it hands over half the amount (n/2) to B
and keeps half for itself; when it is left with only one copy, it
switches to direct transmission.

E. Lobby Influence

Lobby Influence was proposed in [6]. Lobby Influence
works similar to Bubble Rap in the sense that it uses
opportunistic ways to pass messages and they are both social
based forwarding algorithm. It uses a modified version of
bubble rap to enhance the delivery ratio and put less stress
on the most popular node. The basis for Lobby Influence is
derived from [7] who presented the metric known as Lobby
Influence. They used diplomats dilemma [8] which states that
a diplomat has a high influence in the society because he
knows a lot of influential people of the society. Therefore a
diplomat is as important as the actual influential person and
he can reach them with minimum effort and low cost. The
culmination of two criteria gives rise to the Lobby influence
routing protocol. The two criteria are: Node Popularity (np)
and Lobby Index (li). In summary Lobby Influence takes up



Fig. 2: Working principle of lobby influence. [6]

the ideas of Bubble Rap and Lobby Index algorithms and
merges them together which results in the overcoming of the
shortcomings of both the algorithms. The algorithm proposed
by Khan et al may come across two situations on the basis
of their algorithm:
1. Node Within a local community: In this situation if
the destination node is in the local community and if the
encountered node is part of the local community then local
rank and lobby index is used to determine the forwarding
decision. If lobby index or rank is higher than it forwards.
2. Node within the global system: In this situation the
destination node is part of the global community. If the
encountered node is part of the same community as the
destination node then the message will be transferred and
deleted from the node which it was sent from.

Khan et al simulated this algorithm using ONE (Opportunis-
tic Networking Environment) [9] simulator which is designed
for delay tolerant networks. In terms of message delivery
and speed Lobby Influence outperformed Bubble Rap and
Epidemic routing algorithms. According to [6], LI has a
higher communication cost compared to BR but it significantly
reduces load on most popular nodes in the network.

F. Prophet

Prophet algorithm is proposed in [13] which stands for
Probabilistic Routing Protocol using History of Encounters
and Transitivity. They have hugely relied on the repeated
behavioral pattern which means that if a node visits a location
several times, it is likely to visit that location again. Delivery
Predictability is a probabilistic metric which was used by
Lindgren et al which is defined as P (a, b) at every node a,
for each known destination b. This is used to understand the
level of probability node a has to deliver messages to node
b. Prophet is similar to epidemic routing in the sense that
when two nodes meet they exchange messages as well as
delivery predictability information stored at the nodes.They
have calculated the delivery predictability of messages which
is briefly described below:

Firstly the metric update is taken into consideration. The
metric needs to be updated every time a node is encountered

so that it is understood which nodes have a high delivery
predictability. The following calculation has been used:

Pa,b = P(a,b)old + (1− P(a,b)old)× Pinit (1)

Secondly, the delivery predictability must age because if
one node does not meet another certain node for a while then
according to their hypothesis it is less likely that they will
meet again. An aging constant, has been used in the following
equation:

Pa,b = P(a,b)old × γk (2)

Thirdly, the delivery predictability has a transitive property.
This basically means that if node A meets node B frequently
and node B meets node C frequently then it is highly probable
that a message given to C will be delivered to A. They have
used a scaling constant in the following equation:

Pa,c = P(a,c)old + (1 + P(a,c)old × Pa,c × Pb,c)× β (3)

Finally the forwarding strategy is pretty simple and straight
forward. When two nodes meet if the delivery predictability
of the destination of the message is higher at the encountered
node then the message is passed.

G. Friendship-based routing algorithm

In PSN, since the people are considered as nodes, this
algorithm involves making the decision based on the friendship
between two nodes (people). This algorithm introduced a new
metric called social pressure metric (SPM), taking into account
different sides of social behavior of people. For two people to
be considered friends of each other, they have to meet up
frequently, make regular and long-lasting contact. In order
to ease up the challenges faced during discontinuous end-
to-end connectivity, [14] have emphasized on three compo-
nents of friendship: durability, high frequency and regularity.
Friendships can strong and weak. Two nodes can be good
friends directly, other scenarios include two nodes having no
direct friendship among them but has a very strong mutual
friend. In that case, they can be considered as indirect close
friends. To label such indirect connections, [14] suggests to
use conditional SPM between. And when it comes to direct
friendships, every node can identify them using their own
contact history.

This algorithm follows the following forwarding strategy: if
node A has to forward a message to node B, and meets node
C in the middle, A will forward the packet to C if and only if
C has a stronger friendship with B than A in the current time
period. But in [14], it was also mentioned that even if C has
a better connection to B than A but does not include B in its
current time period (time taken to form a community), A will
not forward it to C.

III. RESULT COMPARISONS

This section compares results of various routing algorithms
for PSN. The comparisons are based on simulations and



comparisons from other research papers. The references will
be mentioned accordingly.

A. Prophet vs Epidemic:

To start with, we can see according to Lindgren [13], as the
queue size increases the average delivery rates of PROPHET
is always above the curve for epidemic routing.
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Fig. 3: Average Delivery Rate in random scenario (Hop
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Fig. 4: Average Delivery Rate in random scenario (Hop
Count=11) [13]

Secondly, we have the graphs for the average delays in
random scenario where upto a certain queue size the delay
in PROPHET is more than Epidemic but as the queue size in-
creases, Epidemic tends to have higher delays than PROPHET.

Also in fig7 and 8 the average delivery rates (in community
scenario) is shown as a comparison with Epidemic. It can
be seen that by all accounts as the queue size increases the
number of received messages is always more for PROPHET by
a significant amount. Hence, we can conclude by saying that
PROPHET is better in delivery rates (both in random scenario
and community scenario), and also having lower delays when
in comparison to Epidemic Routing.
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Fig. 6: Average Delays in random scenario (Hop
count=11). [13]

B. Lobby Influence vs Epidemic vs Bubble Rap

This experiment was done in [6]. They used a total of ten
experiments on 24 Computers. The code for this comparisons
is provided in [9]. The algorithms were measured against
three metrics: 1. Message Delivery: How many packets arrive
at destination 2. Delays: How quickly packets arrive at the
destination 3. Forwarded messages: the cost in terms of
number of exchanged messages, in other words utilization of
resources.

1. Message delivery: In fig9 it can be seen that Lobby
influence has the highest received messages as the queue
size increases at any given point during the course of the
experiment. Epidemic on the other hand performs worse than
Bubble rap.

2. Delays: The latency average is measured in seconds
in fig10. Epidemic has the highest latency because most of
the nodes exhaust their queue size by accepting unnecessary
messages due to lack of message forwarding criteria and as
a result more messages are dropped. Here we see that Lobby
Influence has the best Latency. This means that packets or
messages are being delivered faster than BR and Epidemic.

3. Forwarded messages: The amount of messages forwarded
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by Epidemic is rightfully at a higher level than the other
algorithms because of the way epidemic works. Epidemic
basically gives those messages, the encountered node does
not have, to every node it meets. Therefore it passes messages
very frequently when compared to the others. Bubble rap only
gives messages based on one criteria: rankings. On the other
hand Lobby Influence gives the messages according to two
criteria’s: rankings and Lobby influence so probable message
sharing is more. Although bubble rap has the best figures here
it can be said that due to the delivery ratio and lower delay
lobby influence is better.

C. Spray and wait vs other algorithms:

Spyropoulos et al proposed the spray and wait and simulated
this using a custom event-driven simulator and evaluated them
using a variety of mobility models and under contention. In
this scenario a network size of 200x200 has been used. The
number of nodes M and the transmission range K has been var-
ied to compare the performances of several routing algorithms.
A lot of combinations have been used from very sparse, highly
disconnected networks to very closely spaced networks. In this
simulation the following algorithms have been considered: (1)
Epidemic routing (2) Randomized flooding (3) Utility-based

Fig. 9: Average Received Messages in Bubble Rap, Epidemic
and Lobby Influence. [6]

Fig. 10: Latency average in Bubble Rap, Epidemic and Lobby
Influence. [6]

routing (4) Spray and Wait (5) Seek and Focus single-copy
routing (6) Oracle-based Optimal routing

In figure12 and13 the number of transmissions have been
tested. Here, the less the number of transactions, the better
the algorithm. That means, that the less the number of trans-
missions the less amount of resources have been used of a
single node. It is evident from the graph that with varied
transmission range K values and M = 100 and M = 200 that
spray and wait has the smallest transmissions and epidemic has
the highest number of transmissions. Therefore we can safely
assume that spray and wait in comparison to the mentioned
algorithms is better at resource utilization.

In scenario fig14 and 15, the delivery delay has been mon-
itored using different values for K and M. It can be observed
that spray and wait (both versions where L = 10, 16, 20, 32),
has the lowest delivery delay among the mentioned algorithms.

Therefore considering all the aspects we can say that
comparing Spray and wait with Epidemic, it is better in all
aspects like delivery delay and number of transmissions.

The results have been summarized in Table I.
One of the challenging issues in PSN is network congestion

(due to flooding). In order to obtain improved results in
this area, we can look into how the nodes take forwarding
decisions. In [32], they talk about a heuristic function based
on the hop count, that helps the message-carrying nodes take
forwarding decisions. That is done by using the information
carried by the packets traveling through the network. Other



TABLE I: Comparison between different Algorithms .

Epidemic First-Contact Spray and wait Prophet Lobby Influence Bubble Rap
Messages delivered Moderately Low Very low Low High Very High Moderately High
Messages dropped Very High Very Low Moderately High High Moderately Low Low

Messages forwarded Poor Excellent Fair Adequate Good Very Good
Average Latency Fair Poor Good Adequate Very Good Excellent

Fig. 11: Number of forwarded messages in Bubble Rap,
Epidemic and Lobby Influence. [6]
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Fig. 12: Transmissions as a function of number of nodes
M=100 and transmission range K. [1]

forwarding schemes include the direction entropy-based for-
warding scheme (DEFS) [33], which involve emphasizing
only on those nodes that are more prone to travel to different
locations to forward the messages to the destination nodes.
In addition to this, since the nodes are always moving, the
topology of the whole network is a bit difficult to keep track
of. A node will always have to either search for the destination,
decide to stop or send a response back. Even if we do succeed
in keeping track, loss of resources (like battery) has to be taken
into account. In [34], an optimal search was suggested where
there are three parts: static search in which the search depth is
set at the start of a query, dynamic search in which the depth
is determined locally during the forwarding of messages, and
learning dynamic search which influences the observation to
determine whether the content is suitable for the query or not.
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Fig. 14: Delivery Delay as a function of number of nodes
M=100 and transmission range K. [1]

IV. FUTURE RESEARCH SCOPE:

For 2017 the number of mobile phone users is forecasted to
reach 4.77 billion. So we can assume that PSN will be very
useful and popular in the near future. If we can implement
PSN using all the 4.77 billion cell phones we can have almost
an infallible network. There is still a lot of work that needs
to be done to implement pocket switched networks. Work on
reliability of the messages and to control the huge amount of
data (which can lead to congestion in the network) is done
in [19] but they are based on MANETS, which can easily be
implemented on PSNs. In the near future, space programs may
need to implement PSNs which is still open for research as
mentioned in [21]. Work is done in [27], [28], [29] showing
that Wi-Fi connections of the cell phones may be used to
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Fig. 15: Delivery Delay as a function of number of nodes
M=200 and transmission range K. [1]

create a pocket switched network to send and receive messages
from a distant location. There is still room for improvement
in this and the routing protocols for better delivery ratio and
lower drop rate. A very big issue in PSN is: there is very
little or almost no work done in the security measures. One
of the attacks is known as flood attacks which is an issue for
DTNs mostly, but may also be an issue in PSNs. In [23] they
address this issue by implementing rate limiting [30] but, then
again, this is for DTNs. The basic idea is very simple, which
is to limit the source node to transmitting a ceiling value of
messages. Therefore in the future, the security of PSN may
still be researched upon to create a full-proof system of passing
messages.

V. APPLICATION DOMAIN:

The very first application domains that can be noticed are
the areas where there are no infrastructures for any end to
end connectivity. PSN should be normally applied using cell
phones. For example, in a dense forest this can be used since
very few people travel through there. If everyone has PSN
enabled cell phones then data collection and sharing of data
would be very easy (since no connection is required). The
people living in very distant rural areas may use PSNs as
non-interactive internet [25]. Secondly the work of [15] on
the reindeer herd of the Swedish Lapland’s is mentionable.
They have used DTNs, but they could also use PSN which
would perform the same. Thirdly, NASA has a lot of satellites
in space and using that we get weather information, short/long
range environmental prediction, global air current prediction,
and also predicting natural hazards according to [16].A way
has been searched such that satellites can share information.
In their paper, they have discussed the sharing of such data for
earth observing satellites that will support the next generation
of space exploration. In [21] they suggest that satellites, which
can be subjected to tolerate delays and where long space
and satellite communications is needed, we can use DTN.
Moreover, they have pointed out that DTN is the way to go to
support future space programs and deep space communication
which is also supported by [25], [26]. Again, since PSN is a

part of DTN this can also be applied here. Another application
domain is collecting information on animal behavior, ecology,
habitat preference of animals, physiology and movement pat-
terns [17]. The use of PSN may greatly improve efficiency. We
can use the work done at [18] to know the weather information
throughout a park. The military may also use PSN specifically
to gather information and to transmit messages about their
environment among their own respective sides. Since in a war
zone there is absolutely no internet and no cellular networks
they may use PSNs [25], [26]. Lastly, in extreme situations
like natural disasters, we can use PSN in rescue missions. In
a disaster recovery scene we can use PSN to find victims and
gather vital information about the rescue workers and also to
station them in an efficient manner [21], [25], [26].

VI. CONCLUSION

In this paper we have provided a brief literature review of
several routing protocols that are applied on pocket switched
networks, which is a sub division of Delay Tolerant Networks.
Through our observation of the literature we have come
up with the conclusion that Lobby Influence outperforms
all the other routing protocols in terms of delay time, the
drop rate, the number of messages delivered and the number
of forwarded messages. The results of several simulations
have been mentioned and it is evident that among the many
famous routing protocols like epidemic, bubble, PROPHET
that the Lobby Influence routing protocol performs the best.
But there are still works that can be done here to improve
the delivery ratio and the delay. The application domain of
Pocket Switched Networks have also been suggested and we
have also suggested some areas of PSN which are still open
for research and can progress this field further.

In a world with 4.77 billion cell phones roaming around,
imagine each cell phone turned into a mobile router. Internet,
as we know it, will change forever. Even if every static router
on earth goes down we will still be able to get messages to
and from others throughout this huge network. We will never
be disconnected.
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Abstract— Mobile Ad hoc Network (MANET) consists of a 
collection of wireless mobile nodes that are capable of 
communicating with each other without the use of a network 
infrastructure. The main procedure for data transmission in ad 
hoc network is routing. In this paper, we evaluate the 
performance characteristics and behavior of few ad hoc 
communicating protocols namely Ad Hoc On Demand Routing 
Vector (AODV), Dynamic Source Routing (DSR) and Destination 
Sequenced Distance Vector (DSDV) Routing Protocols in 
MANET. Performance comparison is based on performance 
metrics such as throughput, end-to-end delay and normalized 
routing load are evaluated using network simulator (NS-2.35) 
varying number of nodes and number of pause time. 

Keywords—Mobile Ad Hoc Networks (MANETs), Ad Hoc On 
Demand Routing Vector (AODV), Dynamic Source Routing (DSR), 
Destination Sequenced Distance Vector (DSDV). 

I.  INTRODUCTION  
 Mobile ad hoc mobile networks are structures where nodes 
communicate among each other without whatever existing 
commercial infrastructure and wirelessly. They have the luxury 
of rapid deployment, robustness, suppleness and untouched 
support just for mobility. This particular flexibility associated 
with self setting up and self administration causes it to be 
lucrative with regard to various programs in army operations, 
cellular mesh systems; wireless sensor systems etc. Because of 
the wireless character of Mobile ad hoc network, the 
redirecting protocol is really a very essential issue to create it 
better and dependable. Quite a few papers provide comparison 
between routing methodologies DSR, AODV, DSDV in 
addition to TORA depend on PDF, Average End to end Delay 
in addition to NRL [1][2]. This paper aims to produce a 
comprehensive comparative research of three favorite routing 
protocols: AODV, DSR and DSDV in MANET and in the last 
the conclusion will be presented, that which routing protocol is 
the best one for mobile ad hoc networks. 

II. ROUTING PROTOCOLS IN AD-HOC NETWORKS 
Ad hoc network routing protocols are classified into three 

major categories based on the routing information updated 
mechanism as shown in Figure (1). There are Proactive (table 
driven routing protocols), Reactive (on-demand routing 
protocols) and Hybrid routing protocols being combination of 
Proactive and Reactive [1].  

 

 
 

          Fig.1 Classification of Mobile Ad-Hoc Routing Protocol. 
 

A. AODV (Ad Hoc on Demand Routing Vector) 
 The ad hoc on demand distance vector (AODV) is 
dependent on distance vector routing algorithm. Nevertheless, 
unlike range vector, it's a reactive process; it demands the path 
when required. It doesn't require nodes which maintain paths 
for locations, which aren't actively utilized in communication. 
The options that come with AODV redirecting protocol tend to 
be loop-free redirecting and instant notification will be sent 
towards the affected nodes upon link damage [3]. The formula 
uses numerous messages to keep and uncover links. They are 
route request (RREQ), route reply (RREP), as well as route 
error (RERR) [4]. Whenever a source node wants to establish 
the communication program, it triggers a path- break through 
process. The origin node wide casts the RREQ packet using its 
IP address, broadcast ID (BrID) as well as sequence amounts 
of source as well as destination. As the BrID as well as IP 
address can be used to distinctively identify every request. 
Receiving node arranged the backward pointer towards the 
source as well as generates the RREP packet if it's the location. 

B. DSR (Dynamic Source Routing) 
 DSR will allow the network for being completely self-   
setting up and self-configuring, without the need for almost any 
existing network infrastructure or administration. The protocol 
consists of the a couple main parts of “Route Discovery” in 
addition to “Route Maintenance”, which band together to make 
it possible for nodes to get and retain routes to help destinations 
from the ad hoc network [5]. A selling point of DSR is usually 
that nodes can certainly store many routes into their route 
cache, which shows that the supplier node can certainly check 
it is route cache for just a valid way before initiating route 

Ad Hoc Routing Protocol

Proactive Routing (Table 
Driven)

OLSR, OSPE,
DSDV, WRP

Reactive Routing (On 
Demand) AODV, DSR, TORA, ABR 

Hybrid Routing ZRP, CGSR



discovery in case a logical route is found there no requirement 
for way discovery. 

C. DSDV (Destination Sequenced Distance Vector) 
DSDV is mostly a table made routing protocol this really 

is an upgraded version for the distributed Bellman-Ford 
formula. In the entire table made protocols any node says a 
table made from the so next hop to arrive at all countries. To 
maintain ones tables new they really are exchanged 
approximately neighboring nodes located at regular intervals 
or every significant topology transformations are recognized 
[6]. 

III. SIMULATION METRICS AND PARAMETERS 
     The simulations were performed using Network Simulator 
(Ns-2), which is popularly used for ad hoc networking 
community. The routing protocols were compared based on 
the following three performance metrics: 
 
Throughput:  Throughput is defined as the rate of the total 
data reaches a receiver from the sender. The time it takes by 
the receiver to receive the last message is called as throughput. 
Throughput is expressed as bytes or bits per sec (byte/sec or 
bit/sec) [7]. 
 
End to End delay:  The average time from the beginning of a 
packet transmission at a source node until packet delivery to a 
destination. This includes delays caused by buffering of data 
packets during route discovery, queuing at the interface queue, 
retransmission delays at the MAC, and propagation and 
transfer times. Calculate the send(S) time (t) and receive (R) 
time (t) and average it [8]. 
 
Normalized Routing Load: The number of routing packets 
transmitted per data packet delivered at the destination. Each 
hop wise transmission of a routing packet is counted as one 
transmission [9]. 
 
Routing Load = Routing Packets Sent / Received Packets 
 
The simulation parameters are as follows: 
 

Table I: Simulation Parameters 
 

Parameters Value 
Simulator  NS-2 (Version 2.35) 

Channel Type Wireless Channel 
Radio Propagation Model Two ray round wave 
Network Interface Type Wireless 

Link Layer Type Logical Link 
Antenna Omni Antenna 

Simulation Area (m*m) 500*500 
Simulation Duration  100 seconds 

Number of mobile nodes 2,4,8,12,16 
Maximum Packet Size 500 

Traffic Type  CBR 
Source Type UDP, TCP 

Protocol AODV,DSR and DSDV 
MAC Type Mac 802.11 

Physical Type PHY 802.11b 
 

IV. SIMULATION RESULT AND ANALYSIS 
 

A. Varying Both Number of Nodes and Simulation Times 
The first set of experiments uses differing the number of 

nodes and changing the simulations. For the 4 nodes, 8 nodes 
and 16 nodes experiments respectively. 

 

 
2.a 

 
2.b 

 
2.c 

Fig:2(a,b,c)  End to end delay for 4,8 and 16 node respectively with varying 
Simulation Time 



In Figure 2(a,b,c) it can be seen from the results, end to end 
delay is higher in AODV followed by DSR and DSDV having 
the lowest and most stable End to End Delay in mobility. 
AODV has only one route per destination in the routing table, 
which is constantly updated based on sequence number and 
DSDV has to continuously update the whole routing table 
periodically when needed, which leads to a slight delay in 
delivery. The end to end delay does not change with increase 
in the number of nodes as the source and destination are in the 
same place moving with same speed, the increased number of 
nodes only might increase number of hops. The End to End 
delay decreases with increase with speed, as when it moves 
more frequently the routing updates are exchanged more 
frequently and faster it reaches the destination. 
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Fig:3(a,b,c) Throughput for 4,8 and 16 node respectively with varying 

Simulation Time 
 

In Figure 3(a,b,c) it can be seen from the results, throughput 
of AODV is higher than DSR and DSDV since its routing 
overhead is less than others. The rate of packet received for 
AODV is better than the DSDV. The dropped packet for DSR 
is less than that of DSDV; AODV has no periodic updates 
exist in DSR. DSDV routing protocol consumes more 
bandwidth, because of the frequent broad casting of routing 
updates. While the AODV is better than DSDV as it doesn’t 
maintain any routing tables at nodes which results in less 
overhead and more bandwidth. 
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Fig:4(a,b,c) Normalized routing load for 4,8 and 16 node respectively  with 

varying Simulation Time 



In Figure 4(a,b,c) it can be seen from the results, normalized 
routing load is minimum at DSR and also is AODV produce 
low results in compare to DSDV because the normalized 
routing load is defined as the fraction of all routing control 
packets sent by all nodes over the number of received data 
packets at the destination nodes. 

 

B. Fixed Simulation Times but Varying Number of 
Nodes 

 

 
Fig.5. Variation of Throughput by varying number of nodes 

 

In Figure 5 It can be seen that, the Throughput of AODV is 
higher than DSR and DSDV since its routing overhead is less 
than others. The rate of packet received for AODV is better 
than the DSDV. The dropped packet for DSR is less than that 
of DSDV; AODV has no periodic updates exist in DSR. 
DSDV routing protocol consumes more bandwidth, because of 
the frequent broad casting of routing updates. While the 
AODV is better than DSDV as it doesn’t maintain any routing 
tables at nodes which results in less overhead and more 
bandwidth. 
 

 
 

Fig:6. Variation of End to end delay by varying number of nodes 
 

In Figure 6. It can be seen that, the End to End delay of 
AODV is higher than DSR and DSDV. In END to End Delay, 
DSDV which is a table driven proactive routing protocol 
completely wins over the on demand reactive routing 
protocols DSR and AODV .Since DSDV proactively keeps the 
routes to all destination in its table it does not have to initiate 

the route request process as frequently as in DSR and AODV 
while sending packets. Hence on average DSDV clearly has 
less delay. It can be observed that AODV is the worst protocol 
in terms of delay. 

 

 
Fig.7. Variation of Normalized routing load by varying number of nodes 

 
In Figure 7 it can be seen that, the Normalized Routing 

Load of DSDV is higher than DSR and AODV and   the load 
in routing is minimum at DSR and AODV because the 
normalized routing load is defined as the fraction of all routing 
control packets sent by all nodes over the number of received 
data packets at the destination nodes. Routing load of DSDV 
is maximized so it is not fine. 

 

V. CONCLUSION 
Here the performance about three different commonly used 

mobile ad hoc routing protocols namely AODV, DSR and 
DSDV by increasing numbers of nodes and push time using 
NS-2 has been evaluated. The performance analysis depend on 
throughput, average end to end delay and normalized routing 
load. It can be concluded that DSR gives good performance 
when comparing to AODV, and DSDV in terms of packet 
delivery ratio and end to end delay. AODV gives better 
performance than DSR and DSDV in terms of throughput.  
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Abstract— In the arena of power system, small signal stability 

is one of the most important issue to be settled down. In relatively 

weak tie line interconnections, these low frequency oscillations 

are observed. Use of Flexible AC Transmission System (FACTS) 

devices are playing most important roles in damping out of those 

oscillations. Unified Power Flow Controller (UPFC), one of the 

key members of FACTS family are being used in long and high 

voltage transmission networks of modern power system. Tuning 

of the UPFC parameters in real time power system application 

has been considered in making the optimization problem. Two of 

the novel optimization approaches namely Particle Swarm 

Optimization (PSO) and Invasive Weed Optimization (IWO) has 

been proposed in this work to optimize the parameters of UPFC 

and the efficacy of the optimizers in tuning UPFC has been 

investigated and compared through time domain analysis of 

different machine parameters such as variation of rotor angle 

and angular frequency with respect to time. 

Keywords— Particle Swarm Optimization; Invasive Weed 

Optimization; Eigenvalue; FACTS; Multi-objective Optimization; 

Power System Stability; UPFC.  

I.  INTRODUCTION 

Weakly connected tie lines are one of the common 
scenarios in interconnected large power systems which results 
low frequency oscillations. These low frequency and small 
magnitude oscillations sometimes last for a longer period of 
time [1]. Controlling the excitation is one of the most common 
ways to control power system stability. Automatic Voltage 
Regulator (AVR) is one of the widely used exciters. Power 
System Stabilizer (PSS) is another extensively used tool in 
damping out the low frequency oscillations in order to improve 
system stability [2-3] throughout the globe. However, using 
such conventional damping mechanism could not be able to 
provide sufficient damping for inter-area oscillations, 
sometimes.  

After 1980s, use of the technology named flexible AC 
transmission systems (FACTS) [4-7] has been increased 
significantly because of the advancement of power electronic 
devices. Using such FACTS-based controller provides a strong 
solution in power system instability even for the case of inter-
area modes. Among these FACTS devices, one of the 2nd 
generation item is Unified Power Flow Controller (UPFC). 
Beside of its primary function of controlling power flow, it 
could also be used for enhancement of transient stability, 

voltage drop support, minimizing power loss, damping 
oscillations out and so on [7-9]. Proper control strategies 
applied on UPFC converters are the main factors here for 
stability enhancement. The supplementary control of UPFC has 
a significant effect on the system when connected to the 
interconnected power systems. But lack of proper coordination, 
UPFC and PSSs may cause some sort of unwanted interactions 
between them which might cause the system destabilization 
later. So, the coordination among PSS and FACTS device 
controllers [10-11] has been researched a lot to improve the 
performance of the system in total. Extensive amount of studies 
has been made to explore different optimization techniques in 
finding out the best possible solution in recent years. 

Particle Swarm Optimization (PSO) is a popular population 
based optimization technique that shares much resemblance to 
Genetic Algorithm (GA) but operates in a rather ‘constructive 
matter’ in resolving optimization problems [12-14]. And 
Invasive Weed Optimization (IWO) is a meta-heuristic 
optimization algorithm, first proposed in [16-18], which 
represents the ecological behavior of the colonizing weeds in 
solving different kinds of non-differentiable, complex, 
nonlinear numerical optimization problems. Both the 
techniques are widely used in different application fields for 
their stochastic search property. Problem-solving ability of 
PSO and IWO is not that much sensitive to the selection of 
initial value of the decision variable parameter.  

In this paper the optimization capability of IWO and PSO is 
proposed and compared in designing the PSSs tuning 
parameters. The optimization problem has been formulated as a 
constrained optimization problem. Two Eigen value based 
objectives has been used to improve system damping. As 
system model, a single machine infinite bus (SMIB) power 
system connected with FACTS device UPFC has been taken to 
investigate the performance. Both the time domain simulation 
and Eigen value analysis has been performed. 

II. PARTICLE SWARM OPTIMIZATION (PSO) 

ALGORITHM 

Particle swarm optimization (PSO) is an optimization 
method with its algorithm based on swarm intelligence. The 
concept was laid out at first by Doctor Kennedy and Eberhart 
in 1995 [14]. It is applied on a population of particles where 
each particle has a random value for velocity and position. A 
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desired value shall be given and the particles will rearrange 
themselves by updating the contained value each particle has. 
This process will go through several iterations until any 
particle’s initialized value gets closest to the desired value. 

PSO has characteristics for which it is the first choice for 
many applications.  PSO is easy to apply and its computational 
expense is low since its memory occupation and processing 
speed requirement is low. The working steps are described 
below [13, 15]: 

 

Fig 1 A flowchart representation of PSO Algorithm 

 

A. Initialization 

 All particles’ velocity(v) and position(p) are set randomly. 

B. Velocity Updating 

The velocity of each particle is updated according to the 
formula stated below [12]: 

1 1 2 2( ) ( )n n best n best n
v wv c R p p c R g p               (1) 

pn and vn are position and velocity of a particle n. pbest is the 
best individual value of position of the particle n found so far 
and gbest is the best position value found in the entire 
population. w is a constant term that controls the flying 
dynamics. R1 and R2 have values ranging from 0 to 1. c1 and c2 
are controlling factors. vn should be checked if it is within the 
range. 

C. Position Updating 

The position of particles is updated according to the 
formula stated below [12]: 

1 nn
p p v               (2) 

After every update pn should checked if it is within the 
range. 

D. Memory Updating 

pbest and gbest are updated when the condition is met [12]. 

( ) ( )
best n n best

p p if f p f p            (3) 

( ) ( )
best n n best

g g if f g f g            (4) 

f(x) is the function used to find the best value. 

E. Termination Checking 

Steps 2 and 4 are repeated until the terminating conditions 
are met. When terminating conditions are met, the algorithm 
returns the value of gbest and f(gbest).  

III. INVASIVE WEED OPTIMIZATION (IWO) 

Invasive Weed Optimization (IWO) is an algorithm based 

upon the practical behavior of a colony of weeds [17, 18]. It 

imitates the random spatial distribution of the seeds and 

selective elimination method found in the natural colony of 

weeds. Invasive weed optimization algorithm progresses in 

four steps: 

 

A. Initialization:  

      A fixed set of solutions or weeds are initialized and 

addressed at equal separations of half . The initial number of 

weeds establishing a colony can vary with the nature of the 

problem. 

 

B. Reproduction:  

      This step is based on the generation of seeds. Every weed 

in the colony produces a count of seeds depending upon its 

ability. Thus, the weakest weed gives the least number of 

seeds (Smin) and the strongest weed has the highest seed count 

(Smax).  

 

C. Seed Dispersal:  

      The basis of the algorithm is set upon the arbitrary 

distribution of the seeds within the colony. The dispersed 

seeds are laid over the d-dimensional search space randomly 

with zero mean. The extent of standard deviation from the 

mean value can be acquired from the following equation: 

max

max

( )
( )

( )

n

iter initial final finaln

iter iter

iter
   


    

According to the equation, the standard deviation decreases 

from initial  (highest standard deviation) to final  (lowest 

standard deviation). Hence, the spreading of seeds is such that, 



a stronger weed will disperse higher number of seeds around it 

whereas a weaker mother-plant will have relatively less seeds 

surrounding it. 

 

D. Selective Exclusion:  

      Abiding the standard deviation equation of seed dispersal, 

after a few iterations the number of seeds generated by fitter 

weeds will be greater compared to that of the undesired less fit 

weeds. With each iteration, as the seeds grow into plants the 

rate of weed generation descends. This is because the 

population of plants reaches a maximum limit, popmax. This is 

closely followed by the elimination process. In this process, 

the number of weaker plants get reduced in competition with 

the fitter offspring of the stronger mother weeds, to the point 

annihilation. 

 

 
Fig 2 A flowchart representation of IWO Algorithm 

 

IV. POWER SYSTEM DYNAMIC MODEL 

A. SMIB System Model  

The power system model [17] that has been chosen here to 

analyze has got a synchronous generator. Through a 

transmission line, this source end is connected to an infinite 

bus via two transformers (excitation transformer and boosting 

transformer). Two three-phase voltage source converters are 

attached with a capacitor (DC link). mE, mB, δE and δB are the 

four control signals of UPFC. Described SMIB system 

equipped with an UPFC is shown in Fig. 1.  

 

 
Fig 3: SMIB system with UPFC 

 

Dynamic system model has been used here for small signal 

stability in this work. Parameters for system initialization are 

shown in Appendix. In order to work with stability and control 

of power system oscillations, linearization will be done later 

and the linearized model will be used.  

The SMIB system nonlinear model shown in Fig 3 can be 

represented by the following three differential equations (5-7) 

[15]: 
 

( 1)base   
             (5) 

1
[ ( 1)]

2
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                 (6) 
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Where M, D, Pm and Pe are the inertia constant and 

damping coefficient, input and output power applied to the 

system, respectively. ωbase represents the synchronous speed. δ 

is rotor angle and ω represents speed. Eʹ
q and Efd are the 

generator internal and field voltages, respectively. xd and xʹ
d 

are the d axis transient and sub transient reactance used in the 

system model. 
 

 e d d q qP v i v i  ,  2 2

t d qv v v                   

 d q q q iq lqv x i x i i     

B. Exciter and PSS 

The excitation system model (IEEE ST1 type) is shown in 

Fig. 4. Automatic Voltage Regulator (AVR) is used here to 

give the excitation to the system. The Power System Stabilizer 

(PSS) contains a washout circuit as well as a lead-lag block 

along with a limiter. This excitation part can be represented 

by: 

1
(( ) )fd A ref pss fd

A

E K V v U E
T

                (8) 



 

Where TA and KA are the time constant and gain of the 

excitation system, respectively; VT is the terminal voltage and 

Vref is reference voltage. UPSS is the control signal comes from 

PSS. 

 

 

Fig. 4: Block diagram of the excitation system 

 

C. The Dynamic Model of the UPFC 

The UPFC model can be presented by the following 

differential equations [18] after applying Park’s 

transformation in the system model:  

3 3
(cos sin ) (cos sin )

4 4

E B
dc E Ed E Eq B Bd B Bq

dc dc

m m
v i i i i

C C
             (9) 

 

Where, Cdc is the DC link capacitance and Vdc is the 

voltage across that. The relations of the line currents with 

different parameters of excitation and boosting transformers 

are as follows: 
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D. UPFC based Damping Controller  

Four control parameters (δB, mB, mE and δE) of UPFC can 

be used to control the damping torque. The structure damping 

controller based on UPFC is shown in Fig. 5, where control 

signal input (u) comes from UPFC. This controller used here 

could be considered as a lead/lag compensator. 

 

 
Fig. 5: UPFC with lead lag controller 

 

E. Linearized Model  

The linear model representation is needed for designing 

controller and analyzing system properly. By combining the 

equations 5-9 and then linearizing, we got the state space 

model of the system which can be presented as: 

 

= AΔX + BΔU                           (10) 

 

Where state vector ΔX = [Δδ, Δω, ΔEʹq, ΔEfd, ΔVdc] T, 

Control vector ΔU = [ΔUpss, ΔmE ΔδE ΔmB ΔδB]T 
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V. OPTIMIZATION PROBLEM 

In formulating the optimization problem, a multi-objective 

function based on Eigen value analysis has been chosen which 

involves the combination of two major decision taking 

parameters: damping factor and damping ratio. Main objective 

function J combines two separate objective functions J1 and J2 

as follows [19]: 

 
J= J1+ αJ2             (11) 

0

0

22

0 0( ) ( )
ij

i

ij iJ a
 

 

   




             (12) 



Where i is the index of Eigenvalues in the system and j is 

the index of system operating conditions. Real part of 

Eigenvalue σi determines the relative stability of the system in 

terms of damping factor margin. ζi is the damping ratio of the 

ith Eigenvalue. The value of ‘a’ is the weight to combine J1 and 

J2. Value of ‘a’ has been chosen 10 for this work. 

Optimization of the combined objective J, not only places 

the closed loop system poles in the left half plane of the jω 

axis but also reduces system oscillation. Thus, enhancement in 

the relative stability is achieved in the system. 

Fig. 6 reflects the graphical representation of the selected 

objective functions in the field of system stability. If the 

objective function J1 has been taken only, the closed loop 

Eigen values will be forced to be placed in the indicated 

dashed region to the left of a line as shown in Fig. 6a. 

Similarly, choosing only J2 as objective function will limit the 

maximum overshoot of the Eigen values within a particular 

dashed region as shown in Fig. 6b. When optimized with 

combined objective function J, the Eigen values generated by 

the system will be restricted within a particular D-shaped area 

as shown in the shaded portion of Fig. 6c. 

So, the optimization problem can be stated as:  

 

Minimize  J 

Subject to 

Kmin
 ≤ K ≤ Kmax,   T1

min ≤ T1 ≤ T1
max 

T2
min ≤ T2 ≤ T2

max,  T3
min ≤ T3 ≤ T3

max 

T4
min ≤ T4 ≤ T4

max 

 

 

 
Fig 6: Eigen value locations for corresponding objective function 

 

VI. SIMULATION RESULTS 

One of the ways to check the stability of the system is to 
analyze the Eigen values of the system matrix. Looking at the 
symbol of the value of the real part of it, we can make a guess 
about the behavior of the whole system. We performed the 
Eigen value analysis for all three cases: with only 
conventional PSS tuning, using PSO and using IWO. 

Table I: Eigenvalues Comparison for three different cases with Nominal 

Loading  

Conventional PSS With PSO With IWO 

-9999.6839+0i 
-93.274993+0i 

-6.2503608+0i 
0.13450675+4.681183i 

0.13450675-4.681183i 

-1.5930012+0i 

-0.61662513+0.1326385i 

-0.61662513-0.1326385i 

-0.26664725+0i 

-9998.6308+0i           
 -93.592009+0i        

 -2.1868007+6.09692i   
 -2.1868007-6.09692i   

 -3.6749997+0i           

-0.24652855+0i           

 -1.5035978+0i           

 -1.5006631+0.05676i 

 -1.5006631-0.056766i 
 

-9996.7984+0i 
-94.19553+0i 

-5.9619+8.40415i 
-5.9618772-

8.40415i 

-

1.78201+1.19083i 

-1.78201-1.19083i 

-1.4802187+0i 
-0.24190767+0i 

-100+0i 

 

Table I clearly shows the use of PSO and IWO in finding 

out the optimal set of UPFC parameters. Random selection of 

constant parameters results some positive real part Eigen 

values which actually represents the unstable behavior of the 

system. But all the Eigenvalues, after applying PSO or IWO 

are with negative real parts that satisfies the stable condition 

of the system. In comparing between the two, IWO performs 

much better than PSO as it provides most of the values more 

negative than the corresponding values of PSO. 

 

The time domain simulation results for six seconds after 

being subjected to physical disturbances are shown in the 

following figures. Fig. 7 shows the DC link voltage 

characteristic which clearly depicts, UPFC tuned by PSO and 

IWO shows stable behavior whereas with the conventional 

one leads towards instability.   

 

 
Fig 7: Vdc vs time curve with and without PSO and IWO optimization 



Figs. 8 and 9 show the variations of rotor angle and 

angular speed of the machine with respect time. Both figures 

show PSO and IWO optimize UPFC stabilize the system 

whereas conventional one leads towards unstable behavior. 

Maximum value of oscillation and time needed to be 

optimized defer for both the optimization techniques but both 

of the techniques showed the robustness and accuracy in 

tuning the PSS parameters. 

 

The total simulation was done by MATLAB simulation 

software. Table II represents a summarized view of 

comparison between PSO and IWO while performing this test. 

The value of objective function which is to be minimized is 

15.78 with IWO which is better than the value obtained with 

PSO optimization. PSO is much quicker than IWO in working 

speed while IWO needs less number of iterations to reach the 

optimal solution. Optimized PSS parameters are also 

presented which are essential.   
 

 
Fig 8: δ vs time curve with and without PSO and IWO optimization 

 

 
Fig 9:  ω vs time curve with and without PSO and IWO optimization 

 

The overall performance of two different robust optimizers are 

summarized in the table II below: 

 
Table II: Comparison between PSO and IWO 

 IWO PSO 

Objective function value 15.7840 19.7025 

Time needed 762.4335 

seconds 

11.19236 

seconds 

No of iteration 35 100 

Optimized parameters Kc=19.6064 , 

T1=0.2520 , 

T2=0.3421, 

T3=0.3954, 

T4=0.3210 

Kc=15.7119, 

T1=0.2823, 

T2=0.2873, 

T3=0. 

0.5639, 

T4=0.5623 

 

 

VII.  CONCLUSION  

In order to deal with the stability issue of power system, 

designing the controller demands a lot of attention. The 

optimization problem in this work which is solved by two of 

the new techniques of optimization named PSO and IWO with 

the multi-objective function based on Eigen value analysis. 

The performance of the proposed UPFC controller is 

demonstrated subjected to a particular kind of   disturbance. 

The Eigen value analysis as well as the nonlinear time domain 

simulation presented in result section show the effectiveness 

of the proposed controllers which uses the multi-objective 

function. It also reflects the ability to provide good amount of 

damping in the arena of low frequency oscillations. In 

choosing one of the techniques from two, it’s difficult to 

decide as both the optimization techniques show remarkable 

feats to the conventional PSS, with IWO providing a better set 

of solutions and PSO proving to be very fast in operation. 

 

 
APPENDIX 

The parameters of the system used in optimization results 
of the UPFC are:  

Generator and transmission line parameters: D=0, M = 8 
MJ/MVA, T′

d0 = 5.044 s, xd= 1.0 pu, x’
d = 0.3 pu, xq= 0.6 pu, 

ωb =377 rad/s and XL = 0.1 pu 

Excitation system and transformer parameters: TA=0.01s, 
KA=100, XE= 0.1 pu, XT= 0.1 pu and XB = 0.1 pu 

UPFC parameters: mE= 0.7667, mB = 0.96, δE =68.113 deg 
and δB =41.118 deg 

DC link parameters: CDC = 1.2 pu and vDC= 2 pu 

Operating condition: Pe = 0.98 pu, Qe= - 0.1670pu, Vb = 1 

pu and Vt = 1.05 pu 
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Abstract—Wireless sensor networks refer to hundreds and 

even thousands of small tiny devices called sensor nodes 

distributed autonomously to observe physical or 

environmental parameters like temperature, pressure, vibration 

and motion at different locations such as landslides. Every 

node in a sensor network usually equipped with one sensor, a 

wireless communications device like radio transceiver, a small 

microcontroller, and an energy supply, a battery. Since the 

nodes are battery operated energy plays a vital role. The 

application of the WSN involves several fields, like military 

battleground, fire detection, and other extreme environments. 

In these situations, it is troublesome to replace the dead nodes 

caused by energy depletion with new ones to provide energy 

for the system. Therefore, making sensor nodes operating as 

long as possible is the main method to maximize the lifespan 

of the sensor network. Context aware task allocation/energy 

allocation is an important issue for maximizing the lifetime of 

the network. In this research our goal is to minimize the 

wastage of energy and to maximize the usage by context 

aware energy allocation. We develop a context aware energy 

allocation algorithm based on First-Price auction method. Our 

simulation results show that our proposed method provides 

better results in terms of energy consumption comparing with 

the other existing methods. 

Keywords—Wireless Sensor Networks; Context Aware Energy 

Allocation; Auction based method; First-Price auction. 

I.  INTRODUCTION 

 A wireless sensor network is a group of specialized 

transducers with a communications infrastructure for 

monitoring and recording conditions at diverse locations. 

Commonly monitored parameters are temperature, humidity, 

pressure, wind direction and speed, illumination intensity, 

vibration intensity, sound intensity, power-line voltage, 

chemical concentrations, pollutant levels and vital body 

functions [12]. WSN usually is battery powered which is very 

energy consuming. At present efficiently allocation of energy 

is one of the main challenges of WSNs [5]. To use the energy 

efficiently researchers have been working on WSN 

power/energy allocation. They are emphasizing on sensing, 

communication, computation and energy harvesting. In 

general, the communication consumes huge number of energy. 

In our research we are working to find out an 

efficient algorithm/method of energy allocation which will be 

context aware and power efficient for WSN. 

Context Aware means to behave dynamically with 

the environment and to act in a way that the situation 

demands. Suppose for a sensor node, it needs to be in sleep 

mode if there is nothing to detect or if a node needs to track 

something it will be activated immediately. 
Generally, a wireless sensor network consists of three 

main components: Nodes, Gateways and Software [13]. The 

Nodes consist of several sensors are used to monitor assets or 

environment we are working on. The acquired data are 

transmitted to the gateway, which is connected to a host 

system where data collection, processing, analyzing and 

measurement data are performed using a software. Routers are 

a type of node that is used to expand WSN distance and its 

area of implementation. 
There are many different kind of tiny sensors which 

is used in various purposes like in military issues, shopping 

malls, building utilities, border areas, forests security etc. 

which creates a smart environment from where we can collect 

several data. These sensors work in different phases according 

to the need of the environment. A single sensor might do 

multiple works such as sensing, broadcasting, transmitting, 

bidding etc. The main challenge in this process is to keep 

those sensors alive for the maximum period of time and get 

maximum output [1]. 

We propose an auction based method for context 

aware energy allocation in a WSN. We consider a clustered 

based WSN for various task allocations to the sensor nodes in 

a way that the energy is optimized and the performance is 

maximized. We consider a set of tasks/jobs. Based on a utility 

function and using First-Price auction cluster head of each 

cluster helps to allocate the jobs to the sensor nodes so that the 

network lifetime maximizes.  

Rest of the paper is organized as follows. Section II 

describes the related works. Problem formulation is mentioned 

in Section III. Section IV has the description of proposed 

method. Section V has simulation-results and section VI 

concludes the paper with the future direction of our work. 
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II. RELATED WORK 

 
Fig. 1. Multi-gateway clustered sensor network [8] 

 

A. Sinha et al. [4] proposed a prediction based method for task 

allocation. They have used power aware sensor node model 

which works on increasing latency and decreasing power 

consumption. The sleep states are differentiated by power 

consumption, the overhead required is going to sleep and the 

wake-up time. In general, a deeper sleep state consumes less 

power and has a longer wakeup time. An event occurs when a 

sensor node picks up a signal with power above a 

predetermined threshold. Here the calculated threshold level 

depends on the basis of average event rate.  So the sleep 

states/wake up of the nodes depends on the probability of the 

occurrence of event. As the sleep time and wakeup time is 

based on the prediction of previous event, in worst case 2 

things can be happened. 

 

1) Events may occur during sleep time therefore they might 

have missed events. 

2) No event may occur during wake time therefore the whole 

energy is being wasted during the period of time. 

 

Compare to this prediction based model, our algorithm runs in 

such a way where there is a less possibility of wastage of 

energy and also less missed events as a node is being awaken 

only if the event occurs. This makes our work unique 

comparing with the existing approaches.  

 

III. PROBLEM FORMULATION 

Some applications of sensor networks include tracking the 

movements of birds, small animals, environmental monitoring 

in marine, soil, and atmospheric contexts, forest fire detection, 

meteorological or geophysical research, pollution study etc. 

There are some places in the world like forests and border area 

where it is dangerous to people to go and collect information’s 

but which is needed. In these cases, a WSN plays a vital role. 

Since the nodes are battery operated, allocating energy is an 

important issue. The application of the WSN involves several 

fields, like military battleground, fire detection, and other 

extreme environments. Considering these situations, it is 

difficult to replace the dead nodes or their batteries. Therefore, 

making sensor nodes operating as long as possible is the main 

method to maximize the lifespan of the sensor network. 

Context aware energy allocation is an important issue for 

maximizing the lifetime of the network. In our research we 

focused on minimizing the wastage of energy and by this 

maximizing the usage by context aware energy allocation. 

 
A single sensor node does many things such as capturing 

temperature, humidity, vehicular movement, lightning 

condition, pressure, soil makeup, noise levels etc. In our paper 

we consider our sensors can perform four tasks. 
 
1)   Receive 
2)   Transmit 
3)   Sense 
4)   Bidding  

 

Our goal is to allocate these tasks to the sensor nodes in a way 

that the network lifetime increases. 

 

IV. PROPOSED METHOD 

To distribute the jobs of the sensors we divide the whole 

process in to three sub processes: 

 
1)  Cluster Head (CH) selection algorithm 
2)  Job allocation algorithm 
3)  Algorithm for selected node 

 
Fig. 2. Sensor node representation in 10x10 matrix  

 

If we take an area of 1000 miter consist of 100 sensor nodes in 

10/10 matrix. we take 4 main sensor nodes called main sensor 

nodes (these are not any of cluster heads. These are just 4 

main sensor nodes). These four sensor nodes will always be in 

ON mode. Other nodes will be in sleep mode. The main sensor 

nodes will have the information of other nodes (such as 

location). These nodes always sense if there any substance is 

present in their range or not (if we implement this system in a 

border area to monitor illegal entry, substance can me defined 

as human from other side of the border, or if we implement 

this system to count tigers in a forest the tigers are the 

substances). We have assumed, the battery power of these 

main 4 sensor nodes are higher than the other nodes so that 

these nodes will be alive till the end. 

 



Cluster Head (CH) selection: 

 
When one of the four main sensor nodes detects a substance in 

its range it calculates the area and make the nearest node of 

the substance Cluster Head(CH) and follows to the second 

algorithm (Job allocation algorithm). 

 

__________________________________________________ 

Algorithm 1 ClusterHeadSelection algorithm. 

__________________________________________________ 
 

Input: matrixOfAllNode, fourMainSensorNodes 

Output: Cluster_head, AdjacentNodes 

Step 1: Start 

Step 2: FourMainSensorNodes in 4 edges start sensing 

Step 3: if FourMainSensorNodes[x] detects anything 

    i. Detect nearest node from that location 

   ii. Make it cluster_head 

   iii. Initiate jobAllocationAlgorithm 

    iv.  go to Step 3 

Step 4: exit 

 

Job allocation algorithm: 

 

In this part the cluster head selects its adjacent nodes and 

sends them a signal to initiate bidding. The selected nodes 

then bid to the cluster head according to their battery life and 

distance based on this bidding function. 

 
Cluster heads gets all the bidding of all the adjacent nodes. It 

then finds out the two highest bidders. The highest bidder gets 

the job to sense and transmit and the second highest bidder 

remains in the queue as backup and send all the other bidders 

a message to terminate or sleep. If the highest bidder fails to 

complete its job, then the backup node continues the rest of 

the job. If the currently active node sends a message to 

terminate signal, it goes back to the cluster head selection 

algorithm if not it goes to the third algorithm 

(Algorithm for selected node). 

__________________________________________________ 

Algorithm 2 Job allocation algorithm among bidders. 

__________________________________________________ 

 

i. Phase I:  INITIATE BIDDING 

a. Select bidders (Neighbors) 

b. Send “initiate bidding” signal to bidders 

ii. Phase II: SETTING PRIORITY USING 

BIDDING FUNCTION 

i. Bi [ i= 1,2,3,4,5,6,7,8] 

ii. Using bidding function 

 

iii. Saves returned array: 

priorityArray[][], stored high to 

low priority 

 

iii. Phase III: WORK ALLOCATION 

a. Head knows the winner/highest bidder 

b. Assign the highest bidder to the job and 2nd 

highest as backup 

priorityArray[0]  got the job 

priorityArray[1]  in power saver as 

backup 

c. Send all other bidders sleep/terminate signal 

 

iv. Phase IV: RECOVERY MODE 

a. if current node, priorityArray[0],  fails 

initiate backup, priorityArray[1] 

b. priorityArray[1]   got the job 

c. recover priorityArray[0] then  in power 

saver mode as backup 

v. Phase V: TERMINATION 

a. if currently active node sends “terminate 

signal” 

i. Send terminate signal to active and 

backup node 

ii. Terminate (go back to 

ClusterHeadSelection) 

 

Algorithm for selected node: 
 

The highest bidder will then check if the substance is 

in range and if DTT<0 or not. (DTT: Data to Transmit). If it is 

true, Then the bidder will start sensing and storing data. 
 

If DTT >=1 the bidder will then transmit all the stored data to 

gateway and initiate the DTT in to 0. 
If it doesn't match with any of the conditions, it 

means the substance is no more in the range it will transmit all 

the data to gateway and initiate the DTT into 0 again. Lastly it 

will send a signal to the cluster head to terminate its job.  Thus 

the sensors will work according to the algorithm if it senses 

any substance into its range. 
__________________________________________________ 

Algorithm 3 Algorithm for selected node. And backup node 

__________________________________________________ 

//DTT Data to Transmit 

Step 1: Start 

Step 2: check if the object isInRange () and DTT<1 

Step 3: if true continue sensing and storing data of the object 

Step 4: else  

if DTT >=1 

          i. transmits stored data to gateway 

         ii. DTT  0; 

         iii. Go to Step 2 

 else // object is not in range now 

         i. transmits stored data to gateway 



            ii. DTT  0;  

        iii. Send terminate signal to cluster_head 

        iv. Sleep. 

Step 5: exit 

 

 

 



 

 
 

We have uploaded the animated demonstration here: 

http://bit.ly/WSNBRAC 

 

 

V. EXPERIMENTAL RESULTS AND EVALUATION 

 

In this simulation we have taken 100 sensor nodes in the area 

of 10-meter X 10-meter area. The visibility area of each sensor 

node is assumed to be 1 meter. One of the main part of this 

system is the four main sensor nodes which is always be in 

active mode. Which are powerful than the other 96 nodes. In 

this system we have divided the whole area into 4 units. Each 

unit has 24 sensor nodes and 1 main sensor node. 1 main 

sensor node covers the rest 24 in its area. So each of the main 

sensor node covers 25% of the total system. When an 

unwanted substance comes under its (main sensor node) 

sensing range it calculates and makes the nearest node of the 

substance as cluster head. So in this system cluster head is not 

fixed. It is being selected dynamically by the main sensor 

node.  

We consider the following equations for remaining total 

energy and used energy calculation.  

 

 

Remaining total energy (Stored energy) = 

 

 
 

 

Used energy = 

 

initial energy- remaining energy 

 

 

 

For simulation we are assuming some events. 

 

In worst case at least one (any one) node will continuously 

track object and we are also assuming on an average after 

every 5 minute the transition (changing of currently active 

node because of changed location of the tracked object) will 

occur. During transition, at a time maximum of 8 nodes will 

remain active and between two transitions 2 nodes remain 

active. One is currently active node and another one is the 

cluster head. 

 

In this case we are assuming total life time of a node is 10 

days (14,400 min). It means one node can be active/live for 10 

days’ max if standby. 

 

So, for every minute of activation, each node will lose 

0.006944% of its initial (100%) charge. And during the 

transition period 8 nodes(max) remain active simultaneously. 

This will cost (0. 00007233 × 8) % charge of initial charge of 

total system. 

 

Total Transition = time÷5; //if transition in every 5 min 

One node for 1 min = 0.006944 % //discharge from own 

One node for 1 min = (0. 006944 ÷ (100-4)) 

                                      = 0.00007233% // From total system 

 

http://bit.ly/WSNBRAC


Total used energy = energy usage(transition) 

   + energy usage(non-transition) 

 

  = (Total Transition × cost per transition) 

 + (Total Transition × 1 min of system’s cost × 2 × 5) 

 

Considering static allocation of energy 

Static use of energy = 0.006944% loss/min 

 

Using these calculations and taking transition period of 1-5 

minute we draw graphs to compared the scenario where the 

system consumed all of its energy. 

 

 
Fig. 3.1: Time vs Remaining energy 

 (After 14,000 min static allocation consumed total energy) 
 

 
Fig. 3.2: Time vs Remaining energy 

(Total energy consumed after 76,000 minutes by 1 min transition) 

 

 
Fig. 3.3: Time vs Remaining energy 

(Total energy consumed after 1,53,000 minutes by 2 min transition) 

 

 
Fig. 3.4: Time vs Remaining energy 

(Total energy consumed after 2,30,000 minutes by 3 min transition) 

 

 
Fig. 3.5: Time vs Remaining energy 

(Total energy consumed after 3.07,000 minutes by 4 min transition) 

 

 
 

Fig. 3.6: Time vs Remaining energy 

(Total energy consumed after 3.84,000 minutes by 5 min transition) 

 

Fig.3.1-3.6 shows remaining energy according to the change 

of time in worst case scenario. We started time from 0 minute 

where remaining energy was full (100% initially) as well as 

consumed energy was 0 and ended at 14000, 76000, 153000, 

230000, 307000, 384000 minute respectively for Static 

Allocation, Transition period of 1 to 5 minutes. We took 387 

reading by changing time with 1000-minute interval, until the 

remaining energy got down to 0% approximately or in other 

words till total energy was consumed. Fig. 3.1 to 3.6 shows 

that our approach provides better performance in terms of 

remaining energy comparing with the existing method. On the 

other hand, it shows that our method shows better 

performance in terms of total energy consumption. 

According to this simulation result this 100 node can sense the 

area for 3,84,000 minute (5 min transition) in worst case 

scenario, where 2 nodes were continuously active and at every 

5 minute there were a transition period with 8 active nodes. 



VI. CONCLUSION 

We have proposed a context aware energy allocation 

algorithm to maximize the lifetime of the network. In the 

proposed system we have used three different algorithms to 

collect data and transmit it when necessary. Our target was to 

use the Wireless Sensor Network in such a way that we can 

avoid wastage of energy as much as possible as well as get 

information. In this paper we have used a composite algorithm 

to select cluster head and allocation of jobs. Our proposed 

system focuses on job allocation so that all the nodes do not 

need to stay awake or active all the time. If we maintain some 

conditions this system can give very good solution 

like the main sensor nodes need to be constantly active (by 

using Solar System or with multiple backup power) and if 

simultaneously multiple event doesn’t happen. 

The simulation results show that the system saves significant 

amount of energy comparatively. 
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Abstract—An advanced infrastructure for communication based 

on smart phone and free of internet connectivity is a time 

demand. In this paper, we proposed a smart local area network 

(LAN) infrastructure for voice over internet protocol (VoIP) 

based wireless communication model, which will be a 

replacement of official IP phones and conventional intercom 

system with significant low cost and complexity. The proposed 

model is a hybrid peer-to-peer (P2P) infrastructure with session 

initiation protocol (SIP) calling feature into a LAN through 

wireless access points (WAP). Multiple applications like voice or 

video call, instant messaging and web based community services 

along with a resourceful server will be accessible by smart 

phone’s android applications without using internet or cellular 

networks. 

Keywords-AWB-Codec; Hybrid P2P; IoIP;PPVPN; SIP; WEP 

I.  INTRODUCTION 

The growing demand of globalization necessitates the need 

for an uninterrupted and secure communication model with 

attractive user modules. Wireless connectivity is an essential 

feature of modern communication, for this very reason mobile 

devices have turned the world into a global information hub. 

This has given us access to infotainment (information + 

entertainment), which has become available at a relatively 

moderate price. In light of growing demand for information it 

feels like the right time to make communication free of 

expense while maintaining an enriched user friendly module. 

Our proposed model is an attempt towards this developing 

trend of communication technology. It is estimated that every 

cellphone user in the next two years or sooner will graduate to 

smartphones, which translates to people more efficiently 

handling technical aspects like app-to-app calling or choosing 

software-as-a-service (SaaS) [13]. Our approach was to 

integrate various existing approaches and focus on improved 

interface while using minimal hardware support. 

Voice over internet protocol (VoIP) is the cheapest method 

of communication and internet protocol (IP) based 

infrastructures are operating successfully in different parts of 

world. Open Garden [2] created a messaging app called ‘fire 

chat’ [3] in Singapore, which could send and receive messages 

without an internet connection. Clear-Com [4], a United States 

based global company of communication system, provided 

wireless fidelity (Wi-Fi) based virtual local area network 

(VLAN) communications in stadiums for the opening and 

closing ceremonies of the 2010 Winter Olympics and the 2010 

FIFA World Cup. In [5], digital acoustic is providing a ‘daisy-

chained’ intercom which promises greater feasibility. Intercom 

over IP (IoIP) is now used in some countries but not in 

Bangladesh as of yet. VoIP is comparatively a familiar term 

used by international gateways (IGWs) and internet service 

providers (ISPs) which concentrates on profit earning. Wired 

technology still holds dominance, with ‘advanced’ IP phones 

and intercoms prevailing in offices and homes respectively.  

We plan for an overhaul of the situation by making the 

system entirely wireless and accessible by smartphone apps 

(android based). Our plan is to incorporate numerous 

community services, such as news headlines, sports update, 

weather forecast and download utility like pdf, movie or song 

to be available for users free of cost. Our proposed model has 

the following features: 

 A free app for voice call and instant messaging service. 

 A system that stands without internet connection. 

 Cloud computing based services for a server system. 

 System integration to ensure cost effective manufacture. 

 Popular community services with an appealing look. 

 

https://gigaom.com/2012/05/22/open-garden-lets-mobile-users-cultivate-a-crowdsourced-mesh-network/


Development is a continuous process. Let us find other 

potentials of our proposal which can be well implemented 

with few incorporation in methodology: 

 Replacing old intercom system of home apartments and 

the IP phones of corporate offices. 

 Security or employee monitoring for a large industrial 

area. 

 Digitalization of offices or markets with new features. 

 A community based application or a social network site. 

 Large Wi-Fi zone like developed countries. 

 
The rest of the paper is organized as follows: Section II 

describes the problem statement, Section III presents detailed 

overview of proposed model, detailed implementation 

approach is in section IV, and finally section V concludes the 

paper. 

II. PROBLEM DESCRIPTION 

With each new advancement in communication technology 

some other means that has been satisfactory before the new 

technology came into the picture becomes obsolete. Some 

countries have managed to introduce alternative models of 

communication into society and simply use it on a regular 

basis. Bangladesh is lagging behind and the likely causes are 

difficulty in device installation and inadequate equipment 

knowledge, maintenance and cost, conflict of benefit and 

interest, and reluctant and unwilling attitude. 

A. Device installation and inadequate equipment knowledge 

      Advanced infrastructure installment seems hazardous 

especially in remote sites due to the need of a whole rack of 

equipment. Common users without prior knowledge of net 

configuration may not find localized switching equipment 

satisfactory or user friendly. That is why many users are not 

interested to go for activation hurdles of new technology..  

B. Maintenance and Cost 

Due to the obvious hazard regarding installation 
maintenance is rendered costly. The need for system 
monitoring may seem expensive, however upon examination 
we have found it not be be as expensive as is generally 
estimated. 

C. Conflict of benefit and interest 

Cellular mobile companies may not welcome an 

alternative technology that allows communication free of cost. 

Conventional phone calls use public switched telephone 

network (PSTN) [14], which will become a redundant. With 

the boom of low cost smartphones, phone calls using cellular 

network will cease to exist. 

D. Reluctant and Unwilling Attitude 

Many initiatives fail in third world countries due to 

unwillingness towards change. We hardly accept 

diversification unless it has been imposed or offered for free. 

Now let us discuss what we tried to implement in our 

proposed model. A simple approach to this system can be 

compared with a common phone feature like ‘SHAREit’ [15] 

that most of us have possibly used. We are always able to 

transfer files using Wi-Fi of our laptops or handsets. We do 

not need to be connected to internet to transfer data. We can 

also transfer voice over Wi-Fi and it exists in the market. Apps 

like Skype [17], Viber [16] does not need internet connection 

if the communicating people are in the same area or under 

same coverage of Wi-Fi. Generally a Wi-Fi range is limited 

from a room to a floor but practically it is possible to extend 

the range to a city or cities beyond. A simple interconnection 

or device configuration may result to large area Wi-Fi 

coverage. That is how developed countries first created a zone 

and later made a link over web server to provide service that 

we commonly refer to as ‘free internet’ or ‘whole city Wi-Fi’. 

An infrastructure of this pattern may have its centrally located 

server too, instead of a link over the internet. The server is 

capable of storing user data like, i-Cloud [18] does and be able 

to distribute its storage over Wi-Fi channels, that allows users 

to do what we call downloads. Our proposed system is also 

fashioned for areas where the touch of internet is yet to be 

available. Internet or wide area network (WAN) is nothing but 

aggregations of interconnected networks [1]. Our netizens 

(network citizens) will be an internet user who will not have 

the risk of losing important data sometime when you need 

those most even if connectivity is lost. 

III. PROPOSED MODEL 

Figure 1 shows the proposed model of VoIP based smart 
LAN. This model is a VoIP system where the voice or media 
packet would transmit through IP.  

 
Figure 1. Proposed model layout. 



We have used VoIP and IoIP systems but they are fixed in 
some places, which means the mobility and the ease of use is 
challenged. IP calling is cheaper than other approaches, so we 
integrated this idea with Wi-Fi system.  

There will be android mobile application which will work 
as a user agent [20] and a cluster of these user agents will be 
connected to a gateway, which is actually wireless-access- 
point (WAP) with the help of Wi-Fi routers. These wireless 
routers will be connected with a border router. There will be a 
dedicated server for the users to fetch the login information 
and some other services. If the system is implemented in a 
LAN then user should be able to send and receive voice call, 
messages without an internet connection. This part of our 
model will be implemented first in small home apartments and 
will also be marked as a replacement of old intercom systems 
of those home apartments. They will have a better feature like 
‘each of your smart phone is a single intercom’. It will be 
using P2P connections to link other nearby app enabled 
devices. We may choose to execute any of existing WAP 
model based on how user or traffic rate demands. Wi-Fi 
routers with less throughput for less crowded area and high 
throughput for highly crowded area. Then we should work 
with the wireless security part of model. Security enhancement 
of wired equivalent privacy (WEP) Protocol i.e. IEEE802.11b 
with dynamic key management [12] may be helpful in this 
regard. We are using IEEE802.11b because it is more 
economical and easier to get. If better service is the priority, 
then the 5th generation IEEE802.11ac is available for higher 
throughput. For long distance communication i.e. outside the 
LAN, we have to connect the proposed system with the 
internet. To keep the line secure we could use [21] provider-
provisioned-virtual-private-networks (PPVPN) [RFC: 4026]. 

IV. IMPLEMENTATION OF PROPOSED MODEL 

The IP technology is used widely for all of IoIP products 
and exists in various developed countries. 
The benefit of IP based communication is the capability to use 
available existing IP infrastructure and this is very much 
implementable to a small extent with field level of technical 
knowledge. This setup can be divided into three parts: network 
elements, security, and traffic control.  

A. Network Elements        

The call is based on Skype or Kaaza architecture [6] and 

session initiation protocol (SIP) [7].  To create such network 

system, there are some entities that help this system creating 

its network. For a simple structure we will be using following 

network elements: user device, dedicated server, and routers.  

 User Devices: The network element which will be the 
interface between the client/user and the system is the 
smart phone of the targeted user. There will be an 
android mobile application by which user will connect 
with the system and call other clients. The working 
procedure of the application can be arranged in three 
parts: login and initialization, calling, and storing super 
nodes. 

 Login and initialization: A client opens a 
transmission control protocol (TCP) and a 

user datagram protocol (UDP) [19] listening 
port at the port number configured by network 
admin. Client will listen for incoming 
connections from the ports. At first our 
software will send a hypertext transport 
protocol [22] (HTTP) 1.1 GET request to the 
dedicated server which we will be using to 
control the users’ basic information. The same 
server will be used to authenticate user name 
and password of the client. This should lessen 
the CPU and memory usage of a smartphone, 
which makes the prescribed system an 
effective one. Location of the server will be 
provided by the network admin. As the 
system gets bigger, we will use a dynamic 
host control protocol (DHCP) server. After 
authentication, the client will advertise its 
existence to the friends of the client by 
sending a broadcast packet with a media 
access control (MAC) address of FF: FF: FF: 
FF: FF: FF. Each user will have a dial code, 
so the friend of our experimental user (EU) 
will accept the packet and show the EU is 
online. The friend of the EU will again send a 
control packet advertising that they are online. 
Those who are not friends, they will simply 
ignore the broadcast. Figure 2 shows a simple 
illustration of initialization of the system. 

 

Figure 2. Simple illustration of initialization of the system. 

 
 Calling: There is no use of this system if the 

call quality is compromised and if the system 
is half-duplex. We will use the adaptive 
multi-rate wideband codec G.772 [8], whose 
sample rate is 16 kHz using 14 bits providing 



an effective pass-band of 50 to 6400Hz. 
G.772 allows maintaining improved call 
quality than G.711 at an available bandwidth 
of 32Kbps. We will be using TCP for 
controlling and signaling the data bits for its 
reliability and for voice data both UDP (RTP) 
and TCP. The proposed system is a hybrid 
P2P. Once the connection between caller and 
callee is established, there will be no need of a 
server. The process will be executing on its 
own. Figure 3 illustrates a basic call session 
setup between two parties: caller and callee. 
As depicted in Figure 3, initially the caller 
sends an INVITE [7] request packet to the 
callee. Caller waits for the 180 RINGING [7] 
packet (provisional response). If caller does 
not get the 180 that is RINGING packet 
within the timeout session, it automatically 
understands that the INVITE packet is lost. 
So, the caller sends the INVITE packet again. 
Whenever callee gets the INVITE packet, it 
sends the 180 RINGING packet. After the call 
is being picked, callee sends a 200 OK 
packet. Caller sends an ACK packet 
afterward. 

 
Figure 3. Basic call session setup [7]. 

 

After receiving the ACK packet, callee 
initiates a real time transport protocol (RTP). 
RTP [RFC 3550] will use for its rapid 
response. It basically runs over the UDP 
protocol and is used for media streaming. The 
user’s voice which we are trying to send over 
IP is nothing but a stream of media. A buffer 
would collect the audio stream which is user’s 

voice and it goes to the RTP library [9]. The 
stream is multiplexed and encoded in RTP 
packet by the RTP library. Then with the RTP 
payload the other layers of the packet UDP, 
IP, and Ethernet are added, respectively. After 
the conversation, as soon as caller hangs up; 
an FIN packet is sent to the callee. Just like a 
simple http session, this session will be 
terminated. 

 Storing Super Node: Super node is an 
advanced criterion for load balancing of the 
network. For a gigantic network, super nodes 
reduce the extra packets, search time [11] and 
ultimately the congestion of the network. Like 
Skype we will use the hybrid p2p model 
where every client stores a list of super node 
in its cache (host cache). A super node is an 
ordinary host’s end-point on our system’s 
network. Any mobile device i.e. android 
operated smart phone with adequate CPU, 
memory, and network bandwidth will be 
eligible to become a candidate for being a 
super node. The best match for these criteria 
will be considered to be one. When the 
network will be big enough, an ordinary node 
that is not eligible to become a super node; 
must connect to a super node while initiating. 
After getting connected with a super node, the 
client will authenticate itself with the 
dedicated server. The server ensures that login 
names are unique across the system’s name 
space. As smart phones are not capable of 
storing moderate amount of data for just an 
application so we will be using only a 
dedicated server, not the super nodes. But 
with the advancement of technology and 
increasing capability of a smartphone, soon 
we will shift to the super node technology. 

 

 Dedicated server: For the next step we are going to 
need a server for storing all the information of the 
clients i.e. friend list, chat history, call history, and 
login information. Primarily for home intercom 
system, we are not looking at hybrid P2P. But for 
better service and to accommodate more users we 
ought to consider hybrid P2P system. For a small 
LAN, the server will work like a router. All the 
switching will be done within the server. But for 
larger model which consists of two or more LANs, we 
will use dedicated border router(s). For a small 
network, such as home intercom service, the server 
will store the dynamic host configuration protocol 
(DHCP) information as well as the login information. 
For a huge network, only one central DHCP server 
will cause more congestion as a result, the server will 
be down. So, for such network, there will be dedicated 
DHCP server, configured in a cisco router that will 
provide user the IP addresses, subnet address, lease 
time, border router or the default gateway address, 
DNS server addresses, WINS server addresses, and 



domain name. Third party firewall will give the server 
necessary protection. 

 

 Routers: The cluster of user devices will connect 

with the network through the WAP. Every single 

WAP will be for a definite amount of the user device 

because of the wireless throughput of the WAP. We 

need at least 32 Kbps bandwidth allocated for a 

single call. So we need to check the client getting 

connected with the network. When a better WAP i.e. 

IEEE802.11ac is available more clients can 

accommodate. If not then the amount of client will be 

checked and the system will not allow any other 

client to login. The system will be designed 

according to the users’ preferences. For 

communication between more than one LAN, a 

border router needs to be introduced. Network 

Address Translation (NAT) will be done by the 

border router(s). These border routers will then route 

all the RTP packets throughout the network.  

 

B. Security 

 Security of the system can be divided into two parts, such 
as- wireless (WEP), and wired (PPVPN). 

 

 Wireless (WEP): Wireless security is applicable for 
the wireless routers or the WAPs. In [12], they have 
redesigned the system with the dynamic key 
management. In the conventional systems, static 
WEP key i.e. the same key is used in encryption so it 
was easy for the attacker to break in the system. The 
size of the initialization vector (IV) is 24, which 
repeats after every 4.07 hours. Once the IV is 
repeated, attacker can easily extract the information. 
Dynamic key with 128 bits length increases the 
repetition time into staggering 2.13*1031 hours. This 
makes the encryption almost unbreakable because the 
dynamic key is depended on the future IV and the 
previous shared keys. 
 

 Wired (PPVPN): To get seamless communication 

between two or more geographically separated LAN, 

we have to deploy the PPVPN for tunneling our data 

through the internet. After connecting the system 

with the internet, the clients can communicate easily 

and securely despite of the fact long distance. But to 

communicate through the internet, there are some 

risks. Encryption of PPVPN can secure client data 

and information. PPVPN allows client-edge-device to 

client-edge-device (CE-CE) P2P connection. PPVPN 

can be categorized mainly into two parts; L2PPVPN 

and L3PPVPN [12], L3PPVPN is the better solution 

for its scalability, management, higher number of 

subscriber and reduced customer-premises-equipment 

(CPE) complexity and processing. Table 1 shows the 

comparison between the two methods. 

 

C. Traffic control: Peer churning rate 

Arrival and departure of a peer in the network causes the 

update process of the P2P overlay [10]. If no packet is sent 

within the time period, i.e. longer than the set idle time, the 

peer is considered to be idle (or dead).  The peer is considered 

to be alive when the set ideal time is greater than the no 

activity time. So if the ideal time is increased, it will lessen the 

strain of our P2P system of our proposed model. 

Table 1: Comparison between L2PPVPN & L3PPVPN [12] 
 

 
 

V. CONCLUSION 

In this paper we have designed a model both to experience 
change and benefit the process of digitalization in our country. 
We have designed infrastructure and examined possibilities of 
a communication system which can be accommodated 
wirelessly both at home and outside. We have shown that a 
system integrated communication model has all the attributes 
of reducing anxieties in case of connectionless modern life (be 
it mobile coverage or internet) and able to manage things better 
than concurrent system. The cost effectiveness and user 
friendly module demands it to become a unique project and 
popular society tool. Our model is aimed to build a society of 
better living standard by a more advanced technology. 
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Abstract— For a domestic robot “Person Tracking” is a 

mandatory feature. There are, in general, two steps to be 

completed: detecting the target person and following him. Hence, 

the robot needs applicable algorithm or specific sensor. In this 

project features detection and following technology is based on 

Image processing technique. Color detection algorithm is used 

for person following in domestic environments. The vision system 

of robot obtains very good features of the target person through 

the webcam and the exact information about the position of the 

target person in the environment. The proposed method is 

programmed in high speed hardware system and using small 

zone person following method in order to meet the real time 

requirements. 

Keywords— Image Acquisition tool; Image Processing; Optical 

character recognition; RGB Image and Arduino IO  tool. 

I.  INTRODUCTION  

For domestic robot’s improvement, exact human detection 
and tracking has been extremely active research sector for last 
few years. The importance of this area arises from its 
numerous applications such as video surveillance, smart 
vehicle [1]. One of the broadest application areas is robot 
vision. The importance of robot vision is that it will enable 
robots to perceive the external world in order to perform a 
large range of tasks such as navigation, object recognition and 
categorization, surveillance [2]. Possible applications for such 
robots cover assistance for elderly people, carrying bags, 
luggage and suitcases in airport or shopping centers. Old and 
sick people can use these for carrying their medicines, 
portable Oxygen concentrator etc. as they exercise outdoor. 
With further modification, this kind of system can also be used 
as babysitter or helping hand for the disabled people. This 
robot can work in a team helping a human co‐worker with 
transportation of different objects, such as investigation of a 
hazardous environment. The main requirement for service 
robots is the ability to detect humans and interact with them in 
a non-technical, natural fashion. 

In this project, the aim is to design a system in such a way 
that it can detect selected person and follow him/her. Image 
processing technique has been used to achieve this objective. 
Person following robots developed until now use several types 
of ways for tracking a target person and some of them use 
various sensors like ultrasonic sensor, laser sensors etc. [3 4]. 
But most of the cases these sensors are very costly. Moreover, 
ultrasonic sensors have distance limitations, loud noises and 
air hoses problems and environmental effect problems 

(temperature, humidity, pressure etc.). Tracking systems with 
laser range scanners have the problems of noise. Beside this, 
some authors developed sensors, which are however, 
inadequate in some applications [5]. In order to avoid the 
complex data fusion algorithms and human contact sensors, a 
number of research have been done on vision as the only 
sensor. 

II. PROPOSED METHOD 

To carry out our aim, to design an artificial vision system 
to follow a person, the most cardinal step is to build up a 
platform. In fig.01, the overall designed platform is given. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Basic Design 

 
The detection system is based on Optical Character 

Recognition (OCR) and tracking system is based on Region of 
Interest (ROI) algorithm - the red circle of the person’s back. 
Raspberry Pi is a tiny, low-cost, single-board computer 
designed for teaching. In Raspberry Pi, High level languages 
such as Python, Java or assembly language are used for coding 
and debugging. . Laptop was used instead of Raspberry Pi for 
simplicity. MATLAB is used as central control 

III. METHODOLOGY  

The complete work of the system can be divided into two 
parts. Firstly, the hardware part of the robot and second, the 
software part for detection, determining position and 
implementing logics to generate control commands for the 
robot’s motor. The distance between the robot and the person 
is always maintained constant. 

 



A. Hardware Section: 

The webcam was mounted on the Robot and it was 
connected to the USB port of the Laptop. The specifications of 
the camera are: 

• plug and play USB connection  

• Video data format: 24 bit RGB 

• 30 fps max 

• Resolution 640 x 480 pixels 

 As the project work is carried out aiming to design an 
artificial vision system to track a person by OCR and then 
detect and follow the red circle of the person’s back, a large 
amount of data is produced when webcam is used as a Sensor. 
The central controller should able to process these huge data at 
a time. MATLAB being a powerful central controller is able to 
process these types of high volume data at ease. 

Arduino IO tool has been used for interfacing Arduino 
MEGA 2560 with MATLAB. Arduino Mega2560 controlled 
the movements of robot. To drive the two DC motors, the 
motor driver IC L298 was used. Hardware schematic diagram 
is given below: 

 

 

 

Fig. 2. Hardware schematic diagram. 

B. Software Section 

The Program flow of the project describes how and when 
which type of work was done.The flowchart for the whole 
software section is given below: 

 

Fig. 3. Flow chart of the program. 

1) Image acquisition Toolbox-MATLAB: Image processing 

Toolbox is an attractive feature of MATLAB, which has a 

strong and efficient quality to handle images. MATLAB has 

built-in adaptors to access a web cam. With MATLAB 

acquisition tool, the control starts capturing the frames. The 
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frames captured are stored in the memory. The setup has been 

set such way that only one frame is captured per trigger. The 

number of times for which the trigger can be repeated is 

infinite. 
 

 

 

Fig. 4. Stored picture from webcam. 

2) Optical character recognition (OCR): Optical character 

recognition (OCR) is a process of converting optically 

scanned bitmaps of printed or written text characters into 

character codes, such as ASCII. OCR is the most cost-

effective and speedy method available to digitize printed texts 

so that it can be electronically edited, searched, cached more 

compactly and applied in machine processes such as machine 

translation, text-to-speech [6]. We used optical character 

recognition as our detecting method. With OCR, the system 

will automatically find the same person in adjacent frames 

from a real time video sequence. Three major steps of OCR 

are:- 

 Processing the image 

 Extracting the characters 

 Character matching. 

a) Processing the image: First the image from the 

webcam  was stored in an array variable using matlab function 

getsnapshot. Then all data from the data acquisition engine 

was removed and the samples available property was reset to 

zero. Once converted to a B & W image, it was found that 

apart from the region of interest, there are also some unwanted 

white regions in the image, called ‘noise’. The noisy parts of 

the images have been filtered with Median Filter. The image 

has been resized, enhanced and the edges were brightened for 

better detection. Morphological closing  tends to smooth the 

contours of objects and what more joining narrow breaks and 

filling long, thin gulfs and holes smaller than the structuring 

element. 

b) Extracting the character:The image contained 

components of various pixel ranges. The lower pixel 

components were removed from the image and measured the 

length of the components and sorted out the components 

having approximately same size. Then the characters were 

separated from the rest of the image, by taking the value of 

indices among the bounding boxes. 

c) Character matching: Each character was separately 

segmented and scaled down to a standard size [24*42]. Then 

each character was assimilated with a set of pre-defined 

character templates. In MATLAB corr2 function was used to 

find the co-relation factor. The character which gives 

maximum score was set to select. Then selected character’s 

ASCII values were compared    with desired value which is in 

the target person’s back. If the value matches, the target 

person is detected. 

3) Red Circle Detection: The notion of color detection is a 

part of image processing that involves differentiation among 

objects based on their color. Any image in RGB format has 

each pixel in it possessing a set of values for each of the 3 

channels. If the range of RGB values for a particular colour 

can be determined, we want to detect, then while processing 

the image, the device will search only for those pixels which 

have RGB values in the range of selected RGB values. 

a) Setting the RGB threshold values: The red circle is 

our main interest. So it is necessary to set the threshold values 

of the images. The steps for setting the RGB threshold values 

of the red circle are- 

 About 5 snaps were taken at various angles. 

 Then each image was read in MATLAB environment. 

 Each image was displayed using ‘imview’ function. 

 After activating the ‘cursor’, the pixel values of the red 
circle were noted down by placing the pointer at 
various portions of the circle. The threshold for red 
component should be the least value of the red 
component found in the red circle. The threshold for 
green and blue components should be maximum value 
of the component found in the circle. 

A B&W image array ‘I’ can be found. ‘I’ is the result of 
logically ‘ANDed’ image matrices fR, fG, and fB. If the three 
conditions are satisfied, the pixel value of the ‘I’is set to ‘1’. 

b) Process of following red circle: The frame captured 

by the webcam was divided into three parts: ‘X1’, ‘X2’ and 

‘X3’ on X-axis. 
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Fig. 5. Plotting of a captured image 

        X1=x/2-radx                                                            (1) 

        X2=x/2+radx                                                           (2) 

 



‘radx’  is a variable number which value is dependant on 
the size of the red circle. It was taken radx=120 in this 
program. Then co-ordinates of the centre of  the frame was 
calculated (which is x/2,y/2). ‘x’ is the maximum dimension 
of X-axis (640) and ‘y’ is the maximum dimension of  Y-
axis(480). 

Conditions for tracking the red circle are: 

 If the circle is in region X2, it is at the right of the 
frame. The robot should move right. 

 If the circle is in region X1, it is at the left of the frame. 
The motor should move left. 

 If the circle is in region X3, it is at the center of the 
frame. Then we should use MATLAB 

imfindcircles tool to determine the radius of the 
circle and compare it with a declared radius. The 
comparison gives the direction whether to move 
forward or backward. 

The result of Equation (3) provides the direction of the 
robot: d= ((cbar>=x1)*2 + (cbar<= x2))                          (3) 

‘cbar’ is the mean of columns  of the array derived  from 
the Label matrix using MATLAB find tool. Returning as an 
array of class double, the Label matrix has the same size as the 
input image. 

4) MATLAB- Arduino Interfacing: Only MATLAB was 

used for controlling Arduino mega instead of using Arduino 

software. Arduino IO [7] tool was used for establishing the 

interfacing between MATLAB and Arduino MEGA. Arduino 

PWM output with the analogWrite() function was used to 

control the motor speed. 

IV. RESULT ANALYSIS 

The device works in any environment. We just have to 
adjust the color settings according to the red circle. We tested 
our robot at our hostel corridor and laboratory and it worked 
perfectly. 

 

 

 

 

 

 

 

 

 

Fig. 6. Practical Implementation. 

After Optical Character Recognition the following images 
were found: 

 

Selected character’s ASCII values were matched with desired 
value which is in the target person’s back. After detecting the 
person, the red circle delivers the information about the 
position of the person. According to position of circle in the 
frame, the following images were found: 
 
 
 
 
 
 
 
 
 
 
 
 
 

 To keep the distance to the person constant, the robot 
measures the distance of the person by comparing the circle 
radius and then controls its speed. When the target person 
moves forward, it moves forward, and when the person stops, 
the robot moves to a point behind the person and also stops. If 
the person approaches the robot too much, it backs off. 

 

 

Fig 07: After Image  Enhancement 

 

Fig 08: After removing lower pixels 

 
Fig 09:  Extracted characters 

 

 

               
  Fig. 10. Circle is in X2                Fig. 11. Circle is in X1 
 

 
                            Fig. 12. Circle is in X3 

 



V. CONCLUSION 

In this paper, a person following robot has been introduced 
which is capable of following a person using only a webcam. 
It has been tested in the dummy industrial environment 
developed in the laboratory. The system’s accuracy is quite 
viable. There is a scope to add Artificial Intelligence (AI) [8] 
in this system which will automatically adjust the color 
settings at different environments. Furthermore, modified 
Kalman filter can be applied to solve the problem of multiple 
objects of same colour properties in the same frame. 
Moreover, vision quality can be improved by using our 
android phone as wireless webcam, which will be connected 
via WIFI. It can also be used as a monitoring system. Video 
can be transmitted via internet, so one can see the live 
streaming and monitor the target person. 
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Abstract - This paper describes a prototype clinical expert 
system for risk stratification of patients with polycystic ovary 
syndrome (PCOS). Polycystic ovary syndrome (PCOS) is the 
most common hormonal disorder among women of reproductive 
age. It is a heterogeneous disorder of uncertain cause. Since the 
symptoms of PCOS are seemingly unrelated to one another the 
condition is often overlooked and undiagnosed. The 
determination of accurate degree or intensity of PCOS signs is 
difficult for the physician. Hence, the accuracy of the diagnostic 
process is difficult to achieve. The signs and symptoms of PCOS 
are usually expressed in qualitative and quantitative ways. Since 
the qualitative factors cannot measure in a quantitative way, 
various types of uncertainties may occur, such as incompleteness, 
vagueness and imprecision. For that, it is necessary to address 
the issue of uncertainty by using appropriate methodology. 
However, no existing system is able to address this issue of 
uncertainty. Therefore, this paper demonstrates the application 
of a novel method, named belief rule-based inference 
methodology-RIMER; this prototype can deal with uncertainties 
in both clinical domain knowledge and clinical data. This paper 
reports the development of a Belief Rule Based Expert System 
(BRBES) using RIMER approach, which is capable of detecting 
the PCOS by taking account of signs and symptoms. 

Keywords: Belief Rule Base Expert System (BRBES), 
Uncertainty, RIMER, Evidential Reasoning, Polycystic ovary 
syndrome (PCOS), Signs and Symptoms 

I. INTRODUCTION 

PCOS is a common complex condition in women 
associated with reproductive and metabolic features. It is a 
chronic disease with manifestations across the lifespan and 
represents a major health and economic burden. A common 
ovulation problem that affects about 5% to 10% of women in 
their reproductive years is polycystic ovary syndrome (PCOS). 
PCOS is a hormonal imbalance that can make the ovaries stop 
working normally. In most cases, the ovaries become enlarged 
and appear covered with tiny, fluid-filled cysts. Infertility is 
one of the most common PCOS symptoms. Because the 
symptoms of PCOS are seemingly unrelated to one another, 
the condition is often overlooked and undiagnosed. The 
determination of accurate degree or intensity of PCOS signs is 
difficult for the physician. Hence, there is a risk of having 
incomplete information to reach a conclusion through PCOS 
diagnosis. Therefore, the accuracy of diagnostic process is 
difficult to achieve. Since PCOS symptoms are subjective in 
nature, it inherits uncertainty. Therefore, it can be seen that the 
determination of signs and symptoms in a quantitative way is 

difficult to achieve. The traditional system is used in PCOS 
diagnosis to detect the disease. But this system is not working 
in uncertain. So, ultimately the accuracy in disease detection 
process is hampered. As human life is directly involved with 
the medical diagnosis process, disease diagnosis process 
accuracy is very important factor for saving human life. 

There is no specific test to definitively diagnose polycystic 
ovary syndrome. The diagnosis is one of exclusion, which 
means doctor considers all signs and symptoms and then rules 
out other possible disorders. Uncertainty exists in almost 
every stage of a diagnostic process. Sources of uncertainties 
may include that patients can’t describe exactly what has 
happened to them or how they feel, doctors and nurses 
cannot tell exactly what they observe, and laboratory 
report results may be with some degrees of error. 
Physiologists do not precisely understand how the 
human body works, medical researchers can’t precisely 
characterize how diseases alter the normal functioning of 
the body, pharmacologists do not fully understand the 
mechanisms accounting for the effectiveness of drugs, 
and no one can precisely determine one's prognosis.  

Researchers and scientists have built and applied various 
methods in this growing research field. For uncertainty 
selection RIMER is treated as an appropriate method to solve 
the certain problems [13][14]. In [7], ER deals with problems 
under various uncertainties such as incomplete information, 
vagueness, and ambiguity consisting of both quantitative and 
qualitative criteria. In particular utility theory the ER approach 
is developed based on decision theory [1][11], artificial 
intelligence in particular the theory of evidence [9][10]. A 
belief structure is used to model a judgment with uncertainty. 
some linguistic referential value such as excellent, average, 
good and bad are used to evaluate qualitative attribute such as 
location or safety [20][21]. In this way, the issue of 
uncertainty can be addressed more accurately and robustly 
during decision made. The belief rule based inference 
methodology-RIMER [15] has addressed such issue by 
proposing a belief structure which assigns degree of belief in 
the various referential values of the attributes. 

Consequently, traditional diagnosis, carried out by a 
physician, is unable to deliver desired accuracy. Moreover, 
traditional PCOS diagnosis is time consuming and costly.  
Hence, this paper presents the design, development and 
application of an expert system that will diagnose PCOS 
precisely in a short time with low cost. 



 

This paper is organized as follows. In Section II briefly 
described the belief rule base inference methodology-RIMER. 
In Section III demonstrated the application of BRB to 
diagnose PCOS. In the next Section results and achievements 
are represented. Finally, the paper is concluded in Section IV. 

II. RIMER TO DEVELOP BRBES 

In RIMER, Belief Rule Base (BRB) can capture 
complicated nonlinear causal relationships between antecedent 
attributes and consequents, which are not possible in 
traditional IF-THEN rules. BRB is used to model domain 
specific knowledge under uncertainty, and the ER approach is 
employed to facilitate inference. This section introduces BRB 
as a knowledge representation schema under uncertainty as 
well as inference procedures of RIMER. 

A.  Modeling domain knowledge using BRB 

Belief Rules are the key constituents of a BRB, which 
include belief degree. This is the extended form of traditional 
IF-THEN rules. In a belief rule, each antecedent attribute 
takes referential values and each possible consequent is 
associated with belief degrees [15][24]. The knowledge 
representation parameters are rule weights, attribute weights 
and belief degrees in consequent attribute, which are not 
available in traditional IF-THEN rules. A belief rule can be 
defined in the following way. 

�� : �
�� (���� ��

�) ∩ (���� ��
�) ∩ … … … ����

�� ���

� �

���� ����,����, ���,����, … … … , (��,���)�
       (1)�  

        ��: ���� ≥ 0, ∑ ��� ≤ 1�
��� � with a rule weight 

�� attribute. 

Weights ���, ���, ���, … … , ����
, �� { 1, … … , �} 

Where p1, p2, p3 …���
 represents the antecedent attributes 

in the kth rule. ��
�(� = 1, … … , ��, � = 1, … … , �) represents 

one of the referential values of the ith antecedent attribute Pi 
in the kth rule. �� is one of the consequent reference values of 
the belief rule.  

        ���(� = 1, … … , � � = 1, … … , �) is one of the the belief 

degrees to which the consequent reference value  ��  is 
believed to be true. If    

∑ ��� = 1�
���                                                                           (2) 

is the kth rule is said to be complete. Otherwise, it is 
incomplete. Tk is the total number of antecedent attributes 
used in kth rule L is the number of all belief rules in the rule 
base. N is the number of all possible consequent in the rule 
base. For example a belief rule to assess Metabolic  
syndrome (A9) for PCOS can be written in the following 
way. 

Rk: A2 is H^A3 is H^A4 is H^A5 is H    THEN   
A9 is {((H,1.0),(M,0.0),(L,0.0)} 

Where {(H (High), 1.0), (M (Medium), 0.0), (L (Low), 
0.0)} is a belief distribution for A9 (mascul inizing 

hormons)  consequent, stating that the degree of belief 
associated with High is 100%, 0% with medium and 0% with 
low. In this belief rule, the total degree of belief is 
(1.0+0.0+0.0) =1, hence that the assessment is complete.  

B.  BRB Inference using ER  

The ER approach [7] [18] [24]developed to handle 
multiple attribute decision analysis (MADA) problem having 
both qualitative and quantitative attributes. Different from 
traditional MADA approaches, ER presents MADA problem 
by using a decision matrix, or a belief expression matrix, in 
which each attribute of an alternative described by a 
distribution assessment using a belief structure. The inference 
procedures in BRB inference system consist of various 
components such as input transformation, rule activation 
weight calculation, rule update mechanism, followed by the 
aggregation of the rules of a BRB by using ER 
[15][16][18][24].  

The input transformation of a value of an antecedent 
attribute ��  consists of distributing the value into belief 
degrees of different referential values of that antecedent. This 
is equivalent to transforming an input into a distribution on 
referential values of an antecedent attribute by using their 
corresponding belief degrees [14][24]. The ith value of an 
antecedent attribute at instant point in time can equivalently be 
transformed into a distribution over the referential values, 
defined for the attribute by using their belief degrees .The 
input value of ��, which is the ith antecedent attribute of a rule, 
along with its belief degree �� is shown below by Eq. (3). The 
belief degree �� to the input value is assigned by the expert in 
this research.   

�(��, ��) = �����, ����, � = 1, … , ���, � = 1, … … , ��               (3) 

Here, H is used to show the assessment of the belief degree 
assigned to the input value of the antecedent attribute. In the 
above equation ���  (ith value) is the jth referential value of the 
input ��  . ��� is the belief degree to the referential value 

���with ���  ≥ 0 .  ∑ ��� ≤ 1 (� = 1, … , ��
��
��� ) , and ��  is the 

number of the referential values. 

For example, the input 0.92 for masculinizing hormones is 
equivalently transformed to{(High,0.87), (Medium,0.11), 
(Low, 0.02)}.The input value of an antecedent attribute is 
collected from the expert in terms of linguistic values such as 
‘High’, ‘Medium’ , and ‘Low’ .This linguistic value is then 
assigned degree of belief �i by taking account of expert 
judgment. This assigned degree of belief is then distributed in 
terms of belief degree �ij of the different referential values 
��� [High, Medium, Low] of the antecedent attribute. The 
above procedure of input transformation is elaborated by 
equations (4 and 5) given below. However, it is important for 
us to know, with what degree of belief it is High and with 
what degree of belief it is Medium. This phenomenon can be 
calculated with the following Eq. (4) and Eq. (5). 

��,� =
������

����,����,�
, ����,� = 1 − ��,�                                     (4)   

�� ℎ�,� ≤ ℎ ≤ ℎ���,�                                                               (5)   



 

Here, the degree of belief ��,� is associated with the 
evaluation grade Low while����,� is associated with the upper 
level evaluation grade i.e. High.  

When the kth rule is activated, the weight of activation of 
the kth rule, ��  is calculated by using the flowing formula 
[17][18]. 

�� =
����

∑ ����
�
���

=

�
� ∏ (��

�)����
��
���

∑ ��[∏ (��
�)����

��
���

]�
���

                                       (6) 

here, 

��̅� =
���

������,…..,��
(���)

                                                                     

Where ��̅� is the relative weight of ��   used in the kth rule, 
which is calculated by dividing weight of ��  with maximum 
weight of all the antecedent attributes of the kth rule. By doing 
so, the value of ��̅� becomes normalize, meaning that the 
range of its value should be between 0 and 1. �� =

∏ (��
�)���

�������
���  Is the combined matching degree, which is 

calculated by using the multiplicative aggregation function.   

 When the kth rule as given in Eq. (1) is activated, the 
incompleteness of the consequent of a rule can also result 
from its antecedents due to lack of data. An incomplete input 
for an attribute will lead to an incomplete output in each of the 
rules in which the attribute is used. The original belief degree 
�̅�� in the ith consequent ��  of the kth rule is updated based on 
the actual input information as [15] [17] [18][24].  

��� = �̅�� 
∑ (�(�,�) ∑ ���

��
��� )

��
���

∑ (�(�,�)
��
���

            (7) 

where,     

(�, �) = �
1, �� �� �� ���� �� �������� ��(� = 1, … … , ��)

0, ��ℎ������                                                                
� 

Here, �̅�� is the original belief degree and ��� is the 
updated belief degree. 

 
Due to the incomplete input for “masculinizing  

hormons”,the belief degree of the connected  rules needs to 
be modified  to show the incompleteness by using Eq. (7). 

��� ≡ �̅��

1.6

2
= �̅�� ∗ 0.8,   � = 1,2,3; � = 1, … … , 9 

 
Therefore 0 < ∑ ���

�
��� < 1

   
for all rules that are 

associated with “mascul inizing hormons”. Using the  
sub rule base, the assessment result for “mascul inizing  
hormons”  is obtained using BRBES system  :{(High, 0.66), 
(Medium ,0.23), (Low, 0.02), (Unknown, 0.09)} where 
Unknown in the above result means that the output is also 
incomplete input. ER approach is used to aggregate all the 
packet antecedents of the L rules to obtain the degree of belief 
of each referential values of the consequent attribute by taking 
account of  given input values ��  of antecedent attributes. This 
aggregation can be carried out either using recursive or 
analytical approach. In this research analytical approach [19] 
[24] has been considered since it is computationally efficient 

than recursive approach [14][20] [21][24], because analytical 
approach deal with all parameter such as rule weight, attribute 
weight, belief degree, utility etc. For this why there is no 
chance of absence of any parameter. The conclusion O(Y), 
consisting of referential values of the consequent attribute, is 
generated. Eq. (8) as given below illustrates the above 
phenomenon.  

�(�) = �(��) = {���, ���, � = 1,2, … … , �}                   (8) 

Where, ��denotes the belief degree associated with one of 
the consequent reference values such as �� and  ��is 
calculating by analytical format of the ER algorithm [3] [24]as 
illustrated in equation (9).  
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 The final combined result or output generated by ER is 
represented by  {(��, ��), (��, ��), … … , (��, ��)} 

Here �� is the final belief degree attached to the jth 
referential value  �� of the consequent attribute, obtained after 
combining all activated rules in the BRB by using ER.  

C.  Output of the BRB System 

The output of the BRB system is not crisp/numerical 
value. Hence, this output can be converted into 
crisp/numerical value by assigning a utility score to each 
referential value of the consequent attribute [17][24]. 

 �(�∗) = ∑ �������
�
���           (10) 

where,  �(�∗) is the expected score expressed as 
numerical value and ����� is the utility score of each 
referential value. For example, in this paper the overall 
assessment result is {(H, 0.55), (M, 0.25), (L, 0.20)} for PCOS 
disease, then the expected utility score is 0.675 or 68% which 
represents Medium risk disease. In this paper the RIMER 
methodology to address various type of uncertainty such as 
incompleteness, ignorance and impreciseness by using Eq. (7) 
and Eq. (11).The incompleteness as mentioned occurs due to 
ignorance, meaning that belief degree has not been assigned to 
any specific evaluation grade and this can be represented using 
the equation as given below. 

 

�� = 1 − ∑ ��
�
���                                                                (11) 

where,  �� is the belief degree unassigned to any specific 
grade. If the value of ��  is zero then it can argued that there is 
an absence of ignorance or incompleteness. If the value of   ��  
is greater than zero then it can be inferred that there exists 
ignorance or incompleteness in the assessment.  
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III. BRBES ARCHITECTURE 

Architectural design represents the structure of data and 
program components that are required to build a computer-
based system. It is also considers the pattern of the system 
organization, known as architectural style. BRBES adopts the 
three-layer architecture, which consisting of presentation (user 
interfaces), application (Inference engine) and data processing 
layer (Belief rule Base) is as shown in Fig. 1.  

A. System Components 

The input clarifications of input antecedent are 

A1=menstrual disorders,  
A2= acne 
A3=hirsutism  
A4= hyperorrheamen 
A5= androgenic alopecia  
A6= Central obesity 
A7= Insulin resistance are transformed to referential 

 

Fig. 1.  BRBES Architecture. 

Value is evaluated by Eq. (4), (5) on behalf of expert. The 
input clarifications of this BRB system transformed to 
referential is shown in Table I. 

TABLE I. THE INPUT ARE TRANSFORMED IN REFERENTIAL VALUE 

Sl. No. 
Input 

Antecedent 
Expert 
Belief 

Referential Value 

   High Medium Low 

0 A1 1.0 1 0 0 

1 A2 0.5 0.1 0.7 0.2 

2 A3 0.8 0.5 0.5 0 

3 A4 0.5 0.1 0.8 0.1 

4 A5 1 0.8 0.2 0 

5 A6 0.5 0.1 0.4 0.5 

6 A7 1 0.8 0.2 0 

 
B.  Knowledge Base Constructed using BRB 

In present paper, we worked on polycystic ovary syndrome 
(PCOS). In order to construct BRB knowledge base of this 
system we designed a BRB framework to PCOS diagnosis 
according to clinical domain expert (doctor).The BRB 
framework of PCOS diagnosis as illustrated in Figure 2, From 
the framework, it can be observed that input factors that 
determine this disease level. The BRB knowledge base has 
different traditional rule to assessment, which need to convert 
brief rules.  

In such situations, belief rules may provide an alternative 
solution to accommodate different types and degrees of 
uncertainty in representing domain knowledge. A BRB can be 
established in the following four ways[15]- (1) Extracting 
belief rules from expert knowledge (2) Extracting belief rules 
by examining historical data, (3) Using the previous rule bases 
if available, and (4) Random rules without any pre-knowledge.  

In this paper, we constructed initial BRB by the domain 
expert knowledge. There will be four sub-rule bases, which 
can be named as follows: 

1) A8 sub-rule-base  
2) A9 sub-rule-base 
3) A10 sub-rule-base 
4) A11 sub-rule-base 

 

Fig. 2. Hierarchical Relationship among PCOS diagnosis variables. 

The Calculation of the initial rule-base for various sub-
rule-bases              

Initial rule-base for A8 which will be consisting of 3 rules 
Initial rule-base for A9 which will be consisting of 81 rules 
Initial rule-base for A10 which will be consisting of 9 rules 
Initial rule-base for A11 which will be consisting of 27 

rules 

The entire BRB consists of (3+81+9+27) =120 belief rules. 
It is assumed that all belief rules have equal rule weight; all 
antecedent equal weight, and the initial belief degree assigned 
to each possible consequent by two expert from accumulated 
the data. To better handle uncertainties, each belief rule 
considered the three referential values are High (H), Medium 
(M) and Low (L) 

TABLE II:  INITIAL BELIEF RULES OF SUB-RULE-BASE (M ET A B OL I C 

S Y N D R OM E) 

Rule 
No. 

Rule 
Weight 

IF THEN 

A6 A7      A10(Meta bol ic  s yndrome)  

    High Medium Low 
0 1 H H 0.8 0.2 0 
1 1 H M 0.4667 0.5333 0 
2 1 H L 0.0667 0.9333 0 
3 1 M H 0 0.9333 0.1 
4 1 M M 0 0.8 0.2 
5 1 M L 0 0.6667 0.3 
6 1 L H 0.3333 0.6667 0 
7 1 L M 0 0.9333 0.1 
8 1 L M 0 0.8 0.2 



 

C.  Inference Engine using ER 

This BRBES designed using the ER approach [15] [18] 
[20] [21] which is described in section II (B). It is similar to 
traditional forward chaining. The inference with a BRB using 
the ER approach also involves assigning values to attributes, 
evaluating conditions and checking to see if all of the 
conditions in a rule are satisfied. The BRB inference process 
using the ER approach described by the following steps are 
input transformation, calculation of  the activation weight, 
calculating combined belief degrees to all consequents, belief 
degree update and aggregate multiple activated belief rules. 
The inputs of data are of two types, objective and subjective. 
Input transformation of this system and input clarification are 
deduced in previous section and Table I by using Eq. (4) and 
Eq. (5). After the value assignment for antecedent, calculating 
the combined matching degrees between the inputs and the 
rule’s antecedents, the next step is to calculate activation 
weight for each packet antecedent in the rule base using Eq. 
(6). The belief degrees in the possible consequent of the 
activated rules in the rule base are updated using Eq. (7). Then 
aggregating all activated rules using the ER approach to 
generate a combined belief degree in possible consequents 
using Eq. (8) and Eq. (9). Then expected result of PCOS 
diagnosis was calculated from its different consequents of 
factors. Finally, presenting the system inference results of 
PCOS diagnosis consequent which is not crisp/numerical 
value, then it is converted into crisp/numerical value for 
recommendation using Eq. (10). 

 

Fig. 3. Interface of the BRBES. 

D. BRB ES Interface 

System interface is an intermediate position that represents 
the interaction between user and system. Fig. 3 represents the 
BRB system interface of this paper. 

IV. RESULTS AND DISCUSSION 

The clinically simulated data set variables used in this 
paper to determine PCOS are one patient’s clinical signs, 
symptoms  and PCOS  include namely menstrual disorders, 
acne, hirsutism, hyperorrheamen, androgenic alopecia, 
Central obesity, Insulin resistance, A11(PCOS) A8 
(infertality), (A9) masculinizing hormons, (A10) 
Metabolic syndrome. Where the PCOS is dependent 
variable, it is used to present outcome as having PCOS present 
or not, if PCOS diagnosis score result is greater than 70% 
(High), if score result is less than 70% (Medium) otherwise 
Low. The real data set of 36 patients were collected and 
simulated having PCOS with different clinical level. The eight 
patient’s simulated data set with diagnosis outcome is 
presented as example in Fig. 4.  This figure represents overall 
PCOS diagnosis outcome from patient’s information. The 
result of this system is measured in percentage for 
recommendation. The output of this system was generated 
based on output utility Eq. (10). In this paper, the utility score 
of 100% assigned to ‘High’, 50% assigned to ‘Medium’, and 
0% assigned to ‘Low’.  For example, we can estimate overall 
system output PCOS as 99%, if the Fuzzy result of the system 
is {(High, 0.90), (Medium, 0.10), (Low, 0)}.  

         In the case study, the PCOS of 36 patients using this 
system, doctors’ manual system and clinical history result is 
shown in Fig. 4. The clinical historical results were considered 
as benchmark. From Fig. 4 it can be observed that ES 
generated result has less deviation than from benchmark 
result.  Hence, it can be argued that ES output is more reliable 
than manual system. Therefore, it can be concluded that if the 
assessment of PCOS is carried out by using the ES, eventually 
this will play an important role in taking decision to avoid 
unnecessary costly lab investigation. 

 

Patient 
ID 

Age A1 A2 A3 A4 A5 A6 A7 
Manuel 
Result 

Benchmark 
Result 

BRB System 
Result 

Risk Stage 

1 
 

50 
H H H H H M L 80.44% 92.55% 91.55% High>70% 

2 
 

67 
M L M H M L M 67.33% 69.55% 66.99% Medium<70% 

3 
 

47 
L H M L M H H 57.55% 50% 52.66% Low<50% 

4 
 

52 
M M H L H M L 85% 90% 87% High>70% 

5 
 

40 
L L L M L L H 52.11% 55.23% 54% Low<50% 

6 
 

53 
H H H H H L M 85% 90% 87% High>70% 

7 
 

36 
M L M H M Y L 52.11% 43.23% 45% Low<50% 

8 
 

63 
L H M L M L M 61.66% 67.43% 69.88% Medium<70% 

Fig. 4. Simulated Data by BRBES  (H-High, M-Medium, L-Low).



 

V. CONCLUSION 

The development and application of a belief rule based 
Expert system (BRBES) to detect Polycystic Ovary Syndrome 
(PCOS) by using signs and symptoms of patients have been 
presented. The prototype ES is embedded with a novel 
methodology known as RIMER which allows the handling of 
various types of uncertainty. Hence this paper considered BRB 
as a robust tool for detecting PCOS. Consequently, the 
prototype ES can handle various types of uncertainties found 
in clinical domain knowledge as well as in signs and 
symptoms of a patient. Most importantly, the system will play 
an important role in reducing the cost of lab investigations. 
The system will facilitate patients in taking precautionary 
measures well in advance. It can also provide a percentage of 
risk recommendation, which is more reliable and informative 
than from the traditional expert’s opinion. The prototype ES 
can only be used to detect PCOS by using signs and symptoms 
of a patient. 

  In further, research will be considered the learning 
module system. The validation of the system is necessary by 
using real patient historical data and the knowledge 
representation parameters should be trained by real clinical 
data using the BRB optimal learning training model. At last, 
employing the RIMER to develop BRBES for PCOS 
suspicion which is a valid new approach and real data can be 
used to training in future research. 
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Abstract— Road accidents are the most common phenomenon 

all over the world and also most dominated in developing countries 

which are primarily caused due to driver fatigue. The key 

objective of this research is to find out the drowsiness of the driver 

to estimate an arousal level (Unconsciousness) and to apply this 

level of unconsciousness to the ITS (Intelligent Transportation 

System) that can provide a signal to the drivers to be alert at their 

high arousal state. In this research, we have proposed and 

implemented an ITS which can resist the vehicle from dangerous 

or unwanted conditions in the road. The concepts of fatigue is also 

discussed and offered a swift on psychophysiological associations 

with driver fatigue. When the level of drowsiness of driver’s EEG 

(Electroencephalogram) signal is at the state of unwanted level, 

this ITS automatically sends a signal to the control gear to stop the 

system to prevent traffic accidents. Here, eye blink sensor is used 

to estimate drowsiness level from the driver which provides less 

noise than direct measurement and analysis of EEG signal for 

drowsiness level detection. 

Keywords— ITS (Intelligent Transportation System); Eye Blink 

Sensor; Driver Fatigue; Drowsiness Level; Driving Alert; Arduino.      

I.  INTRODUCTION 

Driver fatigue which is mainly caused due to sleeping or 
drinking condition of the driver is most dominated factor for the 
increasing number of accidents on today’s roads [1], [2]. Driver 
fatigue has been one of the chief sources of traffic misfortunes 
all over the world. As reported in [3], in United Kingdom (UK) 
it was estimated that more than 20% of traffic accidents have 
been resulted from driver fatigue, while in the US there are 
around 50% of fatigue related to fatal accidents. As a 
consequence, some of the developing countries like Bangladesh, 
this road accident is more severe than developed countries. 
Hence, researchers have activated to pay more attentions to 
design ITS (Intelligent Transportation System) to provide 
driving safety and offer the way to the diminution of road cracks.  

There are four major categories of demeanor that normally 
appears to the driver- 

1. Normal demeanor 

2. Drunk demeanor  

3. Fatigue demeanor  

4. Reckless demeanor  

The driver’s demeanor is on the state of normal when the 
concentration of the driver is fixed on the driving and at this state 
driver is more relaxed. In this state the controlling power and 

controlling speed of the vehicle is highest and avoiding of 
sudden accident is also high [4]. 

In this state of driving, a driver is drunk when the he is 
intoxicated by alcohol and is characterized by a set of observable 
actions like sudden acceleration, driving without controlling the 
speed [5]. 

At the fatigue demeanor state, driver drive a car about 15-20 
hours without sleeping which behaves exactly as a driver who 
has 0.05% intoxication of alcohol. Based on this argument, 
fatigue driving is defined as driving that exhibits the same 
characteristics as drunk driving, but there is no alcohol 
intoxication in the blood of the driver [6]. 

It is the condition of demeanor of the driver who drives at 
high speed, with a high degree of acceleration and makes other 
traffic participants at risk. There is no alcohol intoxication and 
the driver’s eyes are open, but the following behaviors such as 
driving with sudden acceleration, not maintaining the proper 
lane position and not controlling the vehicle’s speed are 
exhibited [7]. 

This vital fatigue of driver can be detected using three major 
techniques [8] which are- 

1. Physiological dimensions 

2. Visual signs 

3. Driving recital 

The first two categories investigate the activities of the driver 
directly, whereas the third category investigates activities of the 
driver indirectly. Physiological investigation includes the 
following types which require electrodes (Dry or Wet) to driver 
to measure features such as  

1. Electroencephalography (EEG) measurement   

2. Electrooculography (EOG) measurement   

3. Electrocardiography (ECG) measurement   

An EEG-based system designed and implemented by [9] was 
able to detect fatigue which have error rate of roughly 10%, but 
the authors claim to be very reliable. Similar EEG-based studies 
were also directed by [10]-[12]. The main drawback is recording 
of EEG signal from the brain is the major challenge since contact 
impedance at the contact surface is the major problem for EEG 
recording due to the cause of contacting gel for wet electrode is 
drying with the increase of time and dry electrode based EEG 
measurement is so complex and noisy. Hence this system is both 
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intrusive and impractical. The second way which is visual signs 
from a driver’s face can also serve as an indicator of fatigue but 
this is too much costly. The third category named as driving 
recital of fatigue detection techniques which is the techniques 
that investigate how the driver knobs the vehicle. Fatigue can be 
detected by variations in the steering wheel angle, vehicle lateral 
position and vehicle speed. Such kinds of fatigue is designed by 
the authors in [13], [14]. 

The development of the techniques of detecting or mitigating 
drowsiness at the wheel is a major contest in the field of accident 
evading systems analysis. This is due to the hazard that 
drowsiness offerings on the road, methods need to be developed 
for neutralizing its affects. The goal is that to design and 
implement a prototype drowsiness detection system and take 
necessary steps to prevent the road accident for the developing 
countries [15].   

II. PROPOSED MODEL AND ALGORITHM 

The complete research work is described in several block 

diagram as given below-  

A. The proposed Topology of Intelligent Transportation 

System (ITS) 

ARDUINO is used as a main processor of our proposed ITS 

system which takes input from the control switch and eye blink 

sensor and process these signal finally send alarm to the buzzer. 

Motor and LCD also connected to the ARDUINO for the proper 

operation of motor and display the state of ARDUINO 

respectively. The proposed topology of Intelligent 

Transportation System (ITS) is shown in the Fig. 1.   

 
Fig. 1. Proposed topology of Intelligent Transportation System (ITS) 

 

Fig. 2. Proposed block digram of ITS 

B. Intelligent Transportation System (ITS) 

ITS improve transportation safety and mobility which can 
also enhance the flexibility of safe journey.  It mainly contains 
an Eye blinking sensor module. This module takes the data from 
driver’s eye. Then ARDUINO processes these data and 
compares with desired data. After processing, controller sets 
decision that the vehicle should move or not. A typical block 
diagram of ITS is given in Fig. 2. 

C. Overall Flow diagram  

When driver starts his vehicle, the protection module turns 
on automatically. In day time, control switch should be pressed, 
then display shows ‘Day mode’ and vehicle can move. 
Otherwise display shows ‘Welcome’, eye blink sensor starts it’s 
monitoring. If sensor output is less than desired output, it is 
considered as driver is conscious, display shows ‘it’s safe’ and 
vehicle can move. Otherwise if sensor output is more than 
desired output, it is considered as driver is sleeping, display 
shows ‘Dangerous’, buzzer turns on and vehicle stops 
automatically. Then when driver awakes, he can take action by 
pressing control switch. An overall flow diagram is given in Fig. 
3. 

 

Fig. 3. Overall flow diagram for the proposed ITS 

D. Low cost eye blink signal measurement 

Eye blinking can be measured in various ways but the most 
cost effective way is using Eye blinking sensor made by Infrared 
Ray sensor pair. The eye blinking sensor module is attached with 
a glass by maintaining the angle with respect to eye. Then 
ARDUINO takes input signal from the output signal of sensor 
module. After that, the collected signal is compared with the 
standard signal to take decision either driver is sleeping or not. 
This is shown in Fig. 4.  



 

Fig. 4. Extarction of eye bilnk signal at drowsy condition 

E. Algorithm for ARDUINO 

The algorithm used for the ARDUINO, is described in 

several steps which is mention below step by step- 
Step 1: Declare I/O pins in ARDUINO. 

Step 2: If control switch pressed  

Step 3: Display “Day mode”. 

            Motor On. 

Step 4: Else if sensor output< maximum open eye output 

Step 5: Display “It’s safe”. 

             Motor On. 

Step 6: Else if sensor output> maximum open eye output 

Step 7: Display “Dangerous” 

    Buzzer on; 

            Motor off. 

Step 8: If control switch pressed 

            Go to Step 4 

Step 9: Else if control switch not pressed  

             Go to Step 7 

F. Artificial Neural Network (ANN) Classifier  

ANNs are processing devices or algorithms similar to the 

neurons of the brain of mammalian. For the applications in the 

classification ANN has greater priority due to their quick 

response. McCullogh-Pitts model of Artificial Neural Network 

(ANN) is shown in Fig. 5. The classifier inputs at the inputs 

terminal are added then passed through the thresholding 

function as shown in Fig. 6. In our research, ANN is used to 

take the classification of normal and abnormal state of driving 

condition and this classified decision is used to drive the car 

safely as followed in Fig. 3.     

   
Fig. 5. McCullogh-Pitts model of Artificial Neural Network (ANN) 

 
Fig. 6. Typically used thresholding function used in ANN  

III. RESULTS AND DISCUSSION 

The research result of this manuscript is described in several 
subsection which are described below- 

A. Glass Design with eye blink sensor  

The main part of the complete hardware setup is the glass 
design which contains eye blink sensor. Infrared Ray sensor pair 
is representing the eye blink sensor. This eye blink sensor has 
been attached with the glass. It can be made by perfect 
positioning from different angle. Here as a homemade, it has 
been attached under the frame maintaining almost 45 degree 
angle vertically such that the transmitting ray can reach the 
inside of eye.  

  

Fig. 7. Eye blink sensor design with correct angle (left) and placement of 

sensor to driver (right)  

 

Fig. 8. Typical eye blink signal extracted from the eye blink sensor for eye 

closed state (down) and eye open state (up) 



A typical Glass Design with eye blink sensor which is designed 

in our research are shown in the Fig. 7. Perfect positioning 

might give us more standard output. By the way, though there 

was the limitation of homemade prototype, a desired output has 

been gained. By processing and verifying this output, it has 

been decided that the vehicle should move or not. The extracted 

eye blink signal used for the controlling is shown in Fig. 8. 

There are two condition of extraction of eye blink signal one is 

at the eye closed state at Fig. 8 (Down) another is eye open state 

at Fig. 8 (Up). 

B. Algorithm load into ARDUINO 

ARDUINO is the controlling or processing unit of this 

whole project. Here ARDUINO Uno R3 has been used. 

Programming was not so quite easier, liquid crystal library was 

used for LCD. Overall programming has been done and loaded 

into ARDUINO using ARDUINO software version 1.6.0. A 

typical representation of ARDUINO is given in the Fig. 9.  

 

Fig. 9. ARDUINO to process and control the gear of ITS 

C. Motor controller with L293D driver 

A DC gear motor as shown in Fig. 10 was used to represent 

the sample of vehicle. L293D driver IC is needed because 

microprocessors works with low current but motor needs high 

current. So, this driver IC has been used. The controlling signal 

was received from ARDUINO. 

 
Fig. 10. Motor which is to be controlled 

D. Overall hardware implementaion 

First of all, eye blink sensor module has been designed. 

Then loading the program to ARDUINO it has been tested and 

collected the data. From different angle and in different 

condition it has been tested to set a standard value or reference 

value with which can be compared. Sensor output=90 was 

decided as our standard value.  When it was responding the 

motor has been connected. In overall hardware, there also 

Buzzer and LCD have been used. Alarm has been listened from 

the buzzer when the vehicle was in dangerous situation. The 

condition of the vehicle was displayed by the LCD. The overall 

system is represented pictorially as Fig. 11.   

 

Fig. 11. Overall hardware implementation of proposed ITS  

IV. CONCLUSSION 

In our research manuscript, we have presented an Intelligent 

Transport System (ITS) which depends on the fatigue detection 

of the driver. Our design system is used to evade numerous road 

accidents that primarily caused due to the drowsiness of the 

driver all over the world especially in developing countries. 

Detecting and monitoring of the demeanor of driver is vital to 

provide safety against the road accident and alerting the driver. 

In this paper, a noninvasive technique has been designed which 

is user friendly and no training required for the subject to use 

this device. Eye blink sensor is the vital part of this device 

which extract actual drowsy signal from the eye and sends this 

signal to the ARDUINO for further processing. Practically eye 

blink sensor can be fixed in vehicle in front of driver, so that it 

can monitor that whether driver is unconscious or not. One of 

the vital future application of our research is, this ITS system 

may also imply to the pilot of the aircraft to prevent aircraft 

accident. The performance of our designed ITS can be 

enhanced by using sophisticated eye blink signal processor 

which helps to find out the correct features at the drowsy state 

of the driver.  
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Abstract: - Recent development in the field of advanced 

communication services and applications has triggered interest in 

super high frequencies and significantly increased research 

activity in millimeter wave. In this paper, a new method of 

calculation of worst month and statistical model has been 

developed for use in the rain and dust storm to statistically 

predict the probability of exceedance are presented. A thorough 

review of various prediction models previously developed for rain 

or sand and dust storm are comprehensively carried out. 

Traditionally, the meteorological conditions are difficult to 

predict due to uncontrolled variations. Statistical distributions 

have been fit-to-data type with little or no physical insight. 

However, studies in the statistical modelling of climate data rain 

and sand and dust storm for attenuation signal in literature are 

limited. The new model was fed with data collected from Sudan 

in five main climatic zones at specific areas between 23.10.0-

37.15.0 E and 21.02.0 - 09.05.0 N. Moreover, formula for 

prediction of the worst- month long-term statistics for different 

weather induced propagation impairments was developed. The 

knowledge of weather phenomenon is usually available several 

periods in advance, which has the potential to improve or 

eliminate losses due to optimized convergence in tropical, arid, 

and desert. The main contribution of this study is to assist in the 

design of both terrestrial and space radio links using frequencies 
above 10 GHz in range of microwave and millimeter wave bands. 

Keywords: Worst- Month Propagation, Probability, Attenuation, 

Sand and Dust storm; Microwave & Millimeter-wave. 

I.  INTRODUCTION (HEADING 1) 

Radio links operating at frequencies above 10 GHz are 
subject to severe propagation impairment. Over the few earlier 
decades, radio communication services and applications 
underwent broad development. The demands that a radio 
spectrum has to satisfy are larger through the day. Having in 
intellect just right quality and fee powerful solutions, a brand 
new radio sys-tem has to be designed cautiously from the very 
commencing [1-4]. One of the most important characteristics 
of the propagation of signal are environment of the path 
(attenuation) loss and an accurate prediction of the attenuation 
caused by rain or dust storm are essential for the design of 

communication systems. Moreover, an accurate estimation of 
the propagation losses provides a good basis for a proper 
selection of base station locations and a proper determination 
of the frequency plan. In recent years have become parts and 
different regions of the world are suffering from climate 
change, which in turn became the affect of service operations, 
which must be studied and know the deal, including 
phenomena such as ice in places were not out, as well as dust 
storms[5-6] 

Rainfall and dust storm prediction is one of the most 
imperatives, important and demanding operational tasks and 
challenge made by meteorological services around the world. It 
is important to consider many technical issues before going to 
design and establish an expensive Wireless system. It is 
necessary to see the mathematical predictions or calculations of 
different parameters before going to design such type of 
systems. The quick growth in Links in wireless 
communications made it possible for the different area around 
the world as well as rural people to access the internet and 
cellular phones as well other applications. How-ever, this 
growth came with many inherent problems. Some of which 
include poor signal transmission or reception in various 
climatic conditions.  

 

Figure 1 world’s different climates zones tropical and arid.  



Microwave and Millimeter wave bands links in space and 
terrestrial are prone to variations in attenuation over a large 
range due to rain and dust storm in links located in a raid and a 
tropical region, in some bad cases become more than 3 dB/km. 
traditionally, it has been considered to be part of 
meteorological conditions, unavoidable variations. Propagation 
conditions vary from month to month and from year to year, 
and the probability of occurrence of these conditions may vary 
by as much as several orders of magnitude. Some phenomena 
occur only rarely, requiring many years of observation to make 
any conclusions. For instance, elevated ducting may occur only 
several times per year in some locations, and in many areas, 
rain intense enough to affect propagation paths occurs for less 
than 1 percent of a year. 

The outstanding sections of this paper are as follows: Effect 
of SDS to the higher frequency band and Microwave links is 
described in Section II. In Section III, we present the 
attenuation and development of prediction models and 
discussions. Finally, we end this study in Section IV with 
conclusion and recommendation and future work. 

II. RELEVANT STUDIES 

Relevant Studies: Rain attenuation is the dominant propagation 

impairment at frequencies above about 10 GHz. In addition, 

other impairments such as gaseous absorption, cloud 

attenuation, melting layer attenuation, and a tropospheric 

refractive effect becomes increasingly important with 

increasing operating frequency. A number of prediction models 

are available for the estimation of individual components [1]-

[4]. However, methodologies that attempt to combine them in a 

cohesive manner are not widely available. This is partly due to 
the paucity of reliably measured data required to compare and 

verify such approaches. 

Estimates statistics of various propagation effects that should 

be considered in the design of earth-space links. Propagation 

effects such as absorption, scattering and depolarization by 

hydrometeors, absorption due to atmospheric gases, multipath 

effects and ionosphere effects (typically only notable below 

1GHz) can cause signal fade and need to be considered when 

implementing a satellite system to maintain a quality of 

service. Statistics for propagation effects provide an 
attenuation cumulative distribution function (CDF), which can 

be combined with further ITU-R recommendations to create 

an overall average annual attenuation CDF. Other ITU-R 

recommendations include rainfall rate, P.837-5, rain 

attenuation, P.838-3, cloud attenuation, P.840, and gas 

attenuation, P.676. Significant of study it is presence of the 

various forms of precipitation such as rain, snow, cloud and 

fog in a radio wave or microwave path are always capable of 

producing major impairments to terrestrial communications. It 

is, therefore, necessary to identify and predict the overall 

impact of every significant attenuation effect along any given 

path. A procedure for predicting the combined effect of 
meteorological factors attenuation and several other 

propagation impairments along earth or space links is 

presented. 

 

There are several types of weather forecasts made in relation 

to time: 

 A short-range forecast is a weather forecast made for a 

time period up to 48 hours. 

 Medium range forecasts are for a period extending from 

about three days to seven days in advance. 

 Long-range forecasts are for a period greater than seven 
days in advance but there are no absolute limits to the 

period. 

 

Table: Summary of state  

Years References Locations Highlights 

2000-2010 Bashir[1] Yagasena[1] 

Emiliani[2] Owolawi[3] 

Villiers[4] CHEN 

Crane[8] 

Malaysia(1) Colombia(1) South 

Africa(1) Abu Dhabi(1) 

U.S.A(1) Taiwan (1) Sudan(1) 

 To study monthly and seasonal rainfall and visibility, 

worst month and average worst month statistics of 

rain, and dust storm for the site under study. 

 worst month distribution estimation problem because 

distributions may be predicted for each of the months 

in a year and the worst one is then readily apparent 

2010 and 

after 

Musa [5]Ting[9] 

Thorvaldsen[6]  

 

Norway(1) Malaysia(1) 

Nigeria(1) Iran(1) Iraq(1) 

Syria(1)   

 The worst month concept is relevant to the higher 

grade telecommunications services under which 

propagation engineers must design radio systems 

which ultimately determine link availability. 

 

Meteorological data are used to give an indication of the 

statistical rate of dust storm occurrence of a given of cross 

talk. As we mention in literature dusty seriously influences the 

performance of a communications satellite and ground link. 
The concept of worst-month plays an important role in space 

and earth links design where there is a need to know the 

design mar-gin that must be met in any particular month of the 

year. Worst-month statistics can be applied to quantities such 

as dust storm attenuation, visibility and polarization planes. 

The worst-month statistics for a given link are obtained by 
compiling a composite curve using the highest exceedance 



probability obtained in any calendar month at each threshold 

level.  

The worst-month and annual statistics is related by the 

following ratio: 

Q = X/Y    (1) 

Where X is the average worst-month probability and Y is the 
average annual probability for the same threshold. Q is a 

function of the occurrence month level and the climatic 

region. Similar climatic regions will have similar values of Q 

in percentage. From a long term (1990- 2014) dust storm data  

more than twenty-five years data , we could find the average 

of the highest frequency of occurrence of dust storm events 

happens in the June in Capital Khartoum. Hence, June is the 

worst–time statistics.  Optical visibility is directly related to 

the se-verity of dust-storm. Low visibility implies high 

number concentration of particles while low number 

concentration of particles represents high visibility the 

following model [1]-[8-9] gives the monthly probability of 
visibility to be less than a distance (li): 

P (V<li) = [(ST×t× li)] / (30×24×L)] × 100%    (2)                  

 Where, P is the probability of exceedance in %, t is average 

dust-storm duration in hours, V is optical visibility in meters, 

T is an average number of storms per worst-month, and L is 

the maximum length of visibility considered in meters. We 

have been able to trace from data obtained from the Sudan 

Meteorological Authority (SMA -2014) that the visibility 

ranges from 0.1 km to 5 km and more in very few cases. The 

maximum length of visibility (L) considered in this case 1000 

m. The table below depicts the visibility and its corresponding 
probability statistic results of the worst-month. 
Worst-Month Visibility Statistics 

For a preselected threshold level, the worst-month is 
defined as the month with the highest probability of exceeding 
the threshold level. Optical visibility is directly related to the 
severity of dust-storm. Low visibility implies high number 
concentration of particles while low number concentration of 
particles represents high visibility. 

III. METHODS 

The methodology of your paper should be described in this 
section. The fading and enhancement distributions for the 
average worst month obtained from the methods can be 
converted to distributions for the average year by employing 
the following procedure: Step 1:  Calculate the percentage of 
time PW fade depth A is exceeded in the large tail of the 
distribution for the average worst month as appropriate. Step 2:  
Calculate the logarithmic geo-cli
from: 

    dBε1log7.log7.2–cos.log6.5–5.0 |||| 7.0
pdG   (3) 

where G  10.8 dB and the positive sign is employed for 

  45and the negative sign for   45 and where:   : 

latitude (N or E) and d :path length (km) |ε| p : the 

magnitude of path inclination. Calculate the percentage of 

time p fade depth A is exceeded in the large fade depth tail of 
the distribution for the average year from:  

p  10–G / 10 pw           %  (4) 
If the shallow fading range of the distribution is required, 

follow the method of Step with the following changes: Convert 
the value of pt obtained to an annual value by using, and use 
this annual value instead of pt where pt appears. The value of 
pw calculated is the required annual value p. Following, step If 
it is required to predict the distribution of enhancement for the 
average year, follow the method where A0.01 is now the fade 
depth exceeded for 0.01% of the time in the average year. 

fade depth A0.01 exceeded for 0.01% of the time in the average 
year by inverting as appropriate, and us-ing p in place of pw. 

The meteorological data that used in this study has been 
brought from SMA, Sudan for 10 years 
from 2004 to 2014 for 5 meteorological stations over the 
country with 1756 total number of examples. Figure 2 shown 
general method the used in the study. In addition to , figure 3 
shown   

  

Figure 2: Flow chart of Methodology  

Millimeter wave frequencies for ground or satellite links are 
prone to variations in attenuation over a large range due to rain 
and dust storm, more than 30 dB some time. Traditionally, it 
has been considered to be part of meteorological conditions, 
unavoidable variations. A mathematical model is often an 
approximate representation of a more complex system. It is 
important to consider many technical issues before going to 
design and establish an expensive Wireless system. It is 
necessary to see the mathematical predictions or calculations of 



different parameters before going to design such type of 
systems. 

A mathematical model is often an approximate representation 
of a more complex system. In modeling complex systems, 
model parameters often abound in number. The value of these 
parameters may be approximately determined through the 
fitting of model predictions with calibration data obtained from 

laboratory experiments, first principle arguments, ab initio 
calculations, more refined models, etc. Unfortunately, 
repeating a given experiment multiple times may yield 
different results that are suitably described by a statistical 
distribution. 

 

 

 

 Consequently, model parameters obtained from calibration 
data sources are themselves often described statistically. This 
statistical model parameter uncertainty then potentially affects 
all future predictions that make use of this model. Major task at 
hand is to propagate this model parameter uncertainty 
throughout subsequent calculations, thus quantifying the 
statistical behavior of derived outputs. We refer to this task as 
uncertainty quantification from statistical model parameter 
uncertainty. 

 

Figure 3 five 5 meteorological stations of study in Sudan 

IV. RESULTS AND DISCUSSION 

Prediction models for the purpose of calculating signal 
propagation and performing fading predictions are empirical. 
Empirical models are the result of the application of 
mathematical regression techniques on measurement data and 
therefore result in a relationship that describes a variable’s 
dependency under certain given conditions. Empirical 
prediction models often provide a fair description of the fading 
process for distances and frequencies that lie within the data 
range for which measurements have actually been collected. 
The whole process is iterative and may go through many 
redesign phases before the required quality and availability are 

achieved  shown in Figure 2 The quality of satellite 
communication systems can be seriously  affected by variable 
climatic phenomena such as rain and turbulence.  For the 
design of communication system a required availability, 
statistical knowledge of climatic propagation effects is 
essential. Predicting attenuation due to dust storm is an 
important but complex problem, and a variety of models have 
been developed [2]. Different approaches have been adopted 
by researchers [13] to evaluate microwave and millimeter wave 
signal attenuation due to sand and dust storm in terms 
predicting modelling. In addition, the restrained use of MW 
and MMW bands for commercial operations is due to severe 
sand and dust storm attenuation. Attenuation experienced in 
arid and semi- arid region is caused by considerably wind -
blown and sand and dust turbulent atmosphere as compared to 
other parts of the world. Propagation conditions vary from 
month to month and from year to year, and the probability of 
occurrence of these conditions may vary by as much as several 
orders of magnitude. Some phenomena occur only rarely, 
requiring many years of observation to make any conclusions. 
For instance, elevated ducting may occur only several times per 
year in some locations, and in many locations, rain intense 
enough to affect propagation paths occurs for less than 1 
percent of a year. In parts of India at locations where the 
monsoon occurs some years but not others, several significant 
rain events may occur one year but not the following year. 



Worst-month statistics is of interest to those faced with 
designing a system to meet performance criteria expressed in 
terms of a percentage of any calendar month, or of any 
contiguous 30-day period. The system designer, in this case, 
needs to find the percentage of time that some threshold value 
of attenuation or rain rate and dust storm will be exceeded 
within a given month. For every threshold value, there 
corresponds a month of the year having the highest percentage 
of time exceeding the threshold (i.e., the percentage 
exceedance).   This is designated the "worst-month" for that 
threshold. The percentage exceedance in this month, to be 
expected once every year or every given number of years, is of 
most interest. For high rain rates or high visibility in dust 
storm, the worst-month would probably correspond to the 
period of highest thunderstorm intensity or frequency whereas 
the worst-month for lower rain rates might be when most 
rainfall is of the steady, strati form variety. 

V. CONCLUSION 

Implications of the results and future research directions are 
also presented. The main findings from this work can be 
summarized as follows: various prediction models developed 
for rain or sand and dust storm are comprehensively described. 
Secondly, determination of the attenuation statistics is 
indispensable in planning and designing of wireless 
communications systems and links. Worst-month statistics of 
total attenuation were studied by using data collected with 5 
radiometers in the Graz area at 3 different frequencies. 
Reasonable agreement with the Bashir model (6) was found. 
The results obtained agree quite well with the last year-to-
worst-month relation for annual outage probabilities lower than 
around 0.1% and with for probabilities higher than 1%. 
However, the data would seem to indicate that a constant Q. 
would be more appropriate in the range1 to around 30%. S  
ome further study of this behavior would be necessary. 
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Abstract— In the modern data networks, users are 

communicating via real time traffic very often, i.e., high priority 

(HP) traffic. The demand is increasing for that interruption free, 

high speed, high efficiency, best quality of services to perform 

successful communications. This paper emphasizes on the HP 

traffic like Video Conferencing, Video Chat, Telemedicine, 

Teleconferencing, and Interactive games for the real time 

communication. In contrast, the low priority data is considered 

as the best effort (BE) traffic because the BE traffic do not 

require delay sensitive applications. To achieve the best quality 

data communication for the HP traffic, in this paper, we propose 

a new dynamic bandwidth allocation (DBA) algorithm called 

dynamic hybrid slot size bandwidth allocation (DHSSBA) 

algorithm that is the modified version of the existing hybrid slot-

size/rate (HSSR) algorithm. The performance of the proposed 

scheme has been analyzed by using numerical simulation in 

terms of the end to end packet delay for both the HP and BE 

traffic. We also have compared the simulation results of the 

proposed scheme with the existing HSSR scheme. From the 

comparison of the simulation results it is clear that the proposed 

scheme provides less end to end delay for the HP traffic than the 

HSSR scheme. However, the proposed scheme provides 

marginally higher delay than the HSSR scheme for the BE traffic 

at the higher offered loads. 

Keyword: DBA Algorithm, DHSSBA, HSSR, High Priority 

traffic, Best Effort traffic. 

I. INTRODUCTION  

With the advancement of communication technology, 
currently, the optical communication and networking is using 
for high capacity, high speed and high efficient data transfer. 
However, the end user optical access network is still in a 
developing stage. Passive optical network (PON) is a highly 
capable access network providing numerous advantages to the 
several service providers without any bandwidth problem [1]. 
The PON is considered as a promising next-generation access 
technology to fulfill the high bandwidth demand by the real 
time data traffic [2]. It is an efficient access network that 
provides lower operation and maintenance costs and allows 
larger distance between the central office (CO) and end users 
[3].  

Ethernet PON (EPON) is a most effective standard of the 
PON technology. The EPON is deployed with bus or tree 
topology and connects the multiple optical network units 
(ONUs) with a single optical line terminal (OLT) which 
eventually connects to the metro and wide area networks 
(WANs) [4]. A feeder fiber is used to connect the OLT to 
multiple ONUs and a passive coupler, i.e., splitter/combiner, 
splits the optical signal into different ONUs in the downstream 
direction [5]. The EPON does not require any active element 
between the CO and the end users that only comprises with the 
passive optical components such as optical fiber, couplers, 
splices, and splitters [6].  

The EPON is a topology based on IEEE 802.3ah standard 
has 8B/10B encoding with 1.25 Gbps nominal or 1 Gbps data 
rate effective for both the upstream and downstream directions 
[6]. The EPON structure with hybrid slot size bandwidth 
distribution principle is shown in Fig.1. Here, N is the number 
of ONUs those are connected to the OLT through an optical 
combiner / splitter. A cycle time is divided into two equal 
parts, i.e., part 1 is for the high priority (HP) data traffic and 
part 2 is for the best effort (BE) data traffic. The HP and BE 
data traffic of each ONU are sent to the OLT by using priority 
management in the ONU. 

One of the main problems of the EPON is to share a 
common upstream channel by the multiple ONUs. For better  

 

Fig.1. EPON Architecture in proposed method 



and efficient upstream data transmission, different dynamic 
bandwidth allocation (DBA) algorithms have been proposed 
by different researchers. The overall performance of the 
EPON depends on the effectiveness of a DBA algorithm.   

The interleaved polling with adaptive cycle time (IPACT) 
is a very basic and popular DBA algorithm which polls every 
ONUs in a round robin fashion [7]. The IPACT works on a 
data transmission algorithm called multi-point control protocol 
(MPCP) that uses two control messages, i.e., GATE from the 
OLT to the ONUs and REPORT from the ONUs to the OLT, 
to allocate bandwidth to each ONU for sending data packets in 
the upstream direction. In the IPACT, the OLT maintains a 
polling table to store the relevant information, e.g., number of 
bytes waiting in each ONUs’ buffers, round trip time (RTT) 
between the OLT and ONUs. In each time cycle, the OLT 
transmits the GATE messages to all the ONUs to inform about 
the allocated transmission windows in the next time cycle. 
However, the IPACT is a very basic DBA algorithm that is not 
effective for the real time or HP data traffic as it does not 
provide any priority scheduling technique. 

Hossen et al. [8] have proposed a new DBA algorithm 
called adaptive limited DBA (ALDBA) for hybrid PON 
system where different ONUs are connected to the two 
different service providers, i.e., fiber to the home (FTTH) and 
wireless sensor network (WSN). In the ALDBA scheme, two 
different maximum upstream transmission windows have been 
considered for the two different service providers as the packet 
lengths and data rates of the FTTH and WSN are not similar. 
The ALDBA scheme can effectively mitigate the problem of 
different data rate and packet lengths of two different service 
providers but it does not consider the priority based services. 
That is why, the ALDBA scheme is also not suitable for the 
real time applications.    

  In [9], a new DBA algorithm, i.e., hybrid slot-size/rate 
(HSSR), has been proposed where a single time slot is divided 
into two parts. The 1

st
 part of a time cycle is used for the HP 

traffic and in every time cycle a fixed bandwidth is allocated 
to each ONU’s HP data packets. The 2

nd
 part of the time cycle 

is dynamically allocated for the BE traffic of all ONUs in the 
network. The HSSR scheme can provide better performance 
for the HP data traffic than the other conventional DBA 
algorithms. However, bandwidth of the 1

st
 part of each time 

cycle will be wasted for the lightly loaded ONUs and that 
leads lower bandwidth utilization and lower throughput than 
the conventional DBA algorithms. This bandwidth utilization 
problem can be solved and overall performance can also be 
improved by using DBA scheme in the 1

st
 half of the time 

cycle for the HP traffic.  

In this paper, we propose a new DBA algorithm called 
dynamic hybrid slot size bandwidth allocation (DHSSBA) 
algorithm that is a modified version of the HSSR scheme. In 
the proposed scheme, 1

st
 part of a time cycle is dynamically 

allocated to the HP traffic of all ONUs in the network. 
Moreover, if the requested window size of the HP traffic of an 
ONU is larger than the maximum allocated window size for 
the HP traffic then it will utilize the additional bandwidth from 
the 2

nd
 part of the time cycle. The main drawback of this 

proposed scheme is that if the offered load of the HP traffic of 

an ONU is larger and it occupy additional bandwidth from the 
2

nd
 part of the time cycle then the BE traffic will suffer from 

more delay. The performance of the proposed scheme is 
evaluated in term of end-to-end packet delay for both cases of 
the HP and BE traffic. From the comparison of the proposed 
DHSSBA scheme to the existing HSSR scheme, it is clear that 
the packet delay of the HP traffic is greatly reduced in the 
proposed scheme than the existing HSSR scheme. In contrast, 
the packet delay of the BE traffic in the proposed scheme is 
slightly higher than the HSSR scheme for the higher offered 
loads. However, the overall delay, i.e., combined delay of the 
HP and BE traffic, in the proposed scheme is still lower than 
the existing HSSR scheme.  

The rest of the paper is organized as follows: the section II 
represents the overview and bandwidth allocation principles of 
the proposed DBA scheme. In the section III, we explain the 
simulation results and discussion. Finally, in the section IV, 
we conclude the paper. 

II. PRINCIPLE OF THE PROPOSED DHSSBA ALGORITHM 

In this section, we explain about the protocol overview, 
data transmission principle using the proposed DHSSBA 
algorithm and data transmission and bandwidth allocation 
principles. 

A. Protocol Overview of the Proposed DHSSBA Scheme  

Figs. 2(a), 2(b), and 2(c) show the bandwidth distribution 
scenarios in different time cycles, i.e., time cycles i, i+1, and 
i+2, for the conventional, HSSR, and proposed DHSSBA 
algorithms, respectively. 

The conventional DBA schemes of the EPON are slot-size 
based, where the OLT grants time slot for all the ONUs 
according to their requested traffic. However, the maximum 
granted window size of each ONU is upper bounded by the 
length of a time cycle and number of ONUs in the EPON, i.e., 
W

max
 = Tcycle/N, where, Tcycle is the length of a time cycle and N 

is the number of ONUs. In these schemes, the HP traffic and 
the BE traffic are sent within the same time slot in a time cycle 
as shown in the Fig. 2(a) here the bandwidth distribution 
strategy in the time cycle i and i+1 are similar.  

In the HSSR scheme [9], each time cycle is divided into 
two parts where the 1

st
 part is steady, i.e., in every time cycle 

the granted window size for each ONU is fixed.  As shown in 
the Fig. 2(b), the 1

st
 part of the time cycle is divided into N 

time slots and each time slot is allocated for the HP traffic of a 
particular ONU. The time slot length for the HP traffic of an 
ONU at any time cycle, i.e., time cycle i or i+1 or i+2, is fixed. 
The 2

nd
 part of each time cycle is dynamic and used for the BE 

traffic of the ONUs. So, depending on the bandwidth 
requirement of the BE traffic of all the ONUs in the network 
the length of the 2

nd
 part of a time cycle is varied.  

In our proposed DHSSBA scheme as shown in the Fig. 
2(c), primarily each time cycle is divided into two equal parts, 
i.e., Tcycle/2. However, for giving more priority to the HP 
traffic if the bandwidth demand by the HP traffic is larger than 



 

Fig. 2. Time slot allocation diagram in (a) Conventional DBA scheme, (b) 
HSSR scheme, and (c) Proposed DHSSBA scheme. 

the maximum window size then the length of the 1
st
 part of the 

time cycle can be extended. In the Fig. 2 (c), it is shown that in 
the time cycle (i+1), the 1

st
 part of the time cycle is extended 

to the length of (Tcycle/2 + HPextra). In contrast, the length of the 
1

st
 part of a time cycle will be shortened if the bandwidth 

demand by the HP traffic is lower. In the Fig. 2 (c), it is shown 
that in the time cycle (i+2), the 1

st
 part of the time cycle is 

shortened to the length of (Tcycle/2 - BEextra). That means, in the 
proposed scheme, the length of a time cycle for the HP traffic 
is dynamic in nature while in the existing HSSR scheme it is 
fixed.  

The second part of the time cycle is also dynamic and used 
for the BE traffic for both the proposed and existing schemes. 
However, one giant slot can be assigned to an ONU’s BE 
traffic if required to reduce the guard intervals. If the network 
load of BE traffic is low then the 2

nd
 part of the time cycle is 

shared by the multiple ONU’s BE traffic. The main 
differences in the bandwidth distribution in the 2

nd
 part of the 

time cycle for the BE traffic between the proposed and 
existing schemes is that, in the existing HSSR scheme, the 
maximum length of the 2

nd
 part is fixed, i.e., Tcycle/2 as shown 

in the Fig. 2 (b) while, in the proposed scheme, the length of 
the 2

nd
 part of the time cycle can be increased or decreased 

depending on the bandwidth demand of the HP traffic in the 
network, as shown in time cycle (i+1) and (i+2), respectively, 
of the Fig. 2 (c).   

B. Data Transmission Principle in the Proposed Scheme 

Fig. 3 shows the data transmission principle for a time 
cycle in the upstream direction of the proposed DHSSBA 
scheme. In this figure, the condition is considered that there 
will be no extra bandwidth demand by the HP traffic of all the 

ONUs, i.e., the summation of the requested window size by 
the HP traffic of all the ONUs will be fitted into the 1

st
 part of 

the time cycle. In contrast, the BE traffic of all the ONUs will 
be fitted into the 2

nd
 part of the time cycle. From the figure, it 

is clear that at first the granted window size of the HP traffic 
of ONUs 1 to N is transmitted to the OLT followed by the 
bandwidth requests for the next time cycle for both the HP and 
BE traffic.  

C. Bandwidth Allocation Principle  in the Proposed Scheme 

In the proposed DHSSBA scheme, the maximum 
transmission windows of an ONU for both the HP and BE 

traffic are )2/(maxmax NTW cycleHP   and  )2/(maxmax NTW cycleBE  , 

respectively. Here, 
max

HPW is the maximum transmission 

window for the HP traffic,  
max

BEW is the maximum 

transmission window for the BE traffic, max

cycleT  is the maximum 

length of a time cycle and N is the number of ONUs in the 
network. According to the proposed scheme, the allocated 
transmission window of an ONU for both the HP and BE 
traffic are depended on the following three cases: 

Case I: 

If the overall bandwidth demands, i.e., for both the HP and 
BE traffic, of all the ONUs is low then the granted 
transmission windows at a time cycle for both the HP and BE 
traffic of the ONU i is calculated using (1) and (2): 
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where, 
)(iR

HPW and 
)(iR

BEW are the requested window sizes of 

ONU i at a time cycle for the HP and BE traffic, respectively, 
)(igrant

HPW  is the granted window size for the HP traffic and 

)(igrant

BEW  is the granted window size for the BE traffic of 

ONU i at a time cycle. 

Case II: 

If the network is heavily loaded and the requested window 

size of the HP traffic is larger than the 
max

HPW then the total 

excess request of all the ONUs is calculated and excess 
bandwidth is granted from the 2

nd
 part of the time cycle. In 

this case, the allocation of the excess bandwidth from the 2
nd

 
part of the time cycle does not depends on the conditions of 
the BE traffic. That means for any case of the BE traffic, 
either heavily loaded or lightly loaded, the excess bandwidth 
is allocated to the HP traffic. This principle is strictly 
maintained to improve the performance of the real time data 
traffic in the EPON. Following equation is used to calculate 
the excess bandwidth for the HP traffic of the heavily loaded 
ONUs. 

 

    



 

Fig.3. Data transmission diagram in the proposed DHSSBA scheme. 
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here, 
extra

HPW is the total extra bandwidth for the HP traffic 

from the 2
nd

 part of the time cycle and n is the number of 
heavily loaded ONUs of the HP traffic.  

Finally, this 
extra

HPW bandwidth is fairly distributed for the 

HP traffic among the n heavily loaded ONUs of the network. 
Following formula is used to allocate the transmission window 
to the HP traffic of the ONUs in the proposed DHSSBA 
scheme: 
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In this case, the granted window for the BE traffic of a 
heavily loaded ONU can be up to the remaining transmission 

window, i.e.,  extra

HP

max W2/ cycleT , if required. Otherwise, this 

remaining transmission window is shared by the BE traffic of 
multiple ONUs. Following equation is used to grant the 
transmission windows to the BE traffic of the heavily loaded 
ONUs in the proposed scheme: 
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Case III: 

In this case, the HP traffic of all the ONUs are considered 

as lightly loaded, i.e., 2/
1

)(

cycle

N

i

iR

HP TW 


, while the BE 

traffic of all the ONUs are heavily loaded, i.e., 

2/
1

)(

cycle

N

i

iR

BE TW 


. As in the (3), the excess bandwidth 

extra

BEW for the BE traffic is calculated using the equation 

bellow:  
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This excess bandwidth is added to the 2
nd

 part of the time 
cycle to provide more bandwidth for the BE traffic of the 
heavily loaded ONUs. Following equations are used to 
allocate the transmission window to the heavily loaded ONUs 
of the BE traffic: 
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From (7) it is clear that if the BE traffic of an ONU is 
hugely loaded then a giant window up to the window size of 

extra

BEcycle WT 2/ is granted. However, if the requested 

window of the BE traffic of ONU i is less than that of the 
extra

BEcycle WT 2/ then the remaining transmission window 

Wrem, i.e., 
)()2/( iR

BE

extra

BEcyclerem WWTW  , is granted to 

the BE traffic of the next ONU i+1 as required. The main 
advantage of this giant window allocation to the BE traffic of 
an ONU is that it can avoid the bandwidth allocation to the BE 



traffic of the multiple ONUs at a time cycle that reduces the 
number of guard time as well as overhead.   

III. SIMULATION RESULTS AND DISCUSSION 

In this section, the performances of the proposed DHSSBA 
scheme are evaluated in terms of end to end packet delay for 
both the HP and BE data traffic. The results of the proposed 
scheme are compared with the existing HSSR scheme. 
Computer simulation was used to evaluate the performances 
of the proposed DHSSBA and existing HSSR schemes. We 
assumed the PON architecture with one OLT and 16 ONUs in 
a tree topology based EPON system. We assumed the  
distance between the OLT and ONUs in the range of 10-20 km 
and 1 Gbps transmission speed for both the upstream and 
downstream directions. We also have used the packet length 
of 1500 bytes [10] for the HP traffic while the double packet 
length was considered for the BE traffic. The simulation 
parameters are summarized in Table I . 

TABLE I.  SIMULATION PARAMETERS 

Symbol Explanation Value 

N Number of ONUs 16 

Tcycle Length of time cycle 2 ms 

D Distance between the OLT and ONUs 10-20 km 

TG Guard Time 5 μs 

RU 
Transmission speed in both the upstream 
and downstream directions 

1 Gbps 

TE Length of Ethernet overhead 576 bits  

TR Length of Report message 304 bits  

TP Length of a data packet for the HP traffic  1500 bytes  

PHP Maximum number of packets for HP 0 to10 
 

Figs. 4 shows the comparison of average end to end packet 
delay vs. offered load for the HP data traffic between the 
proposed DHSSBA and existing HSSR schemes. From the Fig. 
4, it is clear that the proposed scheme provides almost constant 
average delay for the HP traffic for any value of the offered 
load. In contrast, the average packet delay for the HP traffic for 
the existing HSSR scheme increases rapidly after the offered 
load of 0.4. At the lowest offered load of 0.1 the average packet 
delay of the HP traffic for the existing scheme is 1.5 times 
larger than the proposed scheme. However, at the highest 
offered load of 1.0 the average packet delay for the HP traffic 
of the existing scheme is more than 2.5 times larger than the 
proposed scheme. From these results it is clear that the 
proposed scheme is very efficient to maintain less packet delay 
even for the heavily loaded ONUs.  

Fig. 5 shows the maximum delay vs. offered loads between 

the proposed DHSSBA and existing HSSR schemes. Alike the 

average delay the proposed scheme also provide constant 

delay up to the offered load of 0.9 and at this offered load the 

existing scheme provides 3.5 times more maximum delay than 

the proposed scheme. At the maximum offered load of 1.0 the 

maximum delay for the proposed scheme is increased still it is 

less than that of the existing scheme. So it can be concluded 

that the proposed scheme provides better delay performance 

than the existing scheme for both the cases of average and 

maximum delays. 

 

 

Fig. 4. Average delay in milliseconds for the HP traffic.  

 

Fig. 5. Maximum packet delay in milliseconds for the HP traffic.  

Figs. 6 and 7 show the average end to end delay against 

offered loads for the BE traffic and overall traffic, i.e., 

combination of the HP and BE traffic, respectively. From the 

Fig. 6 it is found that the proposed scheme provides 

marginally higher delay than the existing scheme at the 

offered load of more than 0.8. So proposed scheme has some 

drawbacks in the case of the BE traffic at the higher offered 

loads. However, from the Fig. 7 it is clear that the overall 

average delay for the proposed scheme is lower than the 

existing scheme for any value of the offered load. Therefore, 

even the proposed scheme provides larger delay than the 

existing scheme at higher offered loads for the BE traffic the  

 

Fig. 6. Average delay in milliseconds for the BE traffic.  



 

Fig. 7. Average delay  in milliseconds for overall traffic (combine traffic of HP 
and BE).  

overall average delay is still lower in the proposed scheme. 
These results prove that the proposed scheme is more effective 
than the existing scheme in term of average packet delay for 
both the HP and combined traffic. 

IV. CONCLUSION 

In this paper, the main objective of our proposed scheme is 
to focus on the importance of the transmission of HP data 
traffic without any losses because the end users never want to 
sacrifice any real time traffic while communicating with others. 
Our proposed DHSSBA scheme significantly reduces the 
average delay than the existing scheme for the HP traffic and 
also provides constant delay from the very lower value of the 
offered load to the higher value. At the highest offered load of 
1.0 the proposed scheme provides about 60% lower packet 
delay than the existing scheme for the HP traffic. The main 
contribution of the proposed scheme is that it can significantly 
reduce the average packet delay for the HP traffic while the 
overall packet delay is still lower than that of the existing 
scheme.  
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     Abstract – Bangladesh is small country with huge number of 

populations. The health system of Bangladesh is divided into 

mainly two sections: Urban and rural based. Most of the expert 

doctors are urban based with all the modern facilities. But for the 

poor people of Bangladesh, limited healthcare facilities are 

available. In this scenario, Telemedicine is the proper method to 

serve this huge number of peoples. This paper analyzes the 

Telemedicine models of Bangladesh, finds the potential 

difficulties faced by the models and proposes some standard 

recommendations for the Telemedicine in Bangladesh. Analysis 

of different Telemedicine models include the working procedure 

of the models, essential features of the models, block diagram 

based analysis and activity diagram of the models. Finally, 

authors believe that the findings of this study can be used for the 
development of Telemedicine in Bangladesh. 

Keywords—telemedicine; crp; dghs; dab; sndp    

I.  INTRODUCTION  

The healthcare facilities are one of the essential basic 

needs for the people of Bangladesh. The Ministry of Health 

and Family Welfare are the government body for the people 

related to their healthcare facilities, enhancement of initiatives, 
policy development and related activities. The ratio of patients 

and doctors are very high in Bangladesh. As a result, peoples 

are not getting proper healthcare services from doctors. In 

rural areas there are huge shortages of doctors. In Bangladesh, 

first Telemedicine services were started by Center for 

Rehabilitation of Paralyzed (CRP), Bangladesh in 1999 to 

deliver expert doctors opinion to local patients. This initiative 

is the pioneer telemedicine projects in Bangladesh. All other 

projects started upon the concepts on CRP projects.  Time and 

cost can be reduced through Telemedicine consultation for 

rural patients [1], [2], [3]. Medical care facilities can be 

improved by using telemedicine services in rural [4], [5]. Tele-
consultant can affect identification and cure in telemedicine 

[6]. 

 

II. MATERIALS AND METHODS  

In order to carry out this study, the different Telemedicine 

initiatives of Bangladesh are searched from 1990 to 2015. 

After searching through Journal papers, conferences, books, 

magazines, related sites and databases the findings are given 

in the Results sections. The detail finding on the models and 

recommendations are given in the Discussions and 

Recommendations section. The summary of the study of 

Telemedicine projects of Bangladesh are given in the 

Conclusion section. 

 

III. RESULTS 

The first Telemedicine project in Bangladesh was found in 

1999 [7]. This project was initiated by Center for 

Rehabilitation of Paralyzed (CRP), Savar, Dhaka, Bangladesh. 

A. Model-1:  

Center for Rehabilitation of Paralyzed is basically for 
spinal injured patients in Bangladesh. Telemedicine was made 
possible with the support of the Swinfen Charitable Trust in 
the UK. At present, 9 additional CRP sub-centers across 
Bangladesh are running by CRP and high quality services now 
given to persons with disabilities. CRP offers Telemedicine 
services for the both in-house and outside patients from 1999. 
The Telemedicine service is free for the in-house patients. The 
patients can get the expert doctors advice from UK with free 
of cost. The outdoor patients will have to pay a Telemedicine 
fees of Taka 1000 for getting this service. CRP uses 
telemedicine for patients who require a second opinion from 
consultants in the UK. CRP have access to consultants in the 
UK with a variety of specialties including from the Royal 
Hospital, Haslar, who very kindly agreed to provide 
consultation free of cost. Consultants within Bangladesh are 
invited to provide and receive Telemedical consultation for 
their patients through the telemedicine link at CRP. 

Spinal cord injuries in-patients get 24 hours a day 

treatment from CRP. Treatment for the out-patients are open 

from 8.00 am to 5.00 pm expect Thursday. From the financial 

year report of 2013-14, it was found that 58,687 patients 

received out-patient treatment services from CRP [8].The 

flowchart for the CRP hospital telemedicine activities are 

shown in the figure-1: 

 

   
 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Flowchart of CRP Telemedicine Service 

From the flowchart of the Telemedicine activities of CRP, 

we can see that the technology used in this project is store and 

forward based. Email based consultation was the main service 

category for the patients. It was also helpful for the local 

doctors of CRP to the exchange of their knowledge with the 

foreign doctors for any special cases. 

B. Model-2:  

Telemedicine Reference Center Limited (TRCL) started 
telemedicine project in the US Trade Show 2001 in Dhaka by 
using Icare software and normal internet connection. It started 
test-run of the system between the physicians of Bangladeshi 
and United States [7], [9]. 

C. Model-3:  

Sustainable Development Network Program (SDNP) 
Bangladesh has four nodes which were started in January 
2003. These nodes are connected through VSAT to satellite. 
TRCL can act both as service provider and solution provider. 
Consultancy and diagnostic support are given to the physician 
at the remote end through medical experts at the SDNP head 
office [10].  

D. Model-4:  

Store and forward based telemedicine service was started 
by Bangladesh University of Engineering & Technology 
(BUET) and Comfort Nursing Home in 2003. This pilot 
project continued for a certain period but due to some 
difficulties the project is not running [7], [9].  

 

E. Model-5:  

A pilot telemedicine project was launched by Bangladesh 
DNS diagnoses Centre, Gulshan-1 and Comfort Diagnoses & 
Nursing Home in 2004. This pilot project was stopped for the 
lack of proper publicity, financial and patient -doctors 
disinterest [7], [9].  

F. Model-6:  

In order to access to quality healthcare and specialist 
doctors of Bangladesh from rural areas Diabetic Association 
of Bangladesh (DAB), Dhaka and Faridpur General Hospital 
started the pilot telemedicine project with the collaboration of 
Grameen Telecom in 2005. It was a real time consultation 
project. In some cases video conferencing system did not work 
properly, the quality of the images was not satisfactory, lack 
of dedicated bandwidth and finally the interest of the patients 
were not good [11], [12]. 

G.  Model-7:  

Mobile Maternal, Newborn, and Child Health (MNCH) 
and Telemedicine Services were started by BRAC, a leading 
Non Government Organization in Bangladesh for slum people. 
To improve the health status of the slum population, 
particularly women and children, BRAC initiated Manoshi 
project in 2007 at urban slums of nine city corporations 
around Bangladesh [13]. At present, this project is serving 
eleven city corporations. The Activity diagram of BRAC 
health project named Manoshi (MNCH Urban) is shown in the 
below Figure-2: 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2. Activity diagram of BRAC health project “Manoshi” 

 

From the activity diagram, we can find the process of 

working the project Manoshi (MNCH urban) of BRAC. 

Shastho Sebeka and Shastho Kormi are the essential 

component of this project. Through them BRAC collects the 

slum people health data and store in the central server 

operated and maintained by BRAC for further health service 

delivery. 

Mobile phone based telemedicine services are also offered 

to the slum peoples of Bangladesh through BRAC. In every 

delivery center, there are paramedics who give the health 

services to the slum peoples. Users can also get Telemedicine 
services through call center where there are panels of doctors 

whose are ready to address the patients problem. Doctors give 

the suggestions or treatment to the caller after hearing the 

disease details. For fruitful Telemedicine consultation, a 

conference is also arranged with the Shastho Kormis or 

Program Organizer and Doctor for the treatment of the 

patients. Hospitalization is also made to the nearest one 



through this conference, if the patient’s condition becomes 

critical. The Telemedicine services offered by BRAC are 

shown in the activity diagram of Figure-3: 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3. Telemedicine services offered by BRAC 

H. Model-8:  

Medinova hospital is operating Telemedicine service from 

2006 to till now [7]. This hospital has MoU with the Apollo 

Hospitals India for offering Telemedicine services to the 
people of Bangladesh. Doctors from different categories of 

Medinova Hospitals are engaged with the Apollo hospitals for 

Telemedicine service. The second or third visit with the expert 

doctors are made through the Telemedicine services offered 

by Medinova hospitals for the first time visit patients in India. 

The flowchart of Medinova hospital Telemedicine service is 

depicted in the following figure-4: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 4. Flowchart of Telemedicine Service in Medinova Hospital 

 

The flowchart of Medinova hospital shows the overall 

working activities of Medinova hospital telemedicine process. 

Patients will have to pay USD 1000 as the fees for the service. 

Through this service, a patient now is getting the services from 

the Indian Apollo hospitals doctors without going to India. 

I. Model-9:  

Grameenphone limited launched a 24 hours health line 

service to all of its subscribers called “HealthLine Dial 789”. 

Subscribers can make a voice and video call to the licensed 

physician at the time of their emergency and non-emergency 

time. An SMS based report delivery service is also attached 

with this service [14]. 

J. Model-10:  

Ministry of Health, Bangladesh implemented mobile 
phone based health services for the general people of 
Bangladesh in 2009. One mobile phone was given to all 
Upazilla and District level hospital doctors for the use of 
mhealth service. It was open 24 hours and 7 days. Citizens can 
make a phone call to the doctors of Upaziila and District 
hospitals and get the medical advice from them [15]. 

K. Model-11:  

Telemedicine Service in Union Information & Service 

Centers was introduced by Access to Information project, 

Bangladesh in 2010. Expert doctors sitting in the MIS office 

delivering the health advices to UISCs every day. Through 

videoconferencing technology, rural people are getting 

medical care without going to the urban areas [16]. 

L. Model-12:  

Aponjon mHealth service was started in Bangladesh by 

USAID in 2011 with a view to contribute to reduction in 

maternal and neonatal mortality. Now Aponjon is a health 

information service using mobile phones to improve health 

outcomes in Bangladesh. This service was launched in 

national wide in 2013 in Bangladesh. In order to give service 

to its receiver, customer service center is introduced for the 
subscribers and to entry subscribers, answer to the queries of 

the people and receive complains [17].  

M. Model-13:  

Grameen Phone in corporation with the Ministry of ICT, 

Bangladesh has started the Telemedicine services at Jessore 
District in 2013. Peoples of Jessore are getting the health 

services with the payment of only BDT 200 or 300 from the 

expert doctors. This process reduces the travel cost and time 

for patients [18].  

N. Model-14:  

Government of Bangladesh has implemented Telemedicine 
services with the help of Ministry of Health and Family 
Welfare. Initially the service was limited to 8 Government 
specialized hospitals only [19]. At present 78 hospitals are 
operating this project. But Government of Bangladesh will 
expand this project phase wise at the Upazilla level. All 
Upazilla health complexes will be under the coverage of 
telemedicine services. In this process, health services will be 
available to the rural people of Bangladesh. At present 
Government Medical Colleges, District Hospitals and 
Specialized hospitals are the Telemedicine service providers 
and selected Upazilla health complexes are the Telemedicine 



service receivers. The hardware organization of this project is 
shown in the figure 5: 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Hardware Organization of a Government Telemedicine Center 

When any outdoor patient is come to the hospital for 
telemedicine services, he/she will have to buy a ticket from 
ticket counter with the payment of only 3 taka. Doctors 
referred the telemedicine patients to the Telemedicine center 
for the expert opinion. The service engineer checks the 
doctor’s referral documents and selects the patient’s disease 
category. He has a Telemedicine service schedule prepared 
previously from the corresponding service provider. After 
examining the schedule, a date and time is fixed for the 
consultation. At the time of consultation, local hospital doctor, 
patient, service engineer and expert doctors are present in the 
conference. Local doctors collect the patient’s history 
manually and record the other health information. There is a 
Remote Medical Diagnostic device which is used at the time 
of consultation to send the patient information directly to the 
expert doctors. At present five vital human body signals like 
ECG signal, Temperature, Stethoscope, BP and SPO2signal 
can be sent and monitored both in service provider and service 
receiver's monitor for live presentation. After a live discussion 
with the patient and others, a prescription is prepared in the 
remote center which is given to the patient. The prescription is 
saved with the patient ID and token number. This ID and 
token number is used in future for the findings of the history 
of the patients.  

  

IV. DISCUSSIONS AND RECOMMENDATIONS  

This paper presents and analyzes the Telemedicine 
initiative of Bangladesh. From the analysis, we came to know 
that most of the initiatives were in project basis. But the 
present Government of Bangladesh took the Telemedicine 
project as a priority basis and enhancing the project phase 

wise. The details finding are given in the following Table I 
and Table II:   

 From the study conducted by Lal B Rawal and others, we 

came to know that no extra benefits are given for health 

workers who work in rural areas. As a result, no one wants to 

stay in rural areas for a long time and satisfactorily engage in 

the treatment of huge number of rural patients [20]. 

Telemedicine can play a vital role in these types of cases. 

 
TABLE I: SUMMARY OF THE FIRST SEVEN TELEMEDICINE 

PROJECTS OF BANGLADESH 

 

 

 

 

 

 

 

 

 

Model Name Findings 

CRP  1. Uses store and forward based Telemedicine 

2. Digital camera is used for capturing images 

3. No real time technology is used 

4. Indoor patients are free for Telemedicine and 

outdoor patients need 1000 taka for consultation. 

5. No storage for patient data. 

TRCL 1. Telemedicine services between Bangladeshi 

physicians and United States. 

2. Used Icare software 

3. Internet is used for the service. 

SNDP 1. VSAT is used for this project 

2. Connected different nodes of Bangladesh. 

3. Different consultancy and diagnostic support are 

given 

BUET and Comfort 

Nursing Home 

1.  Uses store and forward based Telemedicine 

2. This project was running for short period of time. 

Bangladesh DNS 

diagnoses Centre, 

and Comfort 

Diagnoses & 

Nursing Home 

1. This project was discontinuous for financial 

reasons 

2. Lack of promotional activities found 

3. Patient disinterest also observed 

DAB and Faridpur 

General Hospital 

1. Hardware failure was found in this project 

2. Internet connection was disrupted 

3. Power failure was frequent 

4. Performance of the camera used was not 

satisfactory 

5. Radio link was used for Internet connectivity 

6. 600 taka was the fees for consultation  

BRAC MNCH 1. Slum people are the beneficiary of this project 

2. Patient data is stored in the BRAC data center for 

further use and treatment plan 

3. Limited cost for the service 

4. Android phone is used for the information entry 

and update 



TABLE II: SUMMARY OF THE LAST SEVEN TELEMEDICINE 

PROJECTS OF BANGLADESH 

 

 

From the findings of the Telemedicine models of 
Bangladesh, we can conclude that different initiatives were 
taken for the development of Telemedicine in Bangladesh. 
The initiatives taken from 1990’s to early 2000 were all store 
and forward basis. This process was time consuming and 
patients will have to wait for the treatment. The recent 
initiatives from both Government and Private hospitals are 
real time based through video conferencing.   

The most challenging issues for the Telemedicine projects 
are connectivity issue. Stable internet connectivity is must for 
smooth telemedicine. Minimum 2 Mbps dedicated internet 
connectivity is must for Telemedicine. But these requirements 
are not ensured in most of the projects.  Sometimes internet 
connection was disrupted at the time of consultation. 
Considering this, Bangladesh Government is expanding the 
country wide internet connectivity to all union level. 

The study conducted by Emmanuel Kwame Darkwa and 
others in 2015 shows that the living status in rural areas is 
very poor. High regulations of Doctors and Nurses are found 
in rural areas for the lack of facilities. Most of the Doctors are 
urban based. As a result, healthcare system of rural areas is 
greatly hampered in Bangladesh [21]. Considering the recent 
study, this paper recommends to give allowance to the rural 

health professionals whose are involved in the Telemedicine 
system. We believe that this system makes them more 
attentive and effective for the delivery of health care. 

From the paper written by Sherwin I. DeSouza and others 
in 2014, we can find that 99 % respondents want to receive 
health-related information on their mobile phones. This survey 
indicated that the mobile phone is used for communicating 
health information in India [22]. 

In most of the Telemedicine projects implemented in 
Bangladesh are lack of data storage facilities and there are no 
standard formats of patient data. Different models use 
different format of data. As a result, interoperability of data is 
not possible within hospitals. So our study suggests a uniform 
format patient data for the global use. A policy should be 
developed under the guideline of the experts from both 
Government and Non Government organizations. 

The hardware used in Telemedicine projects is different 
from one model to another. Most of the models use analog 
hardware to measure vital information of patients. 
Government projects use Remote Medical Diagnosis 
Instrument to measure maximum five vital signs. So our study 
recommend to develop a different tools to measure the vital 
human signals which can be easily transferred to remote 
doctors and database for the quick delivery of patient 
treatment.    

From our study, we can find that the operating cost of 
Telemedicine is also different. Most of our rural people are 
very poor. They are now living under the poverty line. So our 
study recommends fixing this cost minimum so that poor 
people can afford the cost and use the system. 

Most of the Telemedicine projects in Bangladesh work 
well for a certain period of time. Our study found that the lack 
of publicity and users acceptance is the main reason for the 
failure of these projects. So this paper suggests for taking 
proper steps and necessary publicity policy for the wide use of 
the Telemedicine services in our country.   

At present Government Telemedicine project that is 
running in the government hospitals are the largest projects in 
Bangladesh. According to the plan of Government, this project 
will be expanded to all the Upazilla level. Our study suggests 
of storing the patient data in a central database which can be 
accessed from any platform by following a standard protocol. 
The vital human body signal collections tools should be 
developed in such a way to collect more vital signs at a time in 
a cost effective way. 

         

V.       CONCLUSION 

This paper studies the past and ongoing telemedicine 

services of Bangladesh. From the analysis of the models, we 
have shown the important characteristics of the projects. The 

difficulties of the models are critically found and the 

recommendations are given based on them. The government 

of Bangladesh has taken massive plan to introduce 

Telemedicine in both private and public sector for the rural 

people of Bangladesh.   Authors expect that the results and the 

Model Name Findings 

Medinova Hospital 1. Use customized software for the storage of patient 

data and management 

2. The cost of the service is $1000  

3. Real time video conferencing is used in this 

project 

HealthLine Dial 789 1. Grameenphone used this service as Mobile based 

2. SMS based lab report delivery service is also used  

mHealth by  Ministry 

of Health 

1. Mobile phone is used as the consultancy purpose 

of District and Upazilla level people at any time 

round the clock. 

Access to 

Information project 

1. Laptop is used for Telemedicine 

2. Wireless modem is used for Internet connection 

3. Video conferencing is used in this project 

Aponjon mHealth 1. This service is  mhealth based 

2. This service is now Nationwide in Bangladesh 

Ministry of ICT and 

Grameenphone 

project at Jessore 

1. TIMES and DICOT is used for consultancy and 

record keeping purpose 

2.  Taka 200 to 300 is required for the registration of 

patients to get services from this project 

Ministry of Health 

and Family Welfare 

1. Largest telemedicine service provider in 

Bangladesh 

2. 78 centers are now running through this project 

3. Real time technology is now used 

4. No central storage for patients data 

5. Hardware failure is seen in some centers 

6. Connectivity and power failure is frequent in 

remote areas 



proposed recommendations of the study will help the 

researchers and policy makers for the further development of 

standard telemedicine model in Bangladesh.  
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Abstract—Relay nodes can help the source node to transmit 

information towards the destination. In a distributed 

communication system, finding out the optimal number of relay 

is a critical task. Applying Game Theory in distributed wireless 

network has advantage in efficient relay selection. In this paper, 

we propose a relay selection method for a distributed multi-node 

network, based on the power allocation by using game theory 

without the knowledge of Channel State Information (CSI). The 

distributed resource allocation only needs local knowledge 

(bandwidth and power) about channel condition. We are using 

Stackelberg game for cooperative environment and Subgame 

Perfect Nash Equlibrium (SPNE) for non-cooperative 

environment to obtain near-optimal solution by less computation 

cost and overhead. The decision of near optimal solution is taken 

based on the value of utility function. Simulation result 

represents that, relay nodes which are located between the source 

and destination node and relatively closer to source node offerthe 

better transmission rate. Thus we obtain the location range of the 

best relays and the number of relay nodes for which the utility 

value is maximized. 

IndexTerms—Relay selection, Distributed wireless network, 

Stackelberg game theory, Subgame perfect Nash Equilibrium.  

1. INTRODUCTION 

Cooperative devices and mechanisms are increasingly 

important to enhance the performance of wireless 

communications and networks. In cooperative communication 

multiple nodes work together to form a virtual antenna and the 

relay nodes play a significant role for achieving better 

performance of the network. But all the relay nodes cannot 

make same contribution in a wireless network. Find out the 

optimal number of relay nodes and the location of the suitable 

relays for a distributed wireless communication is a 

challenging task. 

In a multiple relay system, if any relay is dead or in deep 

fade the receiver can still get data from other relays [1]. The 

work in [2] describes, each user transmits its own data towards 

the base station and also serves as a relay for other users. 

According to the authors of [3] a single “best” intermediate 

node is selected by means of partial relay selection (PRS) 

technique to transmit the information to the destination while 

the nodes are using AF. The use of multiple relays in a network 

consists of single source and multiple destinations, brings the 

issue of how best to assign the relays to the destinations. 

Optimization of such relay assignment and power control has 

combinatorial aspects [1]. Game theory is used in cognitive 

radio (CR) networks in which each secondary user (SU) 

obtains benefits through spectrum sharing by paying prices to 

primary users (PU) and multi-hop relaying by paying price to 

nearby SUs. Optimal power allocation methods for SUs are 

investigated under different assumptions and pricing functions 

[4]. The performance in cooperative communication depends 

on careful resource allocation such as relay selection and 

power control. If the total number of relay nodes increases, the 

source node can obtain a higher utility value, and the average 

payment to the relay node shrinks, due to more severe 

competition among the relay nodes [5]. 

Two types of resource allocation are commonly used in a 

wireless network, one is by using CSI and another one is 

without using CSI[1]. Previously, Game theory was 

implemented on distributed wireless network to determine the 

power allocation of the relay nodes for non CSI environment 

[5]. In this paper, we considered a distributed wireless network 

where Stackelberg Game theory analyzes the power allocation 

strategy of the competitive nodes for maximizing the utility 

function of source and relay nodes. We are applying the 

Stackelberg gamefor cooperative scenarioto determine the 

source and relay node utility function. After getting the 

location of the best relay nodes based on the value of utility 

function, we are implementing the SPNE considering the 

environment as non-cooperative. Thus, we get the optimal 

number of relay nodes and better transmission rate. 

 

2. SYSTEM MODEL AND PROBLEM FORMULATION 

In this section, we first describe the system model 

considered for game formulation. Then we formulate the 

optimization problem considering a cooperative environment 

for the selection of optimal number of relay using the 

Stackelberg game theory. Finally, we will implement the SPNE 

for Extensive form of non-cooperative environment for getting 

better transmission rate. 



2.1. SYSTEM MODEL 

We consider a two-hop AF protocol [1] as our system 

model and the cooperative transmission consists of two 

phases. Fig. 1 represents the system diagram, in which there 

are one source node s, one destination node d, and N relay 

nodes.In phase 1 source node s broadcasts its information to 

both destination node d and each relay node. In phase 2, relay 

noderi  amplifies the signal that it received form source node s 

and forwards it to destination d with its own transmitted 

power. Based on the value of price function source node will 

choose the relayri and the relay will act accordingly.  

Fig. 1. System Model 

In phase 2, multiple nodes transmit the signal towards the 

destination node d. We consider that, aim of the source node is 

to maximize its utility function, Us at least possible payment 

and the relay node want to earn the payment that covers its 

forwarding cost and  also increases its utility, Ur as many as 

possible. Cooperative system uses the same total power for all 

the nodes and bandwidth thus we know the channel bandwidth 

from local information. 

To ensure the equilibrium of the above scenario we are 

using Stackelberg game theory. Stackelberg Model happens 

when two or more players compete sequentially on the quantity 

of output [6]. We deploy Stackelberg game to jointly consider 

benefits of source node and relay nodes in cooperative 

communications. In order to attract more buying from the 

source, the relay adopts a “low-price, high-market” policy to 

further increase its benefit. 

2.2 PROBLEM STATEMENT AND GAME FORMULATION 

Referring to the system model in Fig. 1, the received signals at 

destination node, zs,dand the i-th relay node, zs,ri during Phase 

1 can be written as  

 ,   , 1=  + s d s s dz P G x n    (1) 

and,  , , 2=  + i is r s s rz P G x n    (2) 

In Phase 2, the received signal at destination node d is 

 , , d , d  3 = + i i i ir d r r rz P G x n   (3) 

wherePsandPrirepresents the transmit power at node s and 

relay node ri , x is the transmitted signal from node s to node d 

and node ri. The average channel gains ,s dG , , is rG , , dirG

are modeled as , b K.d q
a abG −=  where K is a constant, the 

distance between the relay node a and b is d
q

ab

−
, q is the path 

loss exponent and n1, n2, n3 are the zero-mean additive white 

Gaussian noise (AWGN). In general, we can calculate the 

channel gain based on the bandwidth of the transmission 

channel, transmit power and noise power. Therefore, a 

distributed algorithm can be applied for power allocation to 

the source and relay nodes. In centralized wireless 

communication system, there must be a node who keeps all 

the necessary information of the relay nodes called as central 

node. For maintaining all the nodes information the central 

node needs more energy, high computation rate. With respect 

to that, distributed system does not manage all the nodes from 

a central node. Thus it reduces overhead and computation 

cost. 

Then, the SNR at phase 1 for source to destination direct 

transmission and at phase 2 for source, i-th relay to 

destinationexpressed as [5] 
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Using equation (5), we got the output data rate, , ,s r dR for a 

set of relay node L = {r1,……,rN}, where W is the 

transmission bandwidth. Based on the behavior of source and 

relay nodes of a distributed wireless network, we are 

formulating a game. The achievable rate of the system is 

defined as 
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γ γ
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∈

∑
(6) 

Game theory involves multiple decision-makers and sees 

participators as competitors (players). In each game players 

has a sequence of personal moves; at each move, each player 

have a number of choices from among several possibilities, 

also possible is the chance or random move. At the end of the 

game there is some payoff to be gained (cost to be paid) by the 

players which depends on how the game was played [7]. The 

actions of several players are interdependent [6]. We are 

considering the dynamic game: Stackelberg game theory as 

the each player chooses the strategy to compete sequentially 

on the quantity of output. A game has incomplete information 

if one player does not know another player's payoff. Games 

with complete information in which the players' payoff 

functions are common knowledge. 

In dynamic games of complete and perfect 

information: first player1 moves, then player2 observes 

player1’s move, then player2 moves according to its strategy 

and the game ends. According to our system model, all the 

nodes are players and source node s is the leader or the first 

mover. The game is formed in two steps. Source node moves 



first and the relay node moves second. Relay nodes choose 

their strategies only after the strategic choices made by the 

source node. Optimal power allocation irP is the payoff 

between the source and relay nodes. Backward induction is a 

technique to solve a game of perfect information. According 

to Backward induction, source node always considers the goal 

which is last stage of the game, and determines the best move 

for the player in each case. Considering the goal of the game, 

it proceeds backwards in time for determining the best move 

for the respective player, until the goal of the game is reached. 

Backward induction helps the source node to make plan about 

the future steps of the relay nodes. 

The source node plays the buyer-level game and tries to 

achieve maximum profit at least possible payoff. The 

proposed optimization problem for source node sdenoted as 

  , ,max =  - i

i

s s r d i r

r L

U aR Pρ
∈

∑   (7) 

a , represents the gain per unit of rate and iρ expresses the 

price per unit of power selling from relay noderito source node 

s. sU is the utility function of the source node and it is concave 

in nature. Maximized value of the source node utility function 

sU  depends on the transmission rate , ,s r dR . According to 

equation (6), the value of , ,s r dR depends on the Signal to 

Noise Ratio (SNR) at phase1 and phase2 and on the channel 

gain of source to destination, source to relay nodes and relay 

nodes to destination node. 

Each relay node plays the seller-level game and keep focus to 

gain not only the forwarding cost, ic  but also achieve as many 

as extra profit as possible. Utility function of the relay nodes 

defined as,  

 

   max = ( - ) ir i i rU c Pρ    (8) 

 

The proposed method is a standard optimization problem 

where source node aims to minimize the price function by 

choosing values of variables such that the utility function is 

maximized and the relay node needs to set the optimal price 

per unit for the service so as to maximize its own benefit. Price 

function is used to improve utility that reflects QoS of wireless 

network. This approach helps the source node to find the relays 

at relatively better locations. 

 

3. APPLICATION OF GAME THEORY 

3.1. OPTIMAL NUMBER OF RELAY SELECTION USING 

STACKELBERG GAME 

In Stackelberg game, equilibrium is reached when a player 

preemptively expands output and secures larger profits. Source 

node gets the “first mover advantage”. Source node s will 

gather the information regarding bandwidth and power of the 

relay nodes. After calculating the price function source node 

will discard the relay nodes with the bad channel conditions. 

Then, compute the utility value of source and selected relay 

nodes. According to Stackelberg game theory the 2nd player is 

forced to curtail its profit so that the 1st player can get better 

benefits. Based on the value of the utility function of source 

node and relay nodes Stackelberg equilibrium is achieved and 

thus the optimal relays are selected. 

We can get the optimal power allocation 
*

irP  by taking 

derivative of sU  in equation (7) with respect of irP  
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By taking derivative of rU  in equation (8) with respect of iρ

and equating it to zero, we can get the optimal price 
*

iρ  
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Steps of Relay selection: 
Step1: Source node gathers information regarding bandwidth 

and power for the relay nodes. 

Step2: Source node calculates the value of price function of 

(10) for all the relay nodes and the value must have to be 

larger than the cost of power for relaying the data. Therefore, 

there is an optimal price for each relay node based on the 

position and channel condition of the relay node. 

Step3: Calculate the utility function of source (7) and the relay 

nodes (8). 

Step4: Applying the Stackelberg game theory we will find out 

the optimal number of relays. 

 

3.2. IMPLEMENTATION OF SPNE FOR EXTENSIVE FORM GAME 

After selecting the optimal number of relays for 

cooperative environment using the Stackelberg game theory; 

we are considering the game as a non-cooperative 

environment. We are considering an extensive form of game. 

Thus we solve the game using SubgamePerfectNash 

Equilibrium (SPNE). In this way, the source node allocates his 

total power amongst the selected optimal relay nodes and 

therefore the transmission rate has increased. 

In a Nash Equilibrium, each player is doing the best it 

can, given what its competitors are doing. Nash equilibrium is 

usually non-cooperative outcomes. Each player chooses the 

strategy to maximize its profits given its opponent’s actions. 

At the equilibrium, there is no incentive to change strategies, 

as there is not any chance to improve payoffs. 

The natural way to translate a (finite) dynamic interactive 

decision situation (of complete information) in a game is the 

extensive-form representation. The extensive-form 

representation of a game specifies the players (agents) in the 

game, when each player has the move, what each player can 



do at each of her opportunities to move, what each player 

knows at each of her opportunities to move, in games with 

chance moves: the probabilities assigned to each feasible 

move, what the outcome is as a function of the actions taken 

by the players (inclusive the chance playernature ) the payoffs 

of the players (exclusive the chance player) from each possible 

outcome [11]. 

One way to get to a prediction of what will (and will not) 

happen in the extensive-form representation of a dynamic 

game is first to translate the extensive-form in the associated 

normal-form and then to apply the concept of NE. There are 

two problems with this approach. First, dynamic games of 

complete information typically have many NEs. Secondly (and 

closely related to the first problem), many NEs in dynamic 

games involve players choosing non-credible strategies. 

Subgame Perfect Nash Equilibrium (SPNE) has introduced to 

solve the problem that rules out non-credible strategies[11].The 

key feature of a subgame is that, when considered in isolation, 

it is a game in its own. The concept of a NE can therefore be 

applied to subgames.SPNE requires a player's strategy to 

specify optimal actions at every point in the game tree; that is, 

given that a player finds herself at some point in thetree, her 

strategy should prescribe play that is optimal from that point on 

given her opponents' strategies. A subgame of an extensive-

form gameGE is a subset of the game which begins with 

information set containing a single decision node, contains all 

decision nodes and terminal nodes that are successors of this 

node, and it does not cut any information sets. 

Therefore the games of the Extensive form can be 

expressed as GE 

 

  [ N, H, P, f, {I } ,{u } ]
i i

E

i iG εΝ εΝ=  

 

Here, N is the set of players, H represents the set of histories, 

P(Φ) and f(Φ) represents player and nature function, 

information partition of player i isIiandui expresses the payoff 

of player i. 

 

 

 

 

 

 

 

 

 

 

Fig.2. Game tree with chance move considering the no of relay node is 4 

Fig. 2 represents a game tree of a dynamic game with 

perfect information. We consider 4 relay nodes for the 

simplicity of the representation.We can draw this game tree 

for any number of relays. Each terminal node lists the players’ 

payoffs arising from the sequence of moves leading to that 

terminal node. The concept of an information set allows 

accommodating the possibility. The elements of an 

information set are a subset of a particular relay’s decision 

nodes. 

Step1: Game starts at an initial decision node, source node S 

makes her move. 

Step2: source node s has the element of chance to choose any 

relay nodes among the 4 relay nodes.(Here, we consider the no 

of relay node is 4.)The element of chance can be captured in 

the game tree by including random moves of source node. 

Source node plays its actions with fixed probabilities 

According to our game tree the value of nature function is 

¼.Each of the 4 possible actions of source node is represented 

by a branch from the initial decision node. At the end of each 

branch is another decision node. 

Step3: At stage2, 4 decision nodes (Relay node R1, R2, R3, 

and R4) select the next hop based on the value of price 

function. Each relay node can choose the remaining relay 

nodes as the next hop. From each decision node there are 3 

possible actions which are represented by a branch and ends 

with a decision node. 

Step4: Among the entire decision node at stage3, some of the 

decision nodes have “zero” power allocation so that these 

decision nodes cannot take in the next stage of the game. Rest 

of the decision nodes whose have positive power allocation 

select the next hop based on the price function. 

Step5: At stage 4, only the 2 decision nodes have the positive 

power allocation. There is an unique connected path of 

branches from the initial node to each point in the tree. The 

payoff (power allocation to the relay nodes) leads the source 

node towards the terminal node. 

According to tree shown in Fig. 2 there are two possible 

subgame; one is for relay node R1 and another is for relay 

node R2. Payoff of the first subgame, u1 (1/4,0,0) =3 and 

payoff of the second subgame, u2(1/4, 1, 0) =1. Based on the 

value of player function (price) and payoff function (power) 

the solution of the Nash Equilibrium is S >R1>R2>R3 

 

4. ANALYSIS OF SIMULATION RESULT 

The simulation results evaluate the performance of the 

proposed scheme. Here, the transmit power sP = 10 mW, 

bandwidth transmission W = 1 MHz and gain per unit a = 

0.85 is considered. In the simulations, the coordinate of source 

node s and destination node d is (0, 0) and (100, 0) and the 

complete simulation scenario is depicted in Fig. 3. 

 

 

 

 

 

 

 

 

 

 

Fig.3. Representation of relay positions as per simulation 

 

 



Fig. 4(a) shows the transmission rate according to the 

number of relay nodes. It shows that the transmission rate is 

increased with the number of relays when the number of 

relays is less than 4.The relay management is complex for the 

higher number of relays. Moreover, Transmission rate has 

risen negligibly  for the higher number of relays (between 4th 

and 6th relay nodes).Therefore, selecting too many relays may 

not be practically useful for the system. In comparison of two 

protocols, for non-cooperative relays transmission rate is 

higher than cooperative relays for the first two relays. From 

the 3rd relay it is lower than the cooperative transmission rate.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4(a) Transmission rate and the number of relays (b) Signal to Noise Ratio 

and the Relay position in X-axis 

Fig. 4(b) depicts the relation between the SNR and the 

relay position where both cooperative and non-cooperative 

schemes achieve almost similar performance.We also found 

from Fig. 4(a) and 4(b) that, in this simulation scenario, the 

near optimal number of relay nodes between source and 

destination is 4 and if the position of the relay node r is far 

away from the source node s, the SNR is getting lower. 

For both cooperative and non-cooperative environment, 

we get the highest SNR values when the relay locates between 

(0, 25) and (40, 25) in X-axis. Thus it proves that, for better 

transmission rate we have to choose the relay nodes that 

located within the source and destination nodes and relatively 

closer to the source node. 

Fig. 5 represents the relation of power allocation and 

source node utility function with respect to relay position in 

X-axis. In 5(a) power allocation is higher for the relay nodes 

that are closer to the source node. The allocation of power 

from source to relay nodes is proportionally decreasing 

towards the destination. At non-cooperative environment, 

source node allocates relatively more power for the first two 

relay node based on the value of the price function. From fig. 

5(b), we got that the source utility is maximum at (20, 25) for 

both cooperative and non-cooperative scenario. Source node 

utility value increases sharply till to the relay node (20, 25) 

and after that it decreases linearly. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 5 (a) Power allocation vs Relay position in X-axis (b) Source Utility vs 

Relay position in X-Axis 

For comparing the performance of the proposed game 

with the centralized scheme, we set up the simulation as 

follows: there are two relay nodes and one (s,d) pair. One 

relay node is fixed at coordinate (60, 25) and other node is 

fixed between (20,25) and (80,25). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6 Transmission Rate in distributed and centralized environment 

 

 

 



Fig. 6 describes the comparison in transmission rate for 

distributed and centralized relay selection. The transmission 

rate of the distributed (cooperative and non-cooperative) relay 

selection is higher because the power allocation is maximum 

[14]. In our proposed method, the source node calculates the 

power of relay nodes and makes its decision based on that. 

The transmission rate decreases gradually in distributed 

communication and slightly increased for centralized 

communication when relay nodes are getting away from the 

source node. The transmission rate is nearly equal for both 

distributed and centralized method when the number of relays 

is 6. 

 

5. CONCLUSION 

Previously, game theory was used to determine the power 

allocation between relay nodes in different scenario. In this 

paper, first we implement the Stackelberggamefor cooperative 

environment to find out the optimal number of relay based on 

the value of the source and relay node utility function.The 

relays which stand closer between source node and destination 

node have higher transmission rate and utility value. 

Simulation results showed that we getbetter transmission rate if 

the number of relay node is not more than 4. Finally, we have 

considered a non-cooperative distributed wireless environment 

and impose SPNE to improve the transmission rate.The 

proposed non-cooperative game also showed similar result as 

cooperative game. For large number of relay nodes SPNE does 

not provide optimal solution. By selecting the optimal number 

of relays we can reduce the complexity of relay management. 

The location range of the selected relays and the number of 

optimal relay nodes is dependenton the simulation 

environment. The result may also vary with respect of the 

simulation parameters. But the proposed method is global and 

can be implemented in any practical relay network. 
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Abstract- The essential restriction in wireless sensor network 

(WSN) is constrained energy supply. The center of this paper is to 

put accentuation on building up a brought together, energy 

proficient clustering algorithm in light of Improved Harmony 

Search (IHS) to augment lifetime of sensor network and 

assessment of simulation situations its execution on a few WSN. 

The entire wireless sensor network is parceled into a few bunches 

by IHS algorithm. For streamlining, energy utilization of the nodes 

in WSN is the essential thought of actualizing the algorithm. The 

assessment of the IHS clustering algorithm against its 

counterparts was done on the premise of network lifetime and the 

measure of information sent to the Base Station (BS). Later on, the 

earlier practiced algorithms, for example, LEACH, LEACH-C 

and Cuckoo Search protocols were tried against the advocated 

protocol. 

Keywords- Improved Harmony Search (IHS), Wireless Sensor 

Network (WSN), Cuckoo Search (CS), Base Station (BS), Cluster 

Head (CH), Pitch Adjustment Rate (PAR), Bandwidth (bw). 

I. INTRODUCTION 

With the expansion of automation system, smart grids, 

security surveillance systems and other networking and cyber- 

security issues, wireless sensor network (WSN) has been an 

emerging and ultimate solution for efficient and reliable data 

acquisition and communication medium. [12-15,17] 

Essentially, a WSN comprises of a huge amount of sensor nodes 

which are little power consuming and miniature in terms of size. 

[1] Nodes are well capable of working as autonomous devices 

and can be deployed in different types of environments. Still 

pragmatic application of WSN is posing some challenges that 

need to be met. The primary urging issue is life-time extension 

of the deployed sensor nodes. The sensor nodes are furnished 

with some measure of detecting, control, information preparing, 

and imparting parts. [4] WSNs are critically resource 

constrained by memory, limited power supply, and 

communication bandwidth and processing performance. [4,20-

22]Accordingly in verging on each situation, sensor nodes 

depend on a restricted supply of energy (utilizing batteries). 

Supplanting these energy sources in the field is normally not 

achievable, and in the meantime, a WSN must capacity at any 

rate for a given time or as far as might be feasible. Thus, most 

existing works (e.g. bunching, drawing out lifetime) in WSNs 

range are managing energy effectiveness. [16] 

 

For highly energy efficient operation of WSNs, Cluster-based 

routing protocols are considered as well-established techniques. 

They also have special advantages related to effective 

communication and scalability [6]. In recent days, numerous 

cluster-oriented protocols have been offered with a view to 

extending the network period. Low Energy Adaptive Clustering 

Hierarchy (LEACH) [3] is an emblematic cluster-based 

protocol that uses a distributed clustering development 

algorithm. Here, the choice of CHs is constructed on a 

predefined possibility; other nodes pick the cluster to join by 

approximating the adjacent distance to the CHs elected. 

Nevertheless, LEACH does not initiate the identical circulation 

of CHs in the network. Moreover, some nodes are selected as 

CHs for another rounds of process, thus consume extra energy 

than the others. In [4], LEACH-centralized (LEACH-C) is 

advocated as an upgrading of LEACH which uses a centralized 

clustering procedure to build the clusters. LEACH-C augments 

the system performance by producing improved clusters and by 

scattering the cluster head nodes all through the network. Yet, 

both LEACH and LEACH-C do not discover the optimal choice 

of cluster based on any objective function. To have control over 

the network energy costs proficiently, clustering is a tactic used 

widely. It abates the number of sensor nodes that include in long 

distance communication with base station (BS) and allocates 

the energy spending evenly amongst nodes in the sensor 

network. 

 

This paper describes about the advancement of low energy 

clustering method based on Improved Harmony Search (IHS) 

motivated to prolong the lifetime of sensor network and 

estimate the performance on a number of WSN over simulation 

environments. The protocol divides the entire network into 

some clusters by IHS algorithm. The IHS algorithm 

incorporates HS algorithm with the fine tuning property of 

mathematical methods and can outdo either one exclusively. 

The implementation of IHS algorithm in wireless sensor 

networks is the novel feature of the research work. The 

algorithm deliberates energy consumption of the nodes in the 

optimization procedure.The established protocol later was 

verified against the earlier established protocol like LEACH, 



LEACH-C and CS which are the recently used bio inspired 

optimization algorithms. 

 

II. THE SYSTEM MODEL 

A. Network Structure 

 
We assume a network structure comparable to those utilized in 
[9] and [11], with the accompanying characteristics: the BS is 
unaltered and situated in the sensor network area. All sensors are 
fixed and perform detecting. All sensor nodes perform their task 
so often and send the data/information to the BS. Every hub is 
fit for working in cluster head (CH) mode and detecting mode 
relying upon the level of residual energy. Information 
aggregation is utilized to diminish the total message sent. 
 

B. Wireless Energy Model 

 
The wireless energy model for the sensors utilized as a part of 
our protocol depends on the first order wireless model as utilized 
as a part of [10,18]. In this model, to accomplish an agreeable 
Ratio of Signal-to-Noise (SNR) in transmitting an l-bit data over 
a separation d, the transmitting energy is given by:

       
 

                             

ETX(l, d) = l ∙ Eelec  + l ∙ εFS d
2,     if d < d0 

                   = l ∙ Eelec  + l ∙ εTR  d
4 ,   if  d ≥ d0 

 

 

          (1) 

Where, 𝐸𝑒𝑙𝑒𝑐  is the degenerated energy for each bit of 

information which is utilized to run the transmitter or the 

receiver. εFS and εMP shifts as for transmitter amplifier model 

that is utilized.d0 indicates the threshold estimation of the 

transmission distance. Thus, to get l bit data packet, the energy 

consumed by the radio is: 

 

𝐸𝑅𝑋(𝑙) = 𝑙 ∙ 𝐸𝑒𝑙𝑒𝑐            (2) 

III. DETAILING OF IMPROVED HARMONY SEARCH 

ALGORITHM  

 

Due to the strict energy constraint that the sensor nodes, 

deployed in real environment and powered by battery, may not 

have energy replenishment capabilities, it is important to 

balance the energy consumption of network for the IHS 

algorithm, so as to prolong the network lifetime as far as 

possible. In this section, we propose a new energy-efficient 

algorithm for WSNs, which is based on IHS algorithm. 

 

Firstly, a basic implementation of the routing process of 

proposed algorithm for WSNs is presented. Next, the Energy 

Efficient Improved Harmony Search Based algorithm is 

explained. Finally, the data transmission and simulation is 

presented using this IHS algorithm. The main issue of the entire 

simulation and resulting part is the energy efficiency. 

 

A. Improved Harmony Search Algorithm  

 

Harmony Search (HS) algorithm was as of late created in a 

correspondence with music spontaneous creation process, 

where music players improvise the pitches of their instruments 

to get better harmony [5]. 

Improved harmony search algorithm procedure is segmented 

below: 

 Set the optimization issue and algorithm parameters. 

 Set up the harmony memory. 

 Make up a new harmony. 

 Update the harmony memory. 

 Checking bring to a halt criterion. 

 

These steps are depicted in the next five subdivisions. 

 

Step 1: Set the optimization issue and algorithm parameters: 

 

Initially, it is needed to minimize the distance of intra cluster 

and advance the energy utilization of the network. The 

improvement issue is determined as takes after: 

Minimize f(x) subject to 𝑥i  ϵ Xi  = 1,2,…….., N                      (3) 
 

Where f(x) is a goal capacity; x is the arrangement of every 

choice variable Xi ; N is the quantity of choice variables, Xi is 

the arrangement of the conceivable scope of qualities for every 

choice variable, that is Uxi ≥ Xi ≥  Lxi and Uxi and Lxi are the 

upper and lower limits for every choice variable. The HS 

algorithm parameters are likewise determined in this stride. The 

size of harmony memory (HMS), or the quantity of 

arrangement vectors in the harmony memory; harmony 

memory considering rate (HMCR),the number of 

improvisations(NI), pitch adjusting rate (PAR). The harmony 

memory (HM) is a memory area where all the arrangement 

vectors (sets of choice variables) are put away. This HM is like 

the hereditary pool in the GA [2,21]. Here, PAR and HMCR are 

the parameters those are utilized to enhance the vector 

arrangement. 

 

Step 2: Set up the harmony memory 

 

In Step 2, the matrix is loaded called Harmony Memory (HM) 

with the same number of arbitrarily produced vectors solution 

as the HMS. Every row of the HM is an arbitrary solution for 

the optimization issue and after that the estimation of the target 

capacity is figured for every harmony vector. 

 

      (4) 



Step 3: Make up a new harmony 

 

Subsequent to characterizing the HM as appeared in Step 2, the 

act of spontaneity of the HM is finished by producing another 

harmony vector [x1, x2,…, xp]. Each segment of the new 

harmony vector Xj is produced utilizing (5) based upon the 

HMCR characterized in Step 1. The HMCR changes from 0 to 

1, is the rate of picking one value from the historical values put 

away in the HM, while (1-HMCR) is the rate of arbitrarily 

selecting one value from the conceivable scope of values.   

     

  𝑥𝑖
′    ←   {

𝑥𝑖
′  ∈ {𝑥𝑖

1, 𝑥𝑖
2, … … . , 𝑥𝑖

𝐻𝑀𝑆  𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝐻𝑀𝐶𝑅

𝑥𝑖
′ ∈  𝑋𝑖                     𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 (1 − 𝐻𝑀𝐶𝑅)

               (5)  

 

Each part got the consideration by the memory is inspected to 

figure out if it ought to be pitch-adjusted. This operation utilizes 

the PAR parameter that is the rate of pitch which takes after: 

 

Pitch adjusting decision for 𝑥𝑖
′ ←  {

𝑌𝑒𝑠  𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑃𝐴𝑅
    𝑁𝑜 𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 (1 − 𝑃𝐴𝑅)

   (6) 

 

The estimation of (1 - PAR) sets the rate of doing nothing.  

 

The conventional HS algorithm utilizes settled worth for both 

bw (Bandwidth) and PAR. Here, HS technique PAR and bw 

values balanced in first step (Step 1) and can't be changed amid 

new generation. The principle downside of this technique 

shows up in the number of iterations the algorithm needs to 

locate an ideal solution.  

 

The major difference between IHS and conventional HS 

method is in the process of selecting PAR and bw. To get a 

developed performance from the HS algorithm and sort out the 

drawbacks for constant values of PAR and bw, IHS algorithm 

utilizes variable PAR and bw in creating step (Step3). PAR and 

bw get changed dynamically with generation number. [12,19] 

 

Step 4: Update harmony memory 

 

If the new  harmony vector, x’ ={x1  , x 2
 ,…., xp 

 } is superior to 

the most noticeably bad harmony in the HM, judged regarding 

the target capacity esteem, the new harmony is incorporated 

into the HM and the current most exceedingly terrible harmony 

is barred from the Harmony Memory.[12] 

 

Step 5: Checking bring to a halt criterion 

 

In the event that the halting foundation (most extreme number 

of act of spontaneity) is fulfilled, calculation is terminated. 

Something else, Steps 3 and 4 are repeated. 

. 
IV. Cluster Setup Using IHS Algorithm 

The IHS algorithm is a brought together clustering algorithm 

where the BS registers and divides the nodes into many clusters 

based on positional data and energy level of the nodes. Let us 

assume a structure of sensor nodes of N numbers and that nodes 

are arranged in k clusters: C1, C2,..., Cp. The data sending 

process is divided into rounds. In every round, the CHs gather 

information from every single group part and transport to the 

destination (BS). The entire execution incorporates 2 stages: 

one clustering model and another is data transmission. 

 

A. Process of  Clustering model 

 

In this clustering framework fragment, these sensor nodes 

transmit information to the BS with the data of their physical 

position and level of energy. Taking into account this 

information to the BS will process the normal energy level of 

every single dynamic node. Just the nodes which have 

remaining energy upper than the normal level are qualified for 

being an immediate cluster head for the running round or circle. 

To improve the determination of cluster heads, IHS Algorithm 

is raced to discover optimal p cluster heads, the target function 

in [6] is utilized to calculate the minimum, as appeared 

underneath: 

 

𝑓1 = 𝑚𝑎𝑥𝑝  {∑ 𝑑(𝑛𝑖, 𝐶𝐻𝑝)/|𝐶𝑝|∀𝑖∈𝐶𝑝  }                               (7) 

 

𝑓2 = ∑ 𝐸 𝑁
𝑖=1 (𝑛𝑖) / ∑ 𝐸 𝐾

𝑝=1 (𝐶𝐻𝑝)                                        (8) 

 

𝑓(𝑥) = 𝛼 × 𝑓1 + (1 − 𝛼) × 𝑓2                                            (9)  

  

In this goal function, f1 is the most extreme of the Euclidean 

space among nodes, node i∀i ∈ cluster Cp, to their cluster heads 

CHp and |Cp| is the quantity of nodes that fit in with cluster Cp. 

In the meantime f2 is the proportion of introductory energy of 

every active node, E(nodei) in this network structure with the 

aggregate existing drive of the running cluster head, E(CHp), in 

the running round. The steady α demonstrates the commitment 

of f1 and f2 in the target capacity f(x). This target function has 

a tendency to diminish the intra-cluster average distance among 

sensor nodes and their cluster head and in addition to upgrade 

the energy proficiency of the structure of the network. Once the 

cluster is framed, the non-cluster head nodes transmit 

information towards the BS through the cluster heads. The 

procedure of selecting clusters is rehashed each cycle of 

exchanging information among sensor nodes. Amid the 

transmission from the nodes to CH, remaining energy of every 

node are joined to the information packet, this data helps the BS 

to choose the most appropriate cluster head and cluster at the 

following round. Taking into account the number of the 

dynamic nodes inside of the cluster, the CH makes a timetable 

in view of Time Division Multiple Access (TDMA). 

 
B. Data Transmission: 

Initially, the CHs are allocated. The schedule of the process of 
transmission is prepared, the nodes of the sensor start to 
transmit data to the CHs. The non-cluster head nodes send their 
data to the CH. The CH accumulates the total data of a cluster 
and sends the total data to the BS. The total data sending process 
from a CH works as a cycle after completing one cycle in new 
CH is selected based on highest node energy. Moreover, TDMA 
convention is utilized; non-cluster head nodes switch their 
transmitting node amid the process and kill subsequent to 
completing transmission. Information amassing and 



combination is done at the CHs, along these lines the measure 
of data is diminished, and the CHs just lead the compacted 
information to the BS. 

 

C. Flow Chart of Cluster Head Selection Using IHS 

Algorithm: 

 

In the figure 1, the flow chart of cluster head selection in 

Wireless Sensor Network is illustrated below: 

 

 

 
Fig 1: Flow Chart of CH selection using IHS algorithm  

V. Simulation Result and Discussion 

Fig 2 and 3 respectively delineates the life-span after the demise 

of total nodes and the total network life-span, characterized by 

measure of nodes dynamic over cycle (100 nodes, 1000 

rounds). It demonstrates that the IHS convention surpasses the 

aggregated network life time of LEACH, LEACH-C, and CS, 

by about 54 %, 38 %, and 8 % correspondingly. This change 

depends on two reasons. Firstly, with least intra cluster distance 

and optimal CH dispersion over the network, the IHS 

convention indicates enhanced system apportioning. Thus, the 

energy scattered by all nodes for correspondence is lessened. 

Furthermore, the IHS system received in the convention creates 

an arrangement of good exchange offs where the estimations of 

the cost capacity are middle of the road to the network 

prerequisites. 

Fig 4 demonstrates the aggregate sum of information messages 

got at BS by every one of the conventions and algorithms. 

Improved Harmony Search (IHS) enhances the information 

conveyance by elements of 11% over CS, 54% over LEACH-C 

and 161% over LEACH. The thought behind this is, our 

protocol can take the advantage of selecting the high energy hub 

as a CH by mulling over the leftover energy of the CH hopefuls 

furthermore the base distance between the nodes and their CHs 

by actualizing advanced cost capacities. Subsequently, more 

information messages are conveyed to the BS. 

 

Fig 2: Network lifetime for the systems: Leach, Leach-C, 
CS, IHS 

 

Fig 3: Network lifetime for individual protocols 



          

 Fig 4: Entire data received at BS with respect to time 

 

 

VI. Conclusion and Future work 

This paper delineates a various leveled clustering calculation 

with energy-awareness for WSNs utilizing the IHS calculation. 

With a specific end goal to minimalize the intra-cluster distance 

along with improving the energy utilization of the network, the 

IHS algorithm is utilized to make cluster structure. The cost 

function was characterized in a style that takes into count the 

most elevated distance in the midst of the non-CH node along 

with its related CH, and the leftover force of CH hopefuls in CH 

choice algorithm. Reproduction results delineate that the 

proposed IHS based convention gives upgraded network life 

span and shows capacity of conveying more information to the 

BS contrasted with LEACH, LEACH-C and CS based 

clustering methods. Furthermore, the proposed protocol 

produces better cluster development by just as allotting the CHs 

throughout the network zone. The upcoming attempt is to 

extend the work to the cross-layer optimizing in the middle of 

inquiry and directing techniques. Also, it can be stretched out 

by considering multi-hop communication as a part of CHs to 

build energy efficiency. Besides, hybridization of a few other 

learning methods should be possible to decide energy efficient 

cluster structures. 
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Abstract –We consider a non-orthogonal multiple access scheme 

e.g. CDMA based cellular multi-channel cognitive radio network 

(CRN). Here multiple secondary users share a common set of 

channels simultaneously. For such an environment, we develop a 

distributed power allocation approach based on a game theoretic 

formulation among secondary users to satisfy their rate 

requirement. We model the problem using a two-stage leader-

follower game known as Stackelberg game where base station and 

users are considered as leader and followers respectively. Since the 

spectrum is licensed to a primary network, base stations of the 

cellular secondary network should protect primary users against 

interference caused by secondary  communications. We are 

interested for downlink power allocation with pricing that 

maximizes utilities of both BS and CRs in presence of primary 

network. A nonlinear relationship which is developed between bit 

rate and SINR is solved by game theory. Simulation results show 

that our proposed power control scheme provides higher SINR 

levels (or equivalently higher data rates) while consuming lower 

average transmit power of secondary users. 

 

 Keywords–Cognitive radio network(CRN), power allocation, 

non-cooperative game, Stackelberg game, Nash equilibrium(NE), 

pricing, QAM, ASK, PSK and BER. 

I. INTRODUCTION 

Power control of users of cognitive radio is a critical 

issue. Spectral efficiency and Energy efficiency are also 

interdependent with power control. Decreasing power 

consumptions in devices of cognitive radios affects quality 

of services e.g. bit error rate. So adaptive power control 

scheme is required. Earlier solutions are Calculus based 

approach, Convex Optimization, Karush-Khun-Tucker 

solution, Variational-inequality etc[1]. Each of the method 

have many limitations. Such as they are (a) time consuming 

(b) large solution space and (c) failure to solve nonlinear 

constraints. Game theory can  substantially solve the above 

problems. It can also  converge the solution in short time. 

Game has generally two forms non-cooperative and 

cooperative.  

In this paper we apply Stackelberg non-cooperative 

game for power control of cellular cognitive radio network. 

Players of Stackelberg game classified as leaders and 

followers. Here a base station and secondary cognitive 

radios in each cell is considered as a leader and followers 

respectively. Leader(BS) move first and followers are 

secondary cognitive radios(CRs)[2]. Consequently each of 

BSs have more benefit than follower. This paradigm best 

suits for cells of cognitive radio networks. We are interested 

in developing a decentralized scheme for downlink power 

allocation with pricing that maximizes utilities of both BS 

and CRs in presence of primary network. Each BS wants to 

earn higher income from the CRs in its cell while spending 

less transmit power. Each CR is interested in gaining higher 

level of SINR (or equivalently data rate) with high QoS( e.g. 

bit error rate) while paying less to the associated BS. With 

the objective of maximizing utilities and upper bound of the 

power of secondary cognitive radios are such that upper 

bound of bit error rate(BER) is maintained and primary user 

can tolerate interference limit. 

 

II. EXSISTING WORK 

Nowadays application of Game theory in wireless 

communication is one of the substantial matter. Previous 

method of calculus is restricted in finding critical point by 

avoiding point of inflection. Convex Optimization, Karush-

Khun-Tucker solution methods are applied to reduce search 

space and to find optimal solution avoiding suboptimal 

solutions[1]. The above methods fail if any nonlinearity 

exists between two parameters. 

Power allocation of  cognitive radio network has 

generally two forms: Centralized architecture and game 

theory based distributed. A centralized architecture which 

requires more control signals and parameters can difficult to 

control and computationally hard . A user based distributed 

architecture easy to control but sometimes gives suboptimal 

result[3]. However, the latter more preferable as it is 

computationally easier and requires less power thus also 

energy efficient. 

 Power of spectrum sensing and power allocation of 

nodes are considered now simultaneously. In [4], the authors 

formulated as a distributed non-cooperative power 
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allocation game to maximize the total throughput of the 

cognitive radio users thus optimizing jointly both the 

detection operation and the power allocation. They took into 

account the influence of the sensing accuracy. In [5] the 

authors proposed an algorithm based on the VCG (Vickrey–

Clarke–Groves) model in a non cooperative game for 

spectrum allocation. They done this between secondary 

transmissions that guarantee a required minimum data rate 

for both PUs and SUs, assuming a fixed value of the bit 

error rate. In[6], the authors considerd a sensing-based 

spectrum sharing scenario in cognitive radio networks 

where the overall objective is to maximize the sum-rate of 

each cognitive radio user by optimizing jointly both the 

detection operation based on sensing and the power 

allocation.They took account the influence of the sensing 

accuracy and the interference limitation to the primary 

users. The resulting optimization problem for each cognitive 

user is non-convex, thus leading to a non-convex game.Thus 

they presented a new challenge when analyzing the 

equilibria of this game where each cognitive user represents 

a player. 

At present Stackelberg non-cooperative game is 

widely used for resource allocation of cognitive radio 

network. Stackelberg game has three forms. They are as 

follows: (a) multiple leaders and multiple followers, (b) 

single leader and multiple followers and (c) single leader 

and single follower. Our problem is best suitable with 

second form[2]. Because in each cell of cognitive radio 

network there is one base station(BS) and multiple cognitive 

radios(CRs). 

In [7] the authors addressed the application of 

game theory to resource management of a cognitive network 

in the downlink side. As the optimum resource allocation 

problem is NP-hard, they used game theory to propose a 

distributed scheme for power allocation to guarantee 

communications of primary networks and provide required 

signal-to-noise plus interference of cognitive radios. In 

return, each base station charges the cognitive radios in its 

cell for their provided received SINR. They modelled the 

problem using a two-stage Stackelberg game. 

From engineering point of views cellular type 

network is feasible. It has less information overhead[8].  

Additional information theoretic facilities is added to such a 

network. We consider multiuser with multichannel in each 

cell of cognitive radio network .Co-exist of multipleuser in a 

channel increases spectral efficiency. Power control should 

meet the following requirements: (a) Secondary users rate 

requirements :  Power consumption  should such that users’ 

total rate be greater than a specified limit thus poorer 

channels get benefit. (b) Channels’ Rate requirement: Power 

consumption  should such that channels’ total rate be less 

than a specified limit. (c) Channels’ power requirement: 

Power consumption  should such that channels’ total power 

should be less than a specified limit such that primary users 

can tolerate interference[9]. All these requirements are often 

contradictory with each other. 

 We solve this problem by applying Stackelbergh game 

and gets equilibrium named as Stackelbergh 

equilibrium(SE)[11]. If a single user deviate from the 

equilibrium but utility does not change then the equilibrium 

is called nash equilibrium(NE). If single point satisfy both 

the equilibrium  conditions then power allocation among the 

users minimized. We also consider bit error rate constraints 

for three modulation schemes. The modulation schemes are 

as follows: quadrature amplitude modulation (QAM), 

amplitude shift keying (ASK) and Phase shift keying (PSK)  

scheme with an adaptable modulation order M. Thus quality 

of service is assured.  This is our main goal. In previous 

works either QAM or PSK modulation scheme is studied in 

[9] and [12].   

 So, in this paper our contributions is as follows: 

 Minimize Problem search space, Satisfy QoS 

(BER) and solve linear and nonlinear relation by 

Game theory for three modulation scheme QAM, 

ASK, PSK and compare their performances. 

 Gives user based distributed solutions thus 

computational complexity reduces. 

  

III. GAME AND SYSTEM MODEL 
 

A. STACKELBERG GAME  
 

 There are two types of players in Stackelberg strategic 

game. They are as follows: leaders and followers. The 

leader moves first and then the follower  moves next. 

Therefore, knowing the leaders move,  the follower chooses 

a strategy to optimize its own objective function (e.g. utility 

function). This is lower level. 

  By predicting the optimal response of the follower the 

leader, thus, has to optimize its own objective function (e.g. 

utility function). This is upper level of solution. 

 As in our power allocation problem CRs choose their 

requested SINR based on the unit-prices previously 

announced by BSs, we conclude that the strategies of CRs 

depend on strategies of BSs that move first. So, the 

Stackelberg game suits for modeling our problem best[7].  
  

                            B. SYSTEM MODEL 

 We consider non-orthogonal multiple access scheme 

e.g. CDMA applied to a underlay cognitive radio network 

with a total of M secondary CRs and L channels in a typical 

cell. There are some assumptions about system model, (1) 

each channel can be used simultaneously by multiple 

secondary CRs via some form CDMA access scheme; (2) a 

single secondary user can use multiple channels at the same 
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time to meet their rate requirements; (3) every active SU 

radio has an upper limit on power and rate (bits/channel use) 

at which it can receive; (4) all SUs employ quadrature 

amplitude modulation (QAM), amplitude shift keying 

(ASK) and Phase shift keying (PSK)  scheme with an 

adaptable modulation order M; (5) simple path loss model 

for channel has been assumed; (6) each user has a minimum 

rate and BER constraint that needs to be maintained and (7) 

an interference temperature threshold to protect possible 

primary user transmission on any channel.  
 

 The strategy of each BS is to determine the unit-price 

for each of its CRs and strategy of each CR is to determine 

the expected SINR level. Each BS tends to earn more utility 

from the CRs in its cell while spending less transmit power 

to them. Each CR is interested in gaining higher SINR level 

(or equivalently data rate) which paying less to the BS of its 

cell[7]. As a result, the utility functions of BS and CRs can 

be defined as follows: 
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Where i  is the unit-price determined by BS for charging 

CRi and i (k) is level of provided received SINR for which 

is a function of p (the vector of powers). The utility function 

of each CR can be written as: 
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TABLE I 

NOTATIONS  

i  
Pricing factor of i-th user that is broadcasted by BS 

)(ki  
SINR per bit for i-th user in k-th channel 

)(ksN  
Number of users for k-th channel 

)(
2

k  
Noise variance in k-th channel 

ij,  
Orthogonality factor between users j and i 

)(, kiih  
Power gain from i-th transmitter to i-th receiver in k-th 

channel 

)(, kmih  
Power gain from i-th transmitter at location m in k-th 

channel 

)(kip  
Transmit power per bit of i-th user in k-th channel 

)(
max

kip  
Maximu transmit power per bit of i-th user in k-th channel 

)(kthI  
Interference temperature constraint in k-th challel 

)(kib  
Rate of i-th user in k-th channel 

)(
max

kib  
Maximum rate of i-th user in k-th channel 

)(k
u
chR  

Maximum rate supported by k-th channel 

l
iR  

Minimum required rate for i-th user 

)(, kiep  
BER for i-th user in k-th channel 

th
iep ,  

BER threshold at receiver for i-th user in any channel 

 

 

IV. RESOURCE ALLOCATION FRAMEWORK  

 Power and rate constraints of secondary CRs described 

in [9] has a centralized optimal solution. But it cumbersome 

and computationally  ineffective. We have converted this to 

a game which is user based distributed approach. Here the 

set of power and rate of BS(leader)  and CRs(followers) are 

nonempty, compact and approximately convex. In (1) and  

(2) both the utility functions are linear which can be 

considered as concave. Hence we have existence of a 

Stackelberg NE. It is simple to show that distributed 

algorithms, which the system can converge to Stackelberg 

equilibrium. In [10]-[11] the authors showed convergence of 

CRs to Stackelberg NE using the concept of a potential non-

cooperative game. 
 

 It is easy to verify that the power allocation played by 

CRs and BS is a potential game with potential function in (1) 

and (2) which they try to maximize, 
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 The strategy spaces of CRs and the power game of the 

BS are compact and convex sets and the potential function f 

is continuous. Hence there exists at least one NE for the 

game for each price i . Also the best response iteration 

converges to a Nash point[7] and [13]. 

 

V.PRACTICAL SOLUTION  

A. GAME FORMULATION 

 The formulation of the proposed Stackelberg game can 

be decomposed into two levels: lower level of the CRs and 

upper level  for the BS. 
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     1)Lower level: Given the BS’s transmit power, the CRs’ 

non-cooperative sub-game can be formulated as strategic 

non-cooperative  game. 

        In CR networks, the CR transmitters interact with each 

other. Hence, game theory suits best  to analyze the behavior 

of the system. In game theory, the QoS that cognitive user 

received is referred to as utility function and cognitive users 

are the players of the game that finds to maximize their 

utility. The formal non-cooperative power control game of 

CR system can be defined as 

follows.

  )6((.)}{},{},{, iii UbpG 

where }....,..........3,2,1{ N  is the players (CRs) 

index set, ],0[ max

ii pp   represents the transmission 

power strategy set of user ,i  and 
max

ip  represents the 

maximum transmission power of user ,i . ],1[ max

ii bb   

represents the transmission bit rate strategy set of user ,i  

and 
max

ib  represents the maximum transmission bit rate of 

user i . Conventionally, a single parameter formulates the 

search space. But in this game the search space constitutes 

two parameters and the whole space is the product of power 

and rate. For ease in presentation, we define the action for 

user ,i  as  

  ,
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ii bpy   
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ii Lppp )]().....2()1([
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i

b 1
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ii Lbbb  

We consider utility function of user i as in (2)  
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where iy , is the union set of all other users actions and 
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ii yyyyy ]......[ 11   . The non-cooperative game 

formulation to determine transmit power and rate can be 

formally stated as  
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 From the resource allocation framework [6] the system 

constraints formulate non-cooperative game. We take a 

conservative approach to satisfy those constraints in the 

game formulation.  

 First assumption the total interference caused by all 

CRs in a channel is divided equally across all CRs in that 

channel. This approach results in changing maximum limit 

on transmit power for each CR. In (13), this is captured in 

constraint CG1. In the game G , maximum limit on power  

)(max kp g

i =Min( )(max kpi , Upper_bound_p)               (9)                        

and the upper bound obtained from bound corresponds to 

Ith(k)/(hi,mNs(k)) for location m. As an example using Table 

V 

)(max kp g

i =Min(6,Ith(k)/(hi,mNs(k)))                                (10) 

 Second assumption total supported rate in a channel is 

also divided across all CRs in that channel. This approach 

results in changing maximum limit on possible rate for each 

CR. In (8) this is captured in constraint CG2 in the game G, 

the upper bound on maximum limit on rate  

)(max kbg

i =Min( ))(( max kbi ,Upper_bound_b)             (11)                                           

 and the upper bound obtained from bound corresponds to 

))(/()( ksNk
u
chR . As an example using Table V 

)(max kbg

i =Min(5, ))(/()( ksNk
u
chR )                                 (12) 

 Here argqC  calculated from the following BER formula 

for the modulation scheme using Table V 

for QAM 
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  for ASK 
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 for PSK 
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Here, )(xQ  is defined as  def x

2/2
 

  In summary, based on local information, in order to 

minimize total power consumption, maximize rate, and 

maintain QoS( BER), we formulate a game to determine 

suboptimal distribution of power and rate that a secondary 

user has to employ across the channels. 

      2) Upper level: For the BS, if it can be CRs’ expected 

reactions to its action, we are to maximize the utility 

functions (1) of BS. 
 

B. ANALYSIS OF THE GAMES 
  

Algorithm 1 Algorithm to reach Stackelberg NE for the 

game G 

Input: maxt ,  ,M, L, )(
max

kip , )(
max

kib ,
th

iep ,  and )(k
u
chR ; 

Output: 
t

ip ; 

Stopping counter, t = 1; 

doi
t
ip

t
ip

t
iportt )),

1
/

1
(max(while 


        

problemonoptimizatiExecute%  

for doMi ,...,2,1  

for doLk ,...,2,1  

Measure the interference and noise power 
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across the intended channels; 

end for 

Solve optimization problem(8) and obtain
t

ip and ;t

ib  

end for 

for doMi ,...,2,1  

Transmit ;t

ip  

end for 

;1 tt  

end while 
 

 Comparing distributed approach with centralized 

scheme we find that the user-based distributed approach is 

more attractive than centralized scheme in terms of 

information exchange requirement. As the centralized 

scheme requires information about all users and channels in 

the network it incurs a high communication overhead and 

poor scalability in CRN with large number of CRs.  The 

required amount of information exchange in centralized 

scheme is O(M2). As a result, whereas, in the developed 

user-based distributed approach, each CR requires only local 

information- (i) possible number of users at next time 

instant kkN s ),( and measurement of interference and 

noise power.  

 

TABLE II 

SPECTRUM USAGE PATTERN ACROSS CHANNELS 

Channel, 

K 

1 2 3 4 5 6 7 8 9 10 11 

User, 1 1 1 1 0 0 1 1 0 0 0 1 

User, 2 1 0 1 0 0 1 1 0 0 0 1 

User, 3 0 1 1 0 1 1 0 0 1 0 1 

User, 4 0 1 1 0 1 1 1 0 1 1 1 

User, 5 0 1 1 1 1 1 1 1 1 1 1 

User, 6 0 1 1 1 1 0 1 1 1 1 1 

User, 7 0 1 0 1 1 0 1 1 0 1 1 

User, 8 1 1 1 0 1 0 1 1 0 1 1 

User, 9 1 0 1 0 1 0 1 1 0 1 1 

User, 10 1 0 1 0 1 1 0 1 0 1 1 
 

 

TABLE III 

CHANNEL QUALITY PARAMETERS  
 

 

Channel, K 1 2 3 4 5 6 7 8 9 10 11 

)
3

10(),(
2 

k  6 5 4 3  3.5 7 5 5 6  4.5  5.5 

 

 

VI. NUMERICAL RESULTS  
 

 We study the performance of lower level of Stackelberg 

game which is a non-cooperative game of cognitive radio 

network. In the simulations, we assume that there are L = 11 

available channels and a total of M = 10 secondary users. 

Table III provides information on the channel quality for all 

L channels. Table IV lists the minimum rate requirement for 

each SU [4]. Finally table V contains all other system 

parameters that are relevant to our resource allocation 

framework.  

TABLE IV 

MINIMUM RATE REQUIREMENT OF USERS  
 

User, i 1 2 3 4 5 6 7 8 9 10 

l

iR  9 4 5 13 10 8 14 6 11 9 
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Table V 

SYSTEM PARAMETERS 

ii 
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Fig 1. Allocation of total transmit power and total rate of CRs for ASK.. 

 
Fig 2. Comparison of total transmit power and total rate for Game Theory 

of CRs for QAM, ASK. and PSK respectively. 

 

Based on all this information, our objective is to find the 

optimal transmit power and rate that each of the CRs should 

employ to guarantee their QoS(BER) through our user-

based distributed approach. 
 

Fig 3. Comparison of total transmit power and total rate for Centralized 

Scheme of CRs for QAM, ASK. and PSK respectively 

 
Fig 4. Allocation of transmit power and rate with channel noise, variance 

and SINR for ASK. 

 Fig. 1(a) shows the allocation of total transmit power 

across users from both centralized from paper [9] and 

distributed (8) schemes, respectively. Fig. 1(b) shows the 

allocation of total rate across users from both centralized 

from paper [9] and distributed (8) schemes respectively. We 

see from Figs. 1(a) and 1(b) that both total allocated power 

and rate across users in distributed case are comparable to 

centralized scheme. Because in the game (8) maximum limit 

on power  is set as the minimum of maximum usual limit on 

power  and the upper bound. The upper bound can be 

obtained from dividing interference temperature threshold 

by the product of channel power gain at some location and 

possible number of users at next time instant as explained in 

(10). For the above approximations distributed solution 

gives less power than the counterpart. Additionally, our 

proposed distributed resource allocation scheme is 

successful in meeting minimum rate requirements for all 

CRs. The reason is obvious from the proposed user-based 

optimization problem formulation (8) after checking the 
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feasibility of the optimization problem solution. The 

feasibility is determined by user minimum rate requirement 

(constraint (CG3). For each user, if the optimization 

problem is feasible, the distributed scheme is guaranteed to 

be successful in meeting the rate requirements for all CRs. 

Fig 1(b) clearly indicates that the proposed game statistics 

ensure the minimum rate requirement for all users. 

 Fig 2 presents the of total transmit power across users 

of distributed scheme for QAM, ASK and PSK modulation. 

From the constant Cqarg  calculated in [3] for QAM, ASK 

and PSK, we can predict that the QAM has the lowest power 

allocation and the PSK has the highest power allocation. 

Consequently the rate of three modulation schemes have the 

similar properties. Similar representation for centralized 

scheme is shown in Fig-3. 

 Fig.4 presents the transmit power and rate allocation 

across channels for user 5 from the proposed distributed 

scheme(8) along with centralized scheme in [9]. The 

channel noise variance and resulting SINR are also shown 

for reference. User 4 operates on channels 2, 3,4, 5, 6, 7,8, 

9, 10 and 11. A game theory does not always give optimal 

result. We can observe the effect in the channel 6. Here 

game theory requires more transmit power.   
 

 Fig. 5(a) and 5(b) show the resulting total interference 

power and allocation of total rate, respectively, across 

channels from distributed scheme along with upper limits. 

We see from Figs 5(a) and 5(b) that both resulting total 

interference power and total rate across channels do not 

violate the corresponding upper limits. That is, the 

conservative approach based on constraints CG3 and CG4 in 

the proposed distributed case is successful in satisfying the 

system constraints in [9]. 

 Upper limits in channels are used for fairness. The main 

purpose is to satisfy the requirement of individual users 

which is shown in fig: 1 to be satisfied. 

 
Fig. 5. Total interference power and total rate across channels 

 

VII. CONCLUSION 

Nowadays Game theory based distributed approach is used 

for its easier implementability. In this paper, we consider the 

problem of power allocation to maximize utilities of users 

(BS and CRs) in a cognitive radio network that is suitable 

for Stackelberg Game. Using game theory, we propose a 

distributed power control scheme to protect primary users 

from interference while providing  maximum possible 

utilization of base stations and cognitive radios. In addition, 

the received SINR level of CRs determined by the level 

requested by each individual CR. The proposed utility 

functions have led to a distributed architecture which is 

more realistic model. Numerical results are presented to 

prove the effectiveness of the proposed distributed 

algorithm. 
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Abstract—In bioinformatics to identify evolutionary relationships 

two sequences are matched to find similarities. Smith Waterman, 

a dynamic algorithm, is a common choice to carry out this 

alignment process. However, with the exponential growth of 

protein databases this algorithm’s time complexity increases. The 

demand of bioinformatics for their tasks to speed up is very high. 

Even a slight seed up in computation would be very helpful in the 

field of bioinformatics. Thus, for a lot of the scientists this 

algorithm might not be the first choice. In today’s world the most 

popular and used bioinformatics tool is the BLAST (Basic Local 

Alignment Tool). BLAST, similar to Smith Waterman algorithm, 

is an alignment algorithm for scanning proteins from protein 

databases. This paper analyzes both the algorithms in a parallel 

environment with the help of NVIDIA GPU. For our experiments 

we utilized a GeForce GTX 660 NVIDIA GPU and env_nr 

dataset. Experimental results show that parallel implementation 

of BLAST algorithm mostly range 2-5 times faster than parallel 

Smith-Waterman. 

Keywords-CUDA, GPU, BLAST, HSP, HSA, NCBI.  

I. INTRODUCTION 

Basic Local Alignment Search Tool (BLAST) is the most 
popular alignment algorithm in the world of science today. The 
algorithm uses dynamic programing which utilizes well 
defined mutation scores. This method is more than an order of 
magnitude faster than the existing heuristic algorithms [1]. It 
has been cited over 25,000 [2] and over 21,000 [3]. For such 
popularity US National Center for Biotechnology Information 
(NCBI) plays the most important role. NCBI provided a 
platform over the internet for everyone’s reach. Now any 
general person can go on the website of NCBI and get results 
for their queries. It is noted that hundreds and thousands of 
queries are being processed every now and then using the 

platform provided by NCBI. This increase BLAST’s usage by 
2 to 3 times [4]. 

On the contrary, Smith Waterman is also a dynamic 
algorithm but isn’t used as much as BLAST. This algorithm 
generates more accurate results than what BLAST produces. 
However, its accuracy is maintained at the expense of 
computation time and computer power [5]. Computation speed 
is the burning topic in today’s world. How fast a task can be 
processed is the main challenge. One of such other challenges 
is searching through long detailed databases. With the 
exponential growth of protein databases demand to accelerate 
searching through such huge databases is very high. NCBI is 
having tremendous breakthroughs in this particular field. 
However, NCBI uses sequential search for the queries. With 
the availability of Graphics Processing Units (GPUs) it can be 
assumed that using its parallel techniques BLAST algorithm 
can have a faster processing time. An implementation of 
BLASTP algorithm is handled by GPU using Compute Unified 
Device Architecture (CUDA), CUDA-BLASTP. It is claimed 
that in CUDA architecture they have managed to achieve 
speedups of 10 times compared to sequential NCBI BLAST 
2.2.22 on a GeForce GTX 295. It is also 3-4 times faster than 
multithreaded NCBI BLAST on an Intel Quad-Core processor 
[4]. Similarly, mpiBLAST is an open-source sequence tool that 
parallelizes the NCBI BLAST toolkit. It uses the database 
segmentation approach and the master-worker style. It achieves 
significant speedups in small or moderate number of processes 
[6]. On the other hand researchers started to implement Smith-
Waterman in GPUs as well. CUDASW++ 2.0 has managed to 
achieve an average performance of 9.509 GCUPS on single-
GPU version and an average performance of 14.484 GCUPS 
on dual-GPU version [5].   
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Hence there are scopes to speed-up the process and meet 
the demand of accelerating it. This paper demonstrates both the 
alignment algorithms. Also, it illustrates how this task is 
handled by a GPU using CUDA. CUDA by NVIDIA, a parallel 
computing architecture uses parallel compute engine in 
NVIDIA GPUs to solve many computationally intensive 
problems in a more efficient way than on Central Processing 
Unit (CPU) [7]. Using its parallel techniques we demonstrate 
how computation can speed-up. The database used in this 
research is taken from the NCBI website 
ftp://ftp.ncbi.nlm.nih.gov/blast/db/FASTA/env_nr_gz. 

The remainder of the paper is organized as follows - 
Section II displays the architecture of a NVIDIA GPU, features 
of CUDA, Smith-Waterman algorithm and BLAST algorithm. 
Section III provides a detailed explanation of the 
implementation of the algorithms. The results of the 
experiments carried out and their analysis are included in 
Section IV. Finally Section V concludes the paper.      

II. BACKGROUND STUDY 

A. GPU Architecture and CUDA  

GPU is considered to be efficient and have a better 
performance. Comparing to a CPU, a GPU provides a better 
performance because it offers a higher peak GFLOPS (Giga 
floating-point operations per second) [8]. The GPU that we 
used for the experimentations is GeForce GTX 660. Generally 
a GPU device has several multiprocessors with several 
processors inside each of them. Figure 1 enlightens it. There 
are mainly two types of memory in GPU. One is on-chip 
memory and the other is off-chip memory. The on-chip 
memory has low access latency but a relatively small size. On 
the other hand the off-chip memory has larger size and also 
higher access latency [9]. Moreover, these microprocessors 
contain the shared memory and caches, along with registers. 

 

Figure 1. General architecture of a GPU. 

CUDA introduced by NVIDIA is a general purpose parallel 
computing platform and programming model [10]. The CUDA 
functions are called kernels. Unlike C functions that run only 
once this kernel runs N times in parallel by N different CUDA 
threads. Each thread that executes the kernel is given a unique 
thread ID. The threads are organized in a hierarchy consisting 
of blocks and grids. When calling a kernel function the size of 
the blocks and the number of threads per block are specified. 
An example of the function to call kernels is presented as:  

kernel<<<numBlocks, numThreads >>>(parameter’s list). 

 

B. BLAST Algorithm 

Before BLAST, FASTA was developed by David J. 
Lipman and William R. Pearson in 1985 [11]. Besides fast 
algorithms like BLAST and FASTA, Smith-Waterman 
algorithm was used to search protein databases which 
guarantee the optimal alignments of the query and database 
sequences unlike BLAST and FASTA. However, the heuristic 
approach of BLAST algorithm is overall a lot faster. So, due to 
such highly populated protein databases Smith-Waterman 
search is both time consuming and computer power intensive.  

So as mentioned earlier BLAST is the most popular 
heuristic search algorithm for protein scanning. Unlike Smith-
Waterman algorithm where the entire sequence is compared 
BLAST locate high scoring short matches between the query 
sequence and the subject sequence [9]. Due to this the accuracy 
of BLAST decreases to some extent but then the processing 
speed increases exceptionally than Smith-Waterman. The Blast 
algorithm mainly has four stages [12]. The first stage is the hit 
detection where the query sequence is matched with the subject 
sequence in order to find matches. The query sequence is 
broken down to user defined size word lengths (W). Then the 
words are compared with subject sequences to detect 
similarities. The hits are then scored using the blosum62 
scoring matrix. A sample snap shot of blossom62 is presented 
in Figure 2.  

 

Figure 2. The scoring matrix, Blossum 62. 

The hits are not necessary to be exact matches, similar 

matches is also accepted as long as the score of that hit is 

greater than a certain threshold (T). These are then saved in an 

efficient data structure such as a lookup table. 

In stage 2, the remaining hits are now sent to this stage for 

further processing. The hits are extended in both directions 

ftp://ftp.ncbi.nlm.nih.gov/blast/db/FASTA/env_nr_gz


and as long as the accumulated score is increasing the 

extension is carried on. As soon as the score starts to decrease 

we stop. This is called un-gapped extension. The result is 

HSPs (highest scoring pairs). A sample of un-gapped 

extension is presented in Figure 3. 

 

 
 

Figure 3. Un-gapped extension. 

 

Consequently in stage 3, the HSPs sent to this stage are 

then extended further. However, unlike the last stage here gaps 

are allowed. With each gap there is a penalty. This is called 

the gapped extension. Finally in stage 4, scores all the 

alignments again from the previous stage. Once done scoring 

it produces the top scores. This is called the gapped alignment 

with trace-back. The entire BLASTP algorithm is enlightened 

in Figure 4. 

 

 
Figure 4. An overview of BLAST algorithm. 

 

In Figure 4, the query sequence and the subject sequence is 

compared. We can see there is an exact match in the sequence 

AAL. This is the stage one where the hit is detected. In the 

next stage the un-gapped extension is performed on pairs of 

high-scoring segment pairs (HSPs). Here, the initial match in 

extended in both directions until there the overall accumulated 

score starts to decrease. In stage 3, the un-gapped extension is 

extended using a gapped alignment [13]. To determine the 

level of the alignment a scoring matrix and a threshold value is 

used. Finally, in the last stage a trace-back algorithm is used to 

produce and score the alignments. 

 
The time complexity of this particular algorithm is [14]: 

O(M) + O(MN) + O(1) = O(MN). 

Where, M is the number of look ups in the hash table to 
finds seeds and N is the length of the query sequence. Also, 
because calculating the statistical significance of HSP is a 
constant time operation, these have a complexity of O(1). 

 

C. Smith Waterman Algorithm  

In 1981 before BLAST or FASTA were written Smith and 

Waterman suggested Smith-Waterman algorithm [15]. Later in 

1982 Gotoh improved the algorithm [16]. This is a local 

alignment algorithm. Thus it matches the highest similarities 

between two proteins instead of the aligning the entire two 

proteins. Assuming two query sequences S1 and S2 having 

lengths m and n. The two sequences are arranged in a matrix 

form with m+1 rows and n+1 columns. Initially the first row 

and column are set to 0. Then the similarity matrix is 

computed for 1<= i <= m, 1<= j <= n using the formula as 

shown below. At last the trace back is performed to calculate 

the final overall score. 

 

There are mainly three steps to run this algorithm, they are: 

 

1. Initialization.  

 

M (0, j) = 0; 

M (i, 0) = 0; where M is the similarity score matrix. 

 

2. Filling the matrix, M. 

 

 (   )     {

  
 (       )    

 (     )    

 (     )   

}              

 

Where, 

a = match/mismatch value 

d = gap penalty 

m = length of a sequence 

n = length of another sequence  

 

3. Trace back the sequences for a suitable alignment. 

 

     * (   )+; 
traceback(F); 

 

 

The time complexity of this algorithm is [14]:  

 

O(M+N) + O(MN) + O(MN) = O(MN). 

 

Here M and N are the length of the sequences. O(M+N) is 

for initialization. For filling the matrix the time complexity is 

O(MN) whereas for trace back it is O(MN). 

 

III. EXPERIMENTAL SETUP 

For our experiments CUDA Toolkit 7.5 is used and 
NVIDIA GeForce GTX 660. All the experiments are 
conducted in a personal computer (PC) with the configuration 
Intel(R) Core i7-4470 CPU @3.4 GHz, 16GB RAM, running 
Ubuntu 14.04.  



A. BLAST CUDA 

Figure 5 demonstrates a detailed implementation of 
BLASTP algorithm. It brings light to what part of the code is 
sent to GPU for execution. Stages 1 and 2 of BLAST algorithm 
are processed in GPU namely hit detection stage and un-
gapped extension. First and foremost the CPU takes the query 
sequences. Then it sorts the database according to the number 
of subject sequences it contains. This helps in balancing the 
load among the threads. So, no threads in the same wrap 
(cluster of threads that can execute in parallel) work on subject 
sequences with large length difference. Later, the database is 
sent to kernel for calculating the HSP pairs. Once done, High 
Scoring Alignments (HSAs) are computed out in the CPU 
using gapped extension. At last final calculations are made and 
the results identical to NCBI-BLAST are displayed. 

 

 

Figure 5. The experimental setup of BLAST algorithm. 

 

 Input 

The three main inputs of BLAST are the query sequence, 

database where the subject sequences are stored, and threshold 

value at which an alignment must score to avoid being cut off. 

 Kernel Call 

Stage 1 and stage 2 are mainly performed in this kernel. At 
first the query sequence inputted is broken down to several 
words of length 3. The protein database is stored in the global 
memory of the GPU. Kernel is then called and the 3 letter 
words are sent to corresponding threads with a batch of the 

database. There each word is matched with the subject 
sequence. Whenever a match is confirmed un-gapped extension 
is carried out. This generates HSPs. Finally, the HSPs are read 
back to the host (CPU) for further processing. An overview of 
the first kernel is enclosed in red dotted box in figure 5. 

 CPU Readback 

The HSPs are read backed to the CPU. Here the later part 
which is the gapped extension is processed. The results of 
gapped extension are HSAs. HSAs are filtered if they fail to 
overcome the threshold value. Finally, after trace backing the 
final results are outputted on the display. 

 

B. Smith-Waterman CUDA 

This algorithm is very time consuming as matrices are 

generated against every subject sequence from the database. 

Thus running this algorithm in GPUs is preferable as GPUs 

are designed to compute matrices. The implementation of 

smith-waterman algorithm is illustrated in Figure 6.  

 

 

Figure 6. The experimental setup of Smith-Waterman Algorithm. 

 

The operations in doted blocks are carried out by GPU and 

the rest of the blocks are performed by CPU. Similar to the 

BLAST CUDA implementation the database is sorted so no 

threads on the same cluster work on subject sequences with 

large length difference. Each thread in the GPU is assigned to 

fill in the similarity matrix against one sequence from the 

database. Once done matching the similarity between the 

sequences the matrix is saved in the local memory. Then the 

third step of the algorithm is performed which is trace back. 

First the thread figures out the maximum value in the matrix 



and starts tracing back till it reaches zero. At last along the line 

of the trace back the alignment found is scored. Then the 

alignments with scores are read back to CPU where it 

organizes the results and displays it. 
 

IV. EXPERIMENTAL RESULTS ANALYSIS 

The env_nr database we used is of 1.5 GB. Our input query 
sequences are of yeast and that too retrieved from the NCBI 
website. The database has a total of 6,891,928 sequences; 
1,364,236,057 letters. We varied the query length sequence 
from 26 to 1002.  

At first we carried out a test to figure out the optimal block 
and thread size to carry out our experiments. Firstly, we kept 
block size constant and varied the thread size. Then we 
changed the block size and completed the task again.  

 

Figure 7. Comparison of execution time varying block and thread sizes. 

 

To find the optimal thread and block sizes we used the 
Ubp6p protein sequence which is of length 499. The graph 
generated is shown in Figure 7. For the last value which is 
marked as X, the GPU we used runs out of global memory to 
finish the task. GeForce GTX 660 has a memory space of 2 
GB. Thus a GPU with a higher global memory will give the 
result. Similarly when we tried the same job with a larger 
sequence of length 1002 any thread size greater than 256 shows 
the unavailability of memory space. Finally, we conclude to 
complete the experiments with keeping the block size constant 
at 256 while changing the thread size twice 128 and 256.  

According to our results BLAST performs much faster than 
smith-waterman algorithm. When using 256 block size and 128 
numbers of thread on each block BLAST is around 2-5 times 
faster than smith-waterman shown in figure 8. On the other 
hand in figure 9 when the block and thread sizes are changed to 
256 and 256 respectively BLAST perform with a speed of 1.5-
4.5 times faster.   

 

 

 

TABLE 1. EXECUTION TIME OF UBP6P PROTEIN IN BLASTP. 
THREAD SIZE IS VARIED WITH BLOCK SIZE. 

 

Thread size Time for block 
size 256 

Time for block 
size 512 

32 48.709 43.422 

64 16.131 13.495 

128 9.538 9.141 

256 9.235 9.154 

512 9.201 9.133 

1024 5.505 X 

  

 

Figure 8. Comparison of runtimes of both the algorithm using Table 2. 

 

TABLE 2. RUNTIME IN SECONDS FOR BOTH THE ALGORITHMS 

USING 256 GPU BLOCKS AND 128 THREADS. 

 

Query 

Sequence 

Length 

GPU 

blocks 

GPU 

threads 

BLAST 

CUDA 

SW 

CUDA 

26 

(SCY_4187) 

256 128 2.432 11.615 

499 

(Ubp6p) 

256 128 9.699 28.482 

752 

(Gcn20p) 

256 

 

128 22.370 36.799 

1002 

(SAP155) 

256 128 24.585 45.749 

 



   

Figure 9. Comparison of runtimes of both the algorithm using Table 3. 
 

TABLE 3. RUNTIME IN SECONDS FOR BOTH THE ALGORITHMS 

USING 256 GPU BLOCKS AND 256 THREADS. 

 

Query 

Sequence 

Length 

GPU 

blocks 

GPU 

threads 

BLAST 

CUDA 

SW 

CUDA 

26 

(SCY_4187) 

256 256 2.446 11.531 

499 

(Ubp6p) 

256 256 9.185 28.420 

752 

(Gcn20p) 

256 

 

256 21.963 25.764 

1002 

(SAP155) 

256 256 23.773 34.821 

 

TABLE 4. RUNTIME OF BLASTP IN SECONDS FOR CPU AND GPU. 

 

Query 

Sequence 

Length 

BLAST 128 BLAST 256 BLAST 

CPU 

26 (SCY_4187) 2.432 2.446 4.189 

499 (Ubp6p) 9.699 9.185 27.474 

752 (Gcn20p) 22.370 21.963 45.494 

1002 (SAP155) 24.585 23.773 54.652 

 

Since BLAST is the most used algorithm we did more 
experimenting with it. We ran the entire algorithm in CPU and 
compared the results with that obtained using GPU. The results 
are portrayed in figure 10. BLAST 128 means block size 256 

and thread size 128. While BLAST 256 means block size 256 
and thread size 256.  

 

Figure 10. Comparison of runtimes achieved by CPU and GPU using Table 4. 

V. CONCLUSION 

This paper examined how much BLASTP algorithm and 
Smith-Waterman varies from each other in computation time 
using the parallel techniques of CUDA. We have collected the 
database of protein from NCBI and CUDA Tool kit 7.5 is used.  
It is 2-5 times faster than the BLAST. Smith-Waterman being a 
very exhaustive algorithm while performing in CPU is being 
handled pretty well in GPU. It still gives good results 
compared to BLAST CUDA. However, falls short in execution 
time. On the bright side, smith-waterman gives more accurate 
results than BLAST. Thus, while choosing which algorithm for 
their alignment task one has to decide based on accuracy or 
execution time. One of the limitations of our research is that we 
failed to record the time of Smith Waterman in CPU. The CPU 
we used were not powerful enough to process matrices of all 
the sequences in the database. Nevertheless, we hope our 
results will motivate others to work on GPUs because in 
today’s world being fast is important.  
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Abstract—Shopping is a major part of this modern era for both
Men and Women. CHAAR1 App dynamically help the users to
find out their desire and favorite products. Besides it will give
the notification about the shops which will have sale when users
are around that shops or market. Moreover, this App will show
the route between the users location and the market by using
Google Map. The Seller can promotion their products which is
in sale or new in the market so that the buyers can easily track
their favorite products. In addition, it will help the users to save
their time and energy for shopping.

Keywords: Location Based service, GPS, Google Map, Android,
Mobile App.

I. INTRODUCTION

The booming growth of the mobile devices2 taught us
the importance of staying connected anywhere any place.
Now anyone can be reached around the globe if that indi-
vidual is carrying a mobile device having voice and/or data
connection enabled. The advancement of technology made
all this possible. Today’s mobile phones are equipped will
functionalities that are much beyond voice and SMS. Recent
mobile phones are much more powerful than some of the
personal computers (PCs) may be 10/12 years back and
enabled with the capabilities running much more calculation
intensive applications (Apps). Along with the functionalities
of data services (such as email, browsing,etc) there are another
service that modern mobile phones can provide such as sense
of device location. With built in receiver, mobile phones
access global positioning system (GPS3) satellites to detect
it’s location accurately (around 10/ 50 meters error). This
feature opens up a new domain called location based services
(LBSs) [1] where a user can have information based on the
location of the mobile phone. When initially introduced, LBS
where limited to product advertisement, such as promotional
offers in a market place or in airport lounge etc. New and
emerging LSB enabled application applications are in huge
demand from the user domain [2]. In emergency situation
when the current location is very important to pinpoint the
affected area, location based information or service comes to
rescue. System such as alerting the fire brigade in an event of

1CHAAR is Bangla for SALE in English
2http://data.worldbank.org/indicator/IT.CEL.SETS.P2
3http://www.gps.gov/

a fire, location based service allows the fire fighters to locate
the victims. Similarly in the need of emergency blood, a blood
bank can locate potential individuals of particular blood groups
using location based service 4.

In this paper, we are proposing use of LBS in the area
of mobile advertisement5. We proposed a framework for an
android App that will enable user to sense the markets nearby
him/her. And the app will also notify user of any promotional
offer from the shops in the nearby markets. Promotional offers
will be notified based on user interest. Our prototype currently
supports Dhanmondi area and near by shopping malls. But can
be mapped to the entire Dhaka city or for all over Bangladesh
by adding new store locations in the location database.

II. GENERAL IDEA

This development is based on two very popular things.
One is Shopping and another is Geo-Location Based Sale
Advertising [8]. We always like to have something extra. If
we can get that for shopping that will be always welcomed.
There are a lots of local and international brand for cloths
which are very popular in our country. During discount period,
their selling static increases but most of the buyer are not get
the in time information of the discount so that many people
miss the offer. Though some people informed by friends, TV
ads, social media or local banners, posters etc. But now the
customer acceptance for location-based ads is possible due
to advancements in mobile technology as well as because
companies will be understood that location is only one of
targeting dimensions. If the ad will be supposed be effective,
it will have to be more relevant, more context oriented, more
tailored. We dynamically show a particular market or shop
where a retailer promotes an on-sale product.

III. RELATED WORK

There are some similar projects like Location Based Intel-
ligent Advertisement [3]. This is a project where Open Street
is used and this project notifies the user about the nearest
Markets, Shops, Chain Stores etc.But in our project we are
using Google Map and we also do almost similar thing but we
are showing the advertisement of on-sale shopping products
of the nearest markets or shops. It wont notify the users of a

4https://en.wikipedia.org/wiki/Location-based service
5http://advertise.bingads.microsoft.com/en-us/mobile-advertising



market where none on-sale is running. There are other apps
where LBS is used for product advertisement [4], [5] This
ads targeting is looking at all factors that might influence
each consumers purchasing decisions, such as nearby venues,
events, the weather, and neighborhood demographics such as
the ages and gender, traffic conditions etc.

A. Our Contribution

In this work an android application6 is designed keeping in
view both the consumer as well as the retailer. For advertising
any promotional offer, retailers have to use retailer interface for
put product(s) advertisement server database. The App would
fetch the updated record from the database and displays that
to the consumer side. Each of the two parts have been discuss
in detail in the following sections.

1) Why Android: In Bangladesh, Android, Apple and Win-
dows Phone is the main Operating System for mobile phones.
But Android is the main OS [6] in our country. More than
70% mobile users use Android. Fig 1 show the pie chart of
the Android user statistics. So this platform is the best way to
reach the users. Besides, this platforms devices are so available
and start from very cheap budget. As user experiences, android
is very user friendly. So in every sector android is better than
other platform in Bangladesh and thats why I choose this
platform.

Fig. 1: Android phone use in Dhaka City[6]

B. Database Description

This section highlights the database used in the development
of this App. This database has two parts, one is the retailer
part and the other one is the consumer side. These two parts
are separated using tables designed to store data for each
group. Below is the detail description each of the section in
the database:

1) Retailer: After registering the shope the retailer can
upload product on sale in the table Product. In the Product
table, advertised product along with retailer identification will
be stored. This identification will be used to advertise the
product with market information to the consumer side. Since
retailer information is used to track the market for every
product, retailers correct registration is necessary before the
retailer can start uploading the product.The registration process
will have the option of selecting the market and in some

6http://www.androidcentral.com/apps

cases shop number when registering. In cases brand shopes
having shops all over Dhaka city will only need to update
their promotional offers. System will automatically display
the offer if consumer is nearing a market that has an outlet
of that brand. Retailer provides all the necessary information

Fig. 2: Promotion Upload form

including shop details, market name, market location, etc in
the database. He/She can promote products and can see the
popularity of products online. Retailer also can delete product
advertisements when the time period is over or anytime retailer
wants. Fig 2 shows the promotion upload form for the retailer.
On the server, we are using mysql and php. There are 3

Fig. 3: Retailer Side Flow Diagram

tables for the retailer. First one is retailers information, then



market information and promotional offer for products. We
have created a php script which will make a json format [7]
output of a specific table.

Fig. 4: Database Structure

We are using MySQL in the server-side. There are Five
tables in the database. Brief description of the tables are
given below. Fig 4 shows table structure.
• User: This is the users table where App user’s information
will be stored. This table is connected Favourite table
• Favourite: This table will store consumers list of favourite
items. Bookmarked product will be displayed to the consumer
based on the entry in this table. This table is connected with
Products table
• Products: List of products which will be uploaded by the
retailer will be stored in this table
• Sellers: Here the retailer’s information will be stored
• Market: All markets with the geo location and addresses
will be stored in this table

2) Consumer: The objective of this App is to help con-
sumer’s shopping experience better. With this goal in mind,
the App required that from the consumer side the App will
be installed in their mobile phone. As the consumer moves
around the city and nearing a market this App will notify
any promotion offer in that market. Everyone can see the
ads of onsale products and nearest markets. Who Register
this App, they will find some extra features. They will have
a dashboard where they can see options like Todays Sale,
Categories, Nearest Markets,Favourite products, etc. They can
bookmark the products. They can see the market position from
his/her location in Google Map with the indicate which market

has the sale.

Fig. 5: Consumer Side Flow Diagram

In Registration, Login, Product search and Product show-
case, we are using com.loopj.android:android-async-http [9]
and org.apache.httpcomponents:httpmime [10] libraies to re-
trieve the data from server and show the products. We have
made some php script to generate JSON format output of the
databases data. So we are retrieving the json file using JSON
Parsing classes. Fig 5 shows registration process flow diagram.

We are storing the data using SQLite [12] and Sharedpref-
erences [11] so that user can see this product in offline. But
in Offline mode, user can’t use the google map and can’t get
the latest update of the promotions. Fig 6 show the view of
the App from consumer side.

Fig. 6: Consumer’s View of the Promotions

For the Geo Location, we are using a third party library



of a project known as GpsTracker [13]. If the user turn on
the GPS and the Internet connectivity, they can use the geo
location and see nearest market close to their position. If GPS
or the Internet connection isn’t available, user can’t access the
google map. Here we are using Distance API and Duration
API which are a part of Google Map for Android v2 [14].
Fig 7 shows what consumer will see when the App starts.

Fig. 7: Consumer’s View of the Application

IV. LIBRARIES USED

This section highlights some of the libraries used to develop
this App. The main library is Google Play services API which
is mainly used for Google map. This API will provide access
to location, distance, durations and on in respect of a particular
mobile device. Google Cloud Messaging API is used to for
push notification to the users about their favorite products.
There are some built-in libraries for Material Designs. These
libraries are used for better UI design. CircleImageView is a
third party library which is used for reshape the images. This
is mainly used for displaying images in various size display.
GPSTracker is a third party library which is used for find out
the users current location and so this app will notify him/her
about the nearest on-sale offer. It will take the GPS location
in background in every 60 seconds.

V. CHALLENGES AND LIMITATIONS

This project faces some challenges in the development
phase. One of the main challenges was to gather the exact
shop/market location. To develop this project we collected
exact GPS location manually and inserted those into the
database. As protype this is App works only for Dhandmondi
area and markers around that area. The developers are cur-
rently working on gather GPS data for most of the markets at
Dhaka and add those position into the database. Some issues
with the user interface design remain which can be solved
after collecting user feedback from google play store.

VI. CONCLUSION

This paper presents a mobile application named CHAAR,
that allows consumer to see promotional offers of their
favourite products from various outlets. This is designed
keeping in mid of a very simple user interface as well as
registration process. All the offers will be authentic since only
retailers have the option to upload/update a promotional offer.
This an App this is developed using the concept of location
based service. One of the major point of this App is that this is
the first App of this kind in Bangladesh where interest based
advertisement is introduced. This is an app designed in such a
way that eliminates the security concerns for both the retailer
and consumer. Only some basic information is required for
registration hence there is any issue regarding user’s online
security. Authors are working on elimination some of the
limitations mentions in the previous section.
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Abstract 
 An improved decision based noise reduction filtering approach is 

presented for the restoration of images that are highly corrupted by 

salt and pepper noise. It is an enhanced decision based algorithm 

where noise pixels are detected in several phases based on threshold 

value. Initially the algorithm will select 3X3 filtering window for 

detecting corrupted pixels. If all the spatial elements in the window 

are corrupted, the processing pixel is replaced by previously 

processed pixel. If the previously processed pixel is 0 or 255 then 

the algorithm will create a window with a new dimension to define 

and predict the pixel value. Improved algorithm finds a better result 

at 9X9 filtering window. It calculates the mean value of all elements 

in the window and replaces the corrupted pixel. After that, robust 

estimation algorithm is applied to the proposed filter to remove 

discontinuity of pixel intensity and smooth the restored image. 

Experimental result shows that it can provide very high quality 

restored images, when the noise density is large. 

 

Keywords: Adaptive Switching Median filter, Salt and Pepper 

Noise. 

 

1. Introduction 

Images are often corrupted by impulsive noise. There are two 

models of impulsive noise, namely, salt and pepper noise and 

random value impulsive noise. Salt and pepper also called as a fixed 

value impulsive noise because the intensity value of images is 

changed into 0 or 255 when the image is contaminated by noise. 

Impulse noise is caused by faulty camera sensors, faults in data 

acquisition systems and transmission in a noisy channel. Non- linear 

filtering method i.e. is Median filter are established as a reliable 

method to remove or reduce salt and pepper without damaging edge 

details [1, 2]. Several nonlinear filters have been proposed for 

restoration of images contaminated by salt and pepper noise. Among 

of them, Standard Median Filter is effective at low noise densities. 

Several methods have been proposed to remove salt and pepper 

noise in higher noise densities [3-4]. Computational complexity 

should consider at the time of implementing a filtering approach. 

Implementing a filtering with 3X3 mask keeps the computation time 

minimum. Use of small filtering window for removing noise from 

the image is insufficient. So that researcher have developed adaptive 

median filter, where the filtering window size will expanded pixel 

by pixel to get a noise free pixel. Adaptive Median Filter [5] 

performs well as low densities. But at high densities the window size 

has to be increased which may lead to blurring images. After that, 

researcher has introduced switching or decision technique where 

noise pixels are detected in several phases based on predefined 

threshold value. Adaptive switching median filter [6] is one of them; 

Mainly suffers in three problems which make it inefficient to 

retrieve image information from high density noise (Experiment 

shows that not more that 55% noise density) that are losing of local 

information due to expanding window at a maximum size to get a  

 

 

 

 

 

noise free pixel, increase the runtime due to repeatedly increment of 

window size and unable to identify noise free pixel when majority of 

pixels are noisy [7]. Also in the switching scheme the decision is 

based on predefined threshold value. The major drawback of the 

switching method is that defining a robust decision is difficult. 

Noise Adaptive Fuzzy Switching Medan[8] Filter is a hybrid 

filtering algorithm of Adaptive Median Filter and Fuzzy reasoning 

based filter where adaptive median filter is used for increasing the 

window size for getting noise free pixel and fuzzy reasoning is 

applied to extract local information of the image. The major 

drawback of this filter is blurring effect. To overcome the above 

drawbacks, improved decision based noise reduction filtering 

approach [9, 10] is proposed. Image is initially denoised by applying 

3X3 window. If the processing pixel value is 0 or 255 it is processed 

or else it is left unchanged. If the processing pixel is 0 or 255 then 

the processing pixel is replaced by median value. Here median value 

is calculated except considering 0’s and 255’s. When all the pixels 

in the 3x3 window are noise then the processing pixel is replaced by 

last processed pixel if it is noise free. If the last processed pixel is 0 

or 255 then the algorithm will create a filtering window with a new 

dimension. In this stage the algorithm finds a better result at 9X9 

filtering window and calculates the mean value of all elements in the 

window. After, robust estimation algorithm is applied to the 

proposed filter to remove discontinuity of pixel intensity and smooth 

the restored image. The proposed filter and several existing method 

will be tested using several noisy images. The performance of the 

proposed algorithm will be tested for various levels of noise 

corruption and will be compared with other existing filters. 

 

 The outline of this paper is as follows. Section 2 describes 

fast adaptive switching algorithm. Section 3 discusses the 

proposed Algorithm to remove salt and pepper noise. Section 

4 deals the illustration of proposed technique. Section 5 deals 

results and discussions and conclusion is presented in section 

6. 

 
2. Review of Fast Adaptive Switching Filter  

 

As the threshold T used in switching median filters varies 

with different images, it is not easy to set an optimal 

threshold. An upper threshold Tu and a lower threshold Tl are 

applied. Tu and Tl are the maximum and minimum pixel 

values in the filtering window. Therefore, they may vary 

when processing pixels at different positions. The reason to 

set Tu and Tl is that the noise pixel is typically the largest or 

smallest value in the filtering window, especially to the “salt 

& pepper” noise [5]. 
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The two thresholds are defined as follows: 

 

Tu = maximum{X(i-N, j-N), …, X(i, j), …, X(i+N, j+N)} 

 

 

Tl = minimum{X(i-N, j-N), …, X(i, j), …, X(i+N, j+N)}    (1) 

α(i, j) = 1 if x(i, j) = Tu or x(i, j) = Tl 

α(i, j) = 0 if Tl < x(i, j) < Tu         (2) 

 

 

 

 

 
 

                  (3) 
Here, 

 X(i’, j’) is a noise-free pixel and its position is the 

nearest to (i, j). 

 

 If all the pixels in the filtering window are noise 

pixel, the filtering window is expanded pixel by 

pixel until a noise-free pixel X(t1, t2) is found. 

 

 

 Nn represents the number of noise pixels in the 

filtering window. 

3. Proposed Algorithm 
Proposed a filtering approach where modification is made on 

Adaptive Switching Median algorithm (ASM) [5]. During the 

high density noise, when the all the elements in the 

processing window at 7X7 mask are noisy the algorithm will 

create a big processing window with new dimension If the 

newly selected window contains all 0’s or 255’s or both then 

the central processing pixel is replace by 0 or 255, which one  

is more number of times in the selected window.  The steps 

of the proposed algorithm are elucidated as follows. 

 

Algorithm 

Step   1: Set Minimum Window size Wmin=3X3 and  

               Maximum Window Size Wmax=7X7. 

 (Set Noisy Image X and Restored Image Z) 

 

Step   2: Read the pixels from the sliding window and store it  

 in S. 

 
Step   3: Compute Smin, Smax, TU, TL, Smed and Np. 

 
Step   4: If Smin<X(i,j)<Smax, where X(i,j) is a processing 

pixel,  then it is considered as uncorrupted pixel and 

retained. Otherwise go to step 5. 

Step  5: If the central pixel  X(i,j)=0 || X(i,j)=255  is 

such  That TL<Np<TU then it is considered as    

uncorrupted  Pixel and retained. Otherwise go to 

step  6. 

Step  6: If central pixel  X(i,j)=0 || X(i,j)=255 is such that   

 Np<TL then it is considered as corrupted pixel 

 and replace by Smed. Otherwise go to step 7. 

 
Step   7: If Np=TU then  increase the window size by to 2 

 and go to step 2. 

 
Step   8: If W=Wmax then go to step 9. 

 
Step   9: Select the Previously processed pixel Z(i-1,j). If  

Z(i-1,j-1)~=0 ||Z(i-1,j)~=255 then it is considered as 

uncorrupted pixel and center pixel  replace  by 

previous processed pixel value. Otherwise go to step 

10. 

 
Step   10: Create a sliding window with a new dimension. 

 W=Wmax*2 and Compute number of salt (wh) and 

 Pepper (Bl) from the window. If  the Wh>Bl the  

value of center pixel is replace  by255 otherwise O.  

      

Here, 

 Smin= Minimum intensity value in the window 

 Smax= Maximum intensity value in the window 

 TU= Number of Pixels at window 

 TL=Number of Pixels at window/2 

 Smed= Median Value 

 Np= Number of Noisy Pixels 

 Wh= Number of salt noise 

 Bl= Number of pepper noise 

The pictorial representation of each case of the proposed 

algorithm is shown in Fig 1. 

 
The detailed description of proposed algorithm of the 

flowchart shown in Fig 1 is illustrated through an example in 

section 4. 

 

 

 

4. Illustration of Proposed Algorithm 
Each and every pixel of the image is checked for the presence 

of salt and pepper noise. During processing if a pixel 

elements lies between “0 and 255”, it is left unchanged. If 

value is 0 or 255, then it is a noisy pixel and it is substitute by 

a substitution pixel. 

 

Array labeled with displays an image corrupted by salt and 

pepper noise. 

 

 



 

 

Array labeled  depicts the current processing window with 

salt and pepper noise pixels. The square shown in solid line 

represents the window; and elements inside the circle 

represent a pepper noise pixel. 
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If the current pixel under processing is between 0 and 255, it 

is left unchanged. Otherwise it will be replaced by a new 

pixel value estimated using proposed algorithm. For this 

purpose, the elements inside processing window are arranged 

as an array  and sorted in ascending order except considering 

“ O and 255”. 

 

 

 

 

The element inside the circle is the substitute pixel for pepper 

noise pixel if the condition:  is satisfied. 

Otherwise it will remain unchanged. 

 

When the filtering window size is 7 7 and 

 then perform the 

following cases: 

 

Case i): Select the centre pixel of Previous sliding window 

Z(i-1,j). If Z(i-1,j)~=0 || Z(i-1, j) ~ = 255 then it is considered 

as uncorrupted pixel and centre pixel replace by previous 

processed pixel value. The encircled pixel value represents 

the previously processed pixel. 

 

 

 

 

 

 

 

 

 

 

Case ii): Create a window of 15X15 mask and Compute 

number of salt noise (Wh) and pepper noise (Bl) from the 

window. If the Wh>Bl the value of centre pixel is replace by 

255 otherwise O. 

 

 

 

 

Fig 1: Flowchart of Proposed Algorithm 
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90% Noise added SMF(6.25db) AMF(13.73) 

   
DBA(10.64db) NAFSM(20.66db) PA(22.17db) 

Fig 2:  (from upper left):  (a) Cameraman Image corrupted with 90% noise and same image restored with (b) SMF, (c) AMF, 

(d) DBA, (e) NAFSM Filter and (f) Proposed Algorithm. 

 

   
70% Noise SMF(9.4db) AMF(18.42db) 

   
DBA(13.89db) NAFSM(19.25db) PA(20.23db) 

 
Fig 3:  (from upper left):  (a) Baboon Image corrupted with 70% noise and same image restored with (b) SMF,  (c) AMF, (d) 

NAFSM, (e) DBA Filter and (f) Proposed Algorithm. 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5.  Simulation and Performance Analysis 

 
We have used Matlab R2008 as the simulation tool. The 

proposed filter is tested with different kind of Test images. 

Images are corrupted by Salt and Pepper noise at various 

noise densities and performances are quantitatively 

measured by the Peak-Signal-to-Noise Ratio (PSNR), 

Mean Square Error (MSE), Image Enhancement Factor 

(IEF) and Mean Structural Similarity Index (MSSIM) as 

defined in (1), (2) , (3) and (4) respectively:  
 

 

PSNR=10log10    (1) 

 

MSE =    (2) 

 

           IEF=            (3) 

                       (4) 

 

 Here M×N is the size of image. X represents the original 

image, Y represent denoised image. 

The noise density is varied from 10% to 80%. The results 

show improved performance against the existing 

algorithms at different noise densities for gray scale and 

colour images. Gray scale image (Cameramen.jpg) and 

Colour image (Baboon.jpg) are used here to evaluate the 

performance of the proposed technique.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig 5: Noise density versus PSNR (db) for Baboon Image. 

 

 
 
 

 
Fig 6: Noise density versus MSE for Baboon Image. 

 

   
80% Noise SMF(7.87db) AMF(17.47.db) 

   
DBA(12.49db) NAFSM(18.27db) PA(19.79db) 

Fig 4:  (from upper left):  (a) Baboon Image corrupted with 80% noise and same image restored with (b) SMF, (c) AMF, (d) 

NAFSM, (e) DBA Filter and (f) Proposed Algorithm. 
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Fig 7. Noise density versus IEF for Baboon Image. 

 

 
 

 

 
 

Fig 8. Noise density versus MSSIM for Baboon Image. 

 

The performance of the proposed algorithm for various 

images at different noise levels is studied. Results are 

shown in figures 2, 3, 4, 5, 6, 7 and8. 

 

Standard median filter (SMF) replaces the current pixel by 

its median value irrespective of whether a pixel is corrupted 

or not. Therefore, the performance is poor. Adaptive 

median filter (AMF)[3] exhibits improved performance but 

due to its adaptive nature the computation complexity is 

much higher. Decision Based Algorithm (DBA) [7] has 

very good noise removing capacity and good edge 

preservation at low density noise. Noise Adaptive Fuzzy 

Switching Median Filter (NAFSM) [9] has improved 

performance than DBA [7] but its computational 

complexity is much higher. Figures 5-8 display the 

quantitative performance of the various algorithms for Lena 

image. It can be observed that the proposed algorithm 

removes noise effectively even at higher noise levels and 

preserves the edges and reduces streaking which is major 

drawback of DBA [7]. The proposed technique can be good 

compromise in preference to the adaptive algorithm, DBA 

[7] and NAFSM [6]. 

 

 

6. Conclusion 
An improved decision based noise reduction filtering is 

proposed in this paper. The algorithm gives better 

performance in comparison with all discussed algorithm in 

this paper. Standard Median Filter and Adaptive Median 

Filter fail to preserve necessary details when noise level 

more than 30%. Recently proposed Noise Adaptive Fuzzy 

Switching Median Filtering and Decision Based Algorithm 

show good de-noising capability at higher density but they 

produce streaking effect when the noise density is above 

80%. The proposed algorithm shows satisfactory results at 

high noise density and it is designed to preserve necessary 

details. Due to limited window size it also requires less 

computation time. 
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Abstract— Cloud Computing Security is a new 
implementation of computer technology and opens a new 
research area and creates a lot of opportunity of exploration. One 
of the new implementation in Cloud is Intrusion Detection 
System (IDS).There are problems with the implementation of 
existing IDS approach in Cloud environment. Implementing 
traditional IDS need a lot of self-maintenance and did not scale 
with the customer security requirements. In addition, 
maintenance of traditional IDS in Cloud Computing system 
requires expertise and consumes more time where not each 
Cloud user has. A decentralized traditional IDS approach where 
being implemented in current Cloud Computing infrastructure 
will make the IDS management become complicated. Each user's 
IDS will not be the same in term of type and configurations and 
each user may have outdated signatures. Inter VM's 
communication also become a big concern when we 
implementing Cloud Computing system where communication 
between Clouds are not monitored and controlled by the 
traditional IDS implementation. A specific IDS model for Cloud 
computing is required to solve these problems. In this paper, we 
develop a prototype of Cloud IDS inspired by Dendritic Cell 
mechanism.  

Keywords—cloud computing; information security; artificial 
immune system; intrusion detection; dendritic cell 

I.  INTRODUCTION 

With the development of communication networks, Cloud 
Computing has become critical technology to a modern 
society.  The explosive growth of Internet and Cloud users has 
motivated the rapid expansion of electronic commerce and 
other online-based services.  Behind convenience and 
efficiency resulted from these services, there lies a dark side, 
vulnerability to cyber threats. 

As our lifestyle that always depends on network 
technology or more specifically Internet, we are exposed to at 
least one of the attacks.  In the recent year, even high profile 
Internet companies like Google, Apple, eBay and Yahoo were 
hacked by intruders [1]. In Malaysia, estimated losses from 
electronic hacking are reaching RM 3.3 million within 2012[2].  
The increasing importance of computer security motivates 
various angles of security related research that provide new 
solutions, which might not be achievable by more 
conventional security approaches. 

Cloud Computing is the new concept of computing where 
people only need to pay for services and resources without 
need to place any cost for pysical hardware. With the 
implementation of Cloud Computing in the application today, 
it emerges a new technique in software developmnet and 
deployment. It also change how people are using and 
managing resources. Cloud Computing can be defined as 
internet-based computing, where shared resource, software 
and information are provided to the user on demand [3]. 

Cloud computing systems are distributed and nesting a lot 
of resources and private information, therefore because of 
their nature, cloud computing environments are easy targets 
for intruders looking for possible vulnerabilities to exploit. 
When organizations and companies which are using Cloud 
Computing services, they will move their resource from their 
own infrastructure to the Cloud infrastructure. If the Cloud is 
compromised, the organization’s resource will be at risk. 
Cloud Computing systems need protection mechanisms that 
will monitor the network activity and detect if any intrusion 
attempts happen within the Cloud Computing infrastructure 
whether it was from external or internal source [4]. In fact, the 
cheap availability of significant amounts of computational 
resources can be regarded as a means for easily perpetrating 
distributed attacks, as it has recently been observed in several 
security incidents involving Amazon’s EC2 cloud 
infrastructure. 

In addition, there are no specific Intrusion Detection 
System (IDS) built to protect Cloud Computing systems. 
Current implementation of IDS in the Cloud Computing 
systems are still using the traditional way which installing 
traditional open source or enterprise IDS in the Cloud 
Computing server to protect the Cloud Computing systems. 
This traditional IDS implementation, such as on virtual 
machines (VM), which is considered more vulnerable with 
diverse security requirements [5]. Implementing traditional 
IDS need a lot of self-maintenance and did not scale with the 
customer security requirements.  In addition, maintenance of 
traditional IDS in Cloud Computing system requires expertise 
and consumes more time where not each Cloud user has [6, 7] 
[7]. An attack against a cloud computing system can be silent 
for a network-based IDS deployed in its environment, because 
node communication is usually encrypted. Attacks can also be 
invisible to host-based IDSs, because cloud-specific attacks 



don’t necessarily leave traces in a node’s operating system, 
where the host-based IDS reside. In this way, traditional IDSs 
can’t appropriately identify suspicious activities in a cloud 
environment. 

In addition, a decentralized traditional IDS approach where 
being implemented in current Cloud Computing infrastructure 
will make the IDS management become complicated. Each 
Cloud user will install their own IDS and the Cloud Provider 
will have no authority in managing each Cloud User's IDS. 
This approach also will affect the services that provided by 
each Cloud User if the IDS were installed on the host of the 
Cloud Provider. At the same time, if the IDS was installed 
traditionally in the Cloud infrastructure and managed 
traditionally. Each user's IDS will not be the same in term of 
type and configurations and each user may have outdated 
signatures. If any attack happens, then each Cloud User's IDS 
will not treat the event the same way and some of the IDS may 
not even detect that event. This will bring risk not only to the 
Cloud User itself but also to the other Cloud Users and in 
worst case will also affect Cloud Provider and the whole 
system. 

Inter VM's communication also become a big concern 
when we implementing Cloud Computing system where 
communication between Clouds are not monitored and 
controlled. When implementing VM in the system layer of the 
Cloud, each Guest Operating system (OS) exposed to the risk 
of being attacked by other Guest OS either intentionally or 
accidentally. In a way to protect each Cloud, a new method is 
required to monitor inter VM's activity and detect if any 
abnormalities occurs and at the same time to block the events 
from occurring. 

II. RELATED WORKS 

  
This section reviews the previous work related to Cloud 

IDS research and prototypes. The number of research focusing 
in Cloud IDS is increasing rapidly in recent years and there are 
several solutions that researchers proposed to solve the issues 
in Cloud Security. 

Tupaluka et al. proposed a model based on Virtual 
Machine Monitor (VMM) or we called Hypervisor within this 
paper to protect Cloud environment from various attack. This 
model works on Infrastructure layer of Cloud implementation. 
VMM have the control over the Cloud resource and this is an 
efficient way to detect intrusion on the Cloud environment 
because it has a good visibility of the Cloud resources 
including network and processing resource of every Cloud 
host [8]. 

Gustavo & Miguel in their paper provides a solution to 
protect Cloud in Software as a Service (SaaS) layer. In their 
paper, they found that anomaly IDS is a promising technique 
to be used to protect Cloud application layer [9] .  

Viera et al. proposed a Grid and Cloud Computing 
Intrusion Detection System (GCCIDS). Their prototype used 
Artificial Neural Network (ANN) as the machine learning 
algorithm to train the system and developing their prototype 
using Grid-M middleware. They proved that their system had 

low processing cost while maintaining satisfactory 
performance for real-time implementation, since it performed 
the analysis individually on each node, resulting in lower data 
exchanges between nodes, thus decreasing the complexity of 
the system [10]. 

III.  DENDRITIC CELL MECHANISM 

This section describes Dendritic Cell process and their 
components. 

A. Dendritic Cell Inspiration 

Dendritic cells (DC) are the main function in natural 
immune system by which the innate immune system collects 
and present antigens to the adaptive immune system for 
processing. Dendritic cell exist within three states immature, 
semi-mature and mature dendritic cell where immature 
dendritic cells are reside in tissues throughout the body for 
collecting antigens and signals for processing, semi-mature 
dendritic cells is the results from immature dendritic cells that 
collect antigen and signal in a environment that have safe 
signal more than danger signal and mature dendritic cell on 
the other hand is the results from immature dendritic cells that 
collect antigen and signal in a environment that have danger 
signals more than safe signals. Dendritic cells are especially 
abundant in tissues where pathogens may enter body, such as 
skin, lung and gastrointestinal tract. Figure 1 simulate the 
Dendritic Cell Maturation Process by stimulation of various 
signal 

B. Antigen 

Dendritic cells ingest nearby pathogens and cellular debris 
and process this ingested material and use molecular structures 
on their surfaces to present any antigen found. Dendritic cells 
also bind with signalling molecules that affect their 
functioning and provide stimulus for maturation. 

As they mature, dendritic cells leave the peripheral tissues 
and migrate to the lymph nodes and other lymphatic organs. In 
the paracortex of lymph node, a dendritic cell interacts with 
lymphocytes, such as T-cells presenting antigens for further 
processing by the adaptive immune system. 

C. Signals 

The Danger Model holds that the maturation of dendritic 
cells is controlled by signaling molecules named Pathogen 

 

Immature 

Dendritic Cell 

Semi-Mature 

Dendritic Cell 

Mature 

Dendritic 

Safe Signal 

Danger Signal 

PAMP 

 
Fig. 1.  Dendritic Cell Maturation Process 
 



Associated Molecular Pattern (PAMP), danger, safe and 
inflammation signals found in the surrounding tissue. Tissues 
experiencing stress or damage emit danger signals while 
healthy, unstressed tissues emit safe signals. Some molecular 
patterns commonly found along with bacteria and other 
pathogens also act as danger signals. 

Sufficient stimulus by danger signals causes dendritic cells 
to become fully mature. This causes them to express signalling 
molecules that indicate the antigens they present were found in 
a dangerous environment. Mature dendritic cells promote 
immune reactions to the antigens by the adaptive immune 
system. On the other hand, sufficient stimulus by safe signals 
causes the dendritic cells to become semi-mature. Semi -
mature dendritic cells indicate that their antigens were 
collected in a safe environment and tend to suppress immune 
response to these antigens. 

PAMPs are molecules produced my microorganism. These 
molecules are not unique to pathogens but are produced by 
microbes. PAMP molecules are an indicator to human immune 
system that a non-host entity was presented. Specific PAMPs 
bind to specific receptors on dendritic cells which can lead to 
production of both co-stimulatory molecules and interleukin-
12 (IL-12) which related to danger signal. In our immune 
system, PAMPs is as a biological signature of abnormality. In 
this Cloud IDS model, PAMP is interpreted as a signal which 
is an indicator of an abnormality. This is presented by the 
detection of intrusion based on detection signature. 

Danger signals are the signals release when a necrosis 
happens in the tissue cells. Necrosis is the unexpected or 
forced death of tissue cell that indicate something abnormal 
was happened in the tissue. The release of danger signal is the 
indicator of damage to the tissue against which the immune 
system is trying to protect. The sufficient exposure to the 
danger signal causes DC maturation to the fully mature state. 
Potency of danger signal is less than PAPMs, meaning that a 
higher concentration of danger signal molecules are needed in 
order to produce a response of the same magnitude as similar 
concentration of PAMPs. Concentration is the number of 
molecules of signal per unit volume. Within this thesis, danger 
signals are indicators of abnormality but have lower value of 
confidence that the PAMP signal. Danger signals expression is 
an indication that antigen in a dangerous context thus lead to 
the activation of the adaptive immune system. 

Safe Signals is the signals release as a result of healthy 
tissue cell functions normally released during a normal cell 
death or known as apoptosis in medical term. A molecule 
named Interleukin-10 (IL-10) is produced as a result of the 
presence of safe signal in the tissue. The production of IL-10 
indicates that antigen collected by DC was found in a normal, 
healthy tissue thus will suppress the immune reaction to the 
antigen. When a tissue contains cells undergoing both 
apoptosis and necrosis, the receipt of safe signal will suppress 
the production of IL-12 molecules is response to the danger 
and PAMP signals present in the tissue. This is one of the 
mechanisms in the immune system to prevent false positives.  

The presence of inflammatory signals in human tissue is 
insufficient to initiate maturation of an immature DC. 
However, the presence of inflammation not only implies the 

presence of inflammatory cytokines but also the temperature 
increased in the affected tissue. The rates of reaction also 
increased because of the increasing heat and inflammatory 
cytokines initiate the process of dilating blood vessels result in 
increased number of cells to the tissue under distress. In this 
model, inflammation has the effect of amplifying the other 
three categories of input signals. The result is an increase in 
the artificial DC's output signals. An increase in inflammation 
implies that the rate of DC migration will increase, as the 
magnitude of the CSMs produced by the DC will occur over a 
shorter duration and hence resulting in a shortened DC life 
span in the tissue compartment. The presence of inflammatory 
signals alone is insufficient to instruct the immune system how 
to behave accordingly. 

Within Cloud IDS model, input signals that indicate 
normal activity are known as safe signal. This signal is 
interpreted as data which indicates normal system or data 
behaviour and high level of this signal will increase the output 
signal value for the semi-mature DC. The receipt of a high 
safe signal will reduce the cumulative value of the mature DC. 

IV.  ALGORITHM 

This section explains the algorithm of DC mechanism for 
Cloud IDS model. Inspired by the activities of DC in human 
tissue, Cloud IDS model try to mimic the same process as a 
solution in protecting Cloud network from intrusions. 

Depicted in Figure 3, each monitored Cloud network 
activity is viewed as Antigen and the Internet Protocol (IP) 
address of each packet is taken as the Antigen identity. The 
Cloud IDS perform multiple signal and antigen sampling. 
Cloud IDS model will collect three signals from the Cloud 
environment; PAMP, Safe Signal and Danger signals linked to 
a specific antigen that trigger that signals. The signals then 
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will be cumulatively group based on the DC. In our 
experiment, we consider each DC handles a specific antigen.  
Based on the collected input signals, the DC will be transform 
into either three outputs states; co-stimulatory signal (CSM), 
semi-mature and mature. When the DC exceeds the maturation 
threshold, in our case the monitoring time limit, the DC stop 
monitoring and the output signal values will be analysed. 
When learning ends, antigens appear in different contexts. In 
the last step, the potential anomalous antigen is determined 
based on the collected context known as the mature context 
antigen value (MCAV), the anomalous antigen is determined 
as: 

MCAV = ∑ mature / ( ∑ mature + ∑ semi-mature )       (1) 

The antigens with a greater than the anomaly threshold are 
classified into the anomalous group while the opposite are 
considered as the normal category. 

V. CLOUD IDS MODEL 

This section describes Cloud IDS model, a model for 
detecting any threat and intrusion attempt for Cloud 
environment. Cloud IDS model imitate the functionality of 
dendritic cells in human immune system that protect our body 
from infection of pathogen and bacteria. 

The Cloud IDS Model draws inspiration from the dendritic 
cell maturation process of the natural immune system. 
Figure  2 depicts an overview of the Cloud IDS model. This 
model synthesizes antigens from packets observe on the cloud 
network. It also synthesizes danger model signals from 
observed events and the state of the network and guest cloud. 
This model then classifies antigens as dangerous or safe and 
provides this information in detecting any threat to the Cloud 
environment. 

The Cloud IDS model emulates and make use of the 
functions and activity of the dendritic cells in the body tissue 
of the HIS and applying the concept in protecting Cloud 
environment. This model consists of a set of danger model 
signal generator, a misuse-based network intrusion detection 
system (NIDS) and artificial peripheral tissue (APT) where the 
dendritic cells, antigens and danger model signals interact. 

Emulating the activity of dendritic cell required this model 
to have two most important elements of immune system, 

antigen and signals. Cloud IDS model captures and 
decomposes network packets collected from the private cloud 
environment and at the same time, antigens will be extracted 
from the network packets by the selected features of the 
network packets. This model also synthesizes danger model 
signals from external data sources. 

This model provides two types of output, the sequence of 
alerts from the misuse-based NIDS and a sequence of artificial 
dendritic cells which presenting processed antigens and their 
corresponding dangerous or safe context. The dendritic cells 
then are process in the APT to get the maturation level of each 
cloud area. Figure  3 presents the elements of Cloud IDS model 
and the flow of data in this model. 

A. Antigens and Signals Representation 

Cloud IDS model uses two primary source of information 
as a primary data; antigens and signals. The antigen represents 
the cloud network traffic, which each monitored network 
packet resulting in the synthesis of a corresponding antigen.  

Cloud IDS model contains two types of feature; address 
and protocol features. Address features are 32-bit, unsigned 
integer value Internet Protocol version 4 (IPv4) address found 
in the packet header information. Example of address features 
are 192.168.0.1 and 172.16.112.20. IPv4 address is used as the 
source or destination address for every network 
communications. On the other hand, protocol features are 32-
bit, unsigned integer derived from the protocol value found in 
the IPv4 packet header information. There are two commonly 
used protocols available Transmission Control Protocol (TCP) 
and User Datagram Protocol (UDP) and for each protocol, 
port number is assign to represent what service they provide. 
Port number is the least-significant 16-bits of the feature in the 
packet header information, bits 0 to 15. 

Cloud IDS model collects signals from the Cloud network 
by implementing signal sensors on each Cloud node. Each 
Cloud node consists of three signal sensors; host monitor, alert 
monitor, and network monitor. Each signal includes two 
functional elements. The first element is the antigen feature 
value where this indicates the antigen that produces the signals. 
The second element is the signal level. This is an integer value 
that determines the degree of danger or safety each 
corresponding signal represents. A signal with high level of 
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danger signals indicate a signal was collected in an area of 
danger and on the other hand, a signal with high level of safe 
signal indicate that the signal was collected in a safe area. 

B. Host Monitor 

Host monitor observe the state of each guest cloud host 
and emits signal based on the health status for each of the 
Cloud user. The state of the cloud host will affect the immune 
response in Cloud IDS similar as in HIS where the tissue 
states affect the response of the human immune system. Any 
host state that showing the damage on the host promotes 
immune reactions while healthy host state suppresses immune 
reaction. 

Host monitor continuously monitor the status of each 
cloud host in the cloud environment by using multi-agent 
system. When activated, host monitor gather monitoring data 
using agent that installed on each Cloud host through secured 
channel. Figure  4.1 describe the Host Monitor activity in 
monitoring each Cloud nodes. 

C. Network Monitor 

 
Network Monitor observes and analyse network traffic in 

the cloud network and emitting danger signal based on the 
state of the network traffic. Network Monitor identify anomaly 
in the cloud network by comparing the current network 
behaviour with the normal traffic behaviour or known as 
normal traffic profile. Network behaviour that significantly 
different from the normal traffic profile are an indication of 
anomaly and result in emission of danger signals. 
Observations that similar or within the normal traffic profile is 
considered normal and result in emission of safe signals. 

Network monitor assist Cloud IDS in detecting any 
anomalous cloud network traffic that may indicate a threat to 
the cloud environment by emitting or suppressing related 
signals. This process is analogous to the effect of tissue stress 
on the HIS. Tissue under stress emits chemical signals that 
promote immune response while unstressed tissue suppresses 
immune reactions. 

D. Alert Monitor 

Alert monitor analyse the alerts emitted by the NIDS and 
generate a corresponding danger signal. This will results 
evidence of danger seen in the network packets to affect the 
immune response. This is inspired by the ability of dendritic 
cells in detecting the presence of pathogens through reaction 
to Pathogen Associated Molecular Pattern (PAMP) signals 
collected in body tissue. 

 

VI.  CONCLUSION 

In this paper, IDS methodology was combined with 
Dendritic Cell Algorithm mechanism to provide a solution in 
detecting any attack targeting the Cloud environment. Cloud 
IDS model mimics the activity and process of Dendritic Cell 
which is known for detecting and killing any pathogens that 
infected human tissue and cells. The successful of Dendritic 
Cell in protecting human body will also bring a success in 
protecting Cloud environment if the same mechanism are 
being implemented in the real world applications. 
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A Routing Protocol for Cognitive Radio Ad hoc
Network

I. I NTRODUCTION

Due to the expansion of wireless communications, it is
almost impossible to cope with allocation of spectrum as it
is limited and finite resource. Therefore, it is vital to ensure
the best usage of this limited resource to meet the recent
demand of radio frequency. The traditional spectrum allocation
methods that are authorized by different regulators are not
intelligently handled. It is observed that the licensed spectrum
remains unoccupied most of the time [1] where the regulatory
body is unable to allocate the frequency for upcoming new
wireless devices [2]. This temporarily unused portions in the
licensed spectrum are called spectrum holes [3]. Spectrum hole
is define as the frequency band that has been allocated to a
licensed user but it is unutilized at a particular time or location.
To utilize these unoccupied band, resolve the spectrum scarcity
for new wireless application and make spectrum allocation
more dynamic, cognitive radio (CR) technology is introduced
[4]. This intelligent technology has introduced opportunistic
access of unlicensed user, known as secondary user (SU), to
use licensed band without interfering the licensed user, known
as primary user (PU) [5].

Cognitive radio networks (CRNs) can be classified as
infrastructure-based CRN and cognitive radio ad hoc networks
(CRAHNs) [5]. The infrastructure-based CRN has a central
network entity to manage the network such as base-station
(BS) in cellular networks. Instead, CRAHN does not have any
infrastructure backbone and each CR user can communicate
with other CR users through ad hoc connection [6]. Most
of the work in the field of CRAHN has focused on channel
scarcity problem at the lower layer (PHY, MAC), while routing
in CRAHN is largely unexplored. Routing in CRAHN is
very important task that have a great effect on the overall
performance of the network. Routing in CRAHN differs with
routing in traditional ad hoc network as it has to adopt to
dynamic changes of spectrum due to stochastic behavior of
PU and SU. Moreover, routing protocol in CRAHN must
deal with heterogeneity of resources (available channel and
available energy).

In this paper, we designed an efficient clustering mechanism
and on top of that we proposed a robust routing algorithm
to ensure the certain level of QoS in the network. A novel
spectrum-aware clustering algorithm is introduced that jointly
considers the available spectrum and the power level of the
nodes to form the clusters. The proposed clustering algorithm
enables the network to be more robust to PUs’ activities as well
as node mobility. The proposed routing protocol is a hybrid

protocol that uses a proactive method for intra-cluster routing
and a reactive method for inter-cluster routing. The path
selection in proposed protocol is defined as a multi-objective
optimization problem, where proposed approach select the
path with the low density. The idea is that packet will face
long delay due to collision is highly dense area.

II. SYSTEM MODEL

Fig. 1 shows considered system architecture, in which we
assume that there areNSU cognitive radios andNPU primary
users deployed in CRSN. A given number of non-overlapping
orthogonal channels{Ch|Chi, i = 1, 2, . . . n} are available,
and each channel has a unique channel ID. Each node is aware
of its location and each node has a single half-duplex cognitive
radio transceiver, which is capable of detecting and utilizing
spectrum holes in a distributed and efficient way. Cognitive
radios or SUs coexist with PUs and opportunistically and
conditionally access the channels.

A discrete-time Markov chain is employed to PUs’ channel-
usage patterns [7], which means that the PU’s may change
their state (i.e., channel usage) after each process or step.
Channel availability for each node is related to the node’s
physical location. Similar to IEEE 802.22 standard, SUs use
an available channel only when it is not occupied by PUs.
By detecting PU’s presence, SU vacates the channel. The
overlay spectrum sharing model [8], is used in our network as
simplified interference avoidance model.

A dedicated control channel has been considered in the
network. Nodes forming the cluster become cluster heads
(CHs), which are responsible for inter-cluster communication
as well as intra-cluster channel access control. Inter-cluster
communication is relayed by gateway nodes (GW). GWs are
the nodes which are in the border of two neighboring clusters
and can hear both cluster beacons as shown in Fig. 1. GW
inform CH about its status through control channel.

III. C LUSTER FORMATION

The proposed clustering mechanism divides the network
into clusters based on three values: spectrum availability, node
power level and node current speed. In the proposed clustering
scheme, clusters are formed with the neighboring nodes in an
ad hoc topology.

Nodes in the proposed architecture exchange their available
channels list (ACLi(t)) based on the spectrum sensing informa-
tion. Each node generates its own neighbor list Ni wherei=1,
2, 3,. . . , n using neighbor discovery mechanism. Afterwards,
the cluster formation phase starts. Cluster formation is defined



Fig. 1: System architecture.

as a maximum vertex biclique problem [9] to include more
nodes inside each cluster while making sure of existing enough
number of idle channels for intra-cluster communication.

At first, based on neighbor list, Ni and ACLi(t), every CRi
creates an undirected bipartite graph Gi(Ai, Bi, Ei). Graph G
(V, E) is called bipartite if vertices set V can be split into two
disjoint sets A and B where A

⋃
B = V, such that all edges

in E connect vertices from A to B. Here, Ai = CRi

⋃
Ni, and

Bi= Ci where, Ci is the ACLi(t) of CRi. An edge (x, y) exists
between vertices x∈ Ai and y∈ Bi if y ∈ Ci, i.e., channely
is in the available channels of CRi.

To choose an optimal CHs among all nodes, we define a
parameter named a cluster head election value (CHEV). In this
paper we formulate the choosing of a CH as a maximization
problem, which can be defined as follow:

ij
∗ = max

ij
(CHEV ij ), 1 ≤ ij ≤ CM j , (1)

CHEV ij ∝ N ij
Chij , (2)

whereij indicates the nodei in clusterj, Nij is the total number
of neighboring nodes to nodei in cluster j, and Chij is the
total number of common channels for nodei in clusterj.

The idea behind choosing theCHEV value as it is given in
(1) and (2) is to choose the node with the highest number of
common channels and the highest number of neighbors to be
the cluster head. This gets the cluster more flexible to the PU
appearance and spectrum mobility as well as avoiding having
a high number of clusters in the network.

Since CH is responsible about cluster stability, it should
be the most powerful among the cluster nodes. Also, for
producing a high mobility aware MAC protocol by avoiding
frequent reclustering due to CH movement, the CH should be
the lowest speed node among the cluster nodes in the network.
By combining these two important features of CHs, we define
the constant of the relationship given in (2) as follows:

CHEV ij = Wij×N ij
Chij , (3)

Wij =
γij∑
ij
γij

where γij =
Eij

α

Vij
β
, α, β ∈ R+, (4)

whereWij is a normalization factor that indicates how well
node ij is powerful and static in relation to the other nodes
in the cluster.γij , which is always a positive value, is the
proposed parameter to indicate the relationship between the
node energy and speed. Meanwhile,α and β are design
parameters for prioritising the speed and energy based on the
application requirement.

To avoid having a largeCHEV value, we take the log
of CHEV as a final selection metric of CHs. Thus, the
maximization problem in (1) can be written as follows:

ij
∗ = max

ij
(log (Wij ×Nij

Chij )). (5)

This maximization problem can be simply solved by the
well known descending sorting algorithm [10]. Therefore, a
node with the highest log(CHEV) value forms the cluster and
becomes the cluster head (CH). For example, when nodea and
d have 4 shared channels, while noded has a higher number of
neighbors compared to nodea under the conditions that they
are static and have the same amount of power, noded will be
the CH. If the log(CHEV) value of a node CRi is smaller than
its neighbor, CRi joins the neighbor, which has the highest
log(CHEV) value, as cluster member (CM). Once the clusters
are formed, CHs prioritize other cluster members based on
log(CHEV) for the reserved cluster head (RCH) selection. CM
with the highest log(CHEV) becomes the RCH for the cluster.
The RCH takes charge of the cluster if current CH moves out,
which reduce the possibility of re-clustering.

IV. ROUTING

By using the clustering mechanism, the proposed routing
protocol uses both a proactive and a reactive routing in an
adjustable hybrid manner. Each node is aware of the topology
of the cluster that it belongs to. Therefore, the packet transmis-
sion inside each cluster occurs in a proactive manner. However,
no matter how big is the network size, nodes does not require
to know the topology of the whole network and the updates
are propagated only locally inside each cluster. Meanwhile,
routing between clusters happens in a reactive manner using
CHs and gateways.

Source node sends the route request (RReq) to its cluster
head. If the destination node is in the same cluster then
cluster head informs the source node about the route to



the destination. Otherwise, CH broadcasts the route request
(CHRReq) to the adjacent clusters using the GW nodes. Each
CH that receives the CHRReq packet, it checks that whether
the destination node is within its cluster members or not. Ifa
CH finds the destination node is within its members, it replies
the CHRReq by CHRRep. If it does not find the destination
among its members, it adds its id, hop-count, cluster channel
and cluster routing weight (CRW) to the packet and forwards
the message to the adjacent clusters. Discussion about the
function of CRW will be given in the following section.

Since in the proposed routing mechanism, routing queries
propagate only among the CHs, thus it relatively uses small
number of query messages.

A. Path optimization

Considering that improvement of different routing metrics
may result in different routing paths, it is necessary to combine
different individual routing metrics to form a global metric
to achieve a performance trade-off among different routing
metrics. In this paper, as we consider to improve multiple
factors in routing such as delay, bandwidth and hop-count,
path optimization is defined as multi-objective optimization
as follows:

min
x

F (x) = (f1 (x) , f2 (x) , ..., fn (x))
T

s.t. n ≥ 2, fi (x) → R
+

(6)

wheren is the number of objective functions,F (x) is a vector
of objective functionsfi(x). It is needed to be noted that there
is no single global solution to multi-objective optimization
problems and it is more of a concept than a definition. To solve
the above multi-objective optimization, we use very common
method called weighted sum method [11].

M(r) =

n∑

1

wifi(x) (7)

whereM(r) corresponds to the global objective functionF
andr defines the chosen route.W , wi, wi > 0, 1 ≤ i ≤ n

and
n∑

i=1

wi = 1 is a weight vector defined by each node and

reflect the relative importance of that particular object.
In this paper, we aim to minimize the total delay in routing

which is the main objective. The delay at each node is defined
as follows:

Dtotal = Dt +Ds +Db +Dq (8)

whereDt is transmission delay and is defined as the time taken
by each node to transfer the packet to the next hope.Ds is
the switching delay and defined as the delay time caused by
frequency band switching. Since in this paper we assume that
the clustering scheme and the intra-cluster nodes are usingthe
same frequency band, we ignoreDs and consider it to be zero.
Db is the backoff delay time that occurs when carrier sense
fails due to collision or detecting another transmission.Dq

is the queueing delay time that highly depends on the traffic

load, and it is defined as the total time a packet spends in a
queue before transmitting.

Suppose we haveN hops between source to destination, so
the backoff delay at hopn denoted byDb,n and queueing delay
is denoted byDq,n. If the packet length is fixed, transmission
delay would be fixed in all hops and it is denoted asDt as
before. Therefore, the total delay overN hop is

D(N) =

N∑

n=1

(Dt +Db,n +Dq,n) (9)

And average delay overN hop is

E[D(N)] = N(Dt +Db +Dq) (10)

Equation 10 shows that multihop delay linearly increases
with the increasing number of hops.

Higher bandwidth assures faster transmission, where values
of Dq andDt are low. Meanwhile, chances of collision are
increased in a highly dense network, where increased chance
for collision increasesDq. This is because the packet should
remain in the queue longer till the node find available free
channel to transmit. Also it increases theDb, as nodes have
to perform backoff procedure more often due to collision.
Therefore,Dq and Db have direct relationship with node
density. We consider node density on any area as the number
of neighbors that the node has. Higher number of neighbors
means higher node density in that area. Since all traffic flow
through CHs, we only consider node density around CHs
where number of neighbors for each CH represents node
density.

Dq, Db ∝ Node density

Dq, Dt ∝
1

bandwidth

According to [12], equation 11 is used for calculating the
1-hop network density:

µ(r) =
Nπr2

A
(11)

where N is the total number of nodes in the network,r is
the transmission range of each node andA is the size of the
area where the network is deployed. Bandwidth of cluster is
calculated similar to [13]. DefiningRs(t) as the achievable
data rate while PU correctly detected as idle without any false
alarm, andRf (t) as achievable data rate during the falsely
sensed idle channel, we have:

Rs(t) = (Poff − Pf )
T − T s − T o

T
β log2(1 +

Ss
r

n(t)
) (12)

Rf (t) = (Pon − Pd)
T − T s − T o

T
β log2(1 +

Ss
r

n(t) + S
p
r
) (13)

where Pon and Poff are defined as the probability of a
channel being in occupied state and channel being in idle state,
respectively.Pd is defined as probability of detection andPf



as false alarm.T is the SU maximum frame period, while
Ts is defined as the sensing period and andTo is defined as
overhead of negotiating the traffic channel between the pairof
transmitter and receiver.SS

r is the received signal of PU by SU
during spectrum detection.Sp

r is the PU signal waveform, and
n(t) is a zero-mean additive white Gaussian noise (AWGN).

Having (12) and (13), considering a network havingC
channels andM PUs, the bandwidth of each SU can be
calculated as follows:

R(t) = e−θ1
T

τon

C
M Rs(t) + (1− e−θ1

T
τon

C
M )Rf (t) (14)

whereθ1 is the scaling factor andτon is the time that PUs are
ON state.

Considering (11) and (14), each CH calculates a weight
for its own cluster and includes it in the CHRReq. Defining
CHBW i

as a bandwidth of clusteri, the cluster routing weight
(CRW) is formulated as follows:

CRW i = (ω).
1

µ
+ (1− ω).CHBW i

(15)

whereω is the assigned weights (priority) given to theµ or
CHBW i

. From (7) and (15) we can have

M(r) =
N∑

i=1

(ω).
1

µ
+ (1− ω).CHBW i

(16)
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ABSTRACT 
ICT based healthcare services: mHealth and eHealth in 

particular have gained huge momentum around the globe 

including under developed economies due to the high 

penetration of mobile phone and easy cum inexpensive 

access to information and communication technologies even 

among rural communities. Bangladesh is no exception. Till 

March 2012, a total of 26 mHealth and/or eHealth initiatives 

have been taken, many of which are still straggling without 

having any major technical flaw. Although there is ample 

evidence and concerns pertaining to the technological 

perspective of eHealth, there are only a few studies 

conducted in regards to the social adoption process and 

consumer behavior of remote healthcare systems. This paper 

aims to explore and analyze the behavioral aspects of 

eHealth consumers, upon which social acceptability and 

business sustainability of ICT based healthcare systems 

mostly depends. In this research, we have selected two 

current experimental rural sites of Portable Health Clinic 

(PHC) namely Bheramara in Kushtia district and Kalihati in 

Tangail district. The study shows current consumer’s trend 

and health status in terms of age, gender and likely health 

risk. It also depicts an overall comparison of health status 

between two of the experimental sites and the movement of 

health condition with age taking 4969 rural patients as a 

sample.  

Keywords 

ICT Based Healthcare Systems; Portable Health Clinic 

(PHC); Social Adoption; Consumer Behavior; Unreached 

Community; Rural Bangladesh. 

 

1. BACKGROUND 
Bangladesh has a serious shortage of physicians, 

paramedics, nurses, and midwives. The nurse–physician 

ratio is one of the poorest in the world. There are 

approximately three physicians and one nurse per 10,000 

people, the ratio of nurse to physician being only 0.4 [1]. The 

available qualified healthcare providers are centered in 

urban areas while the majority of people live in rural areas, 

resulting in an inequitable access to quality healthcare for the 

rural and disadvantaged sections of the population [2]. 

Under these circumstances, ICT based healthcare services 

i.e. mHealth and eHealth have been emerged in Bangladesh 

since late 90’s which provides a new opportunity to ensure 

access to quality healthcare services for the population in 

general, and for people from poorer sections and hard-to-

reach areas in particular. Effectiveness of these services 

depends on the evidence-informed development of 

appropriate programs designed around people’s perceptions 

of ICT based healthcare systems and user feedback. 



 

 

1.1 ICT Based Healthcare Systems in 

Bangladesh 
Access to quality health services and associated costs are a 

threat to Bangladesh’s current momentum for universal 

health coverage (UHC). The existing health system is largely 

(>60%) dependent on out-of-pocket payments [3]. Among 

many health system concerns, a serious lack and unequal 

distribution of qualified health human resources (HHR) is a 

harsh reality. Only 25% of the HHR is working for the rural 

population which accounts for 70% of the total population 

[4]. The health system of Bangladesh is haunted by 

challenges of accessibility and affordability. Despite 

impressive gains in many health indicators, recent evidence 

has raised concerns regarding the utilization, quality and 

equity of healthcare. In the context of new and unfamiliar 

public health challenges including high population density 

and rapid urbanization, eHealth and mHealth are being 

promoted as a route to cost-effective, equitable and quality 

healthcare in Bangladesh [5].  

eHealth and mHealth have been defined in many ways that 

essentially confer more or less similar attributes. eHealth is 

an umbrella that includes a spectrum of technologies 

including computers, telephony and wireless 

communications to provide access to health care providers, 

care management and education [6]. mHealth is essentially 

a subset that delivers such services via mobile phones [7]. In 

brief, eHealth and mHealth facilitate provision of healthcare 

through information and communication technology. 

Globally, eHealth is steadily becoming a popular platform 

for healthcare delivery and Bangladesh is no exception. A 

number of initiatives have already been implemented since 

the late 90’s. These have mainly focused on mobile phones, 

especially important amongst the rural and underserved 

communities for their potential to overcome geographical 

boundaries. In 2011, WHO reported Bangladesh as one of 

the 15 countries using mHealth to raise health awareness [8].  

The year 1998 is a milestone for eHealth in Bangladesh as 

the first eHealth project was launched by Swinfen 

Charitable, a not-for-profit institute. It involved a 

collaboration between the Centre for the Rehabilitation of 

the Paralyzed (CRP) in Bangladesh and the Royal Navy 

Hospital Haslar, in UK. During the same year, the Ministry 

of Health and Family Welfare (MoHFW) initiated their first 

eHealth initiative [9]. Just a year later the Telemedicine 

Reference Center Limited (TRCL), a private company, 

initiated the use of mobile phones for healthcare delivery. In 

2001, a professional coalition was established, the 

Bangladesh Telemedicine Association (BTA). This 

provided a platform for the ongoing and sporadic eHealth 

initiatives in the country. A similar platform called the 

Sustainable Development Network Program (SDNP) was 

formed in 2003, aimed at establishing better collaboration 

and understanding between providers [4]. Later in 2006, 

TRCL paired with GrameenPhone (GP) and initiated a 

mobile phone based call center for subscribers called Health 

Line: 789 [10]. A number of NGOs, including BRAC, Sajida 

Foundation and DNet subsequently developed an interest in 

eHealth and mHealth. The main focus of their interest was 

on enhancing the efficiency of project implementation, for 

example by monitoring and evaluating interventions. Later 

many private entities became involved in telemedicine 

and/or patient record systems in their clinics and hospitals. 

A study conducted by ICDDRB identified, till March 2012, 

in total 26 initiatives (either pilot or full scale programs) with 

direct or indirect associations with eHealth and/or mHealth 

in Bangladesh among which four were public, eighteen 

private and four NGO [5]. 

1.2 About Portable Health Clinic (PHC) 
The Portable Health Clinic (PHC) system is an e-health 

system with a telehealth component. The PHC was jointly 

designed by the ‘Social Technology Lab’ at Kyushu 

University, Japan and Grameen Communication’s Global 

Communication Center (GCC) to provide affordable e-

Health service to low-income, low literate people living in 

unreached communities [11].  

The PHC back-end comprises GramHealth software 

applications, database, and medical call center. GramHealth 

software applications process patients’ Electronic Health 

Records (EHR) and doctor’s e-Prescriptions, and store them 

in a database.  Doctors at the medical call center access 

GramHealth data cloud through the Internet or have a copy 

of the database in the call center server. Upon receiving a 

multimedia call from a patient, the doctor can find patient’s 

previous EHR, can create, and send an e-Prescription [12]. 

This saves time and effort as the doctor does not need to ask 

questions about the patients’ personal profile (basic 

attributes and medical history) but can focus on the 

immediate health inquiry. 

 

Fig. 1. Portable Health Clinic (PHC) system architecture 

The PHC front-end has the instances of portable briefcase 

consisting of medical sensors and measuring equipment 

operated by healthcare workers living in unreached 

communities. The medical sensors are used to identify non-

communicable diseases (NCDs) and have a Body Area 



 

 

Network’ (BAN) interface to transmit patient data to tablet 

PC (local sensor server within the briefcase). The local 

sensor server synchronizes its cache with the master sensor 

server when an Internet connection is available. The master 

sensor server in the back-end data cloud stores all sensor data 

and provides data to the GramHealth database and doctors in 

the call center [12].  

2. RESEARCH MOTIVATION AND 

OBJECTIVES 
Since the ICT based healthcare services are comparatively 

new to the low income, low literate rural people of 

Bangladesh, the sustainability of PHC will largely depend 

on consumers perception and social acceptance of new 

technology. Therefore, the understanding of factors that 

influence technology acceptance is essential for its 

successful adoption [13]. Although there is ample evidence 

and concerns pertaining to the technological perspective of 

eHealth, there are only a few studies conducted in regards to 

consumer adoption [14]. It is therefore important to measure 

the attitudes of consumers towards eHealth systems and the 

system characteristics, which directly affect system 

acceptance once implemented [15]. 

The primary objective of the research is to explore and 

examine the consumers’ trend and behavioral factors that 

affect social adoption of ICT based healthcare services in 

rural Bangladesh. 

The secondary objectives of the study are as follows: 

 To assess the current trend and health status of 

rural patients served by Portable Health Clinic 

(PHC) in two experimental sites. 

 To investigate the current level of knowledge and 

awareness of rural people on ICT based healthcare 

systems (PHC in particular). 

 
 

3. RESEARCH METHODOLOGY 
Social adoption of a new product or service, specifically 

means the large scale acceptation of that product or service 

by its target consumers. We have identified six basic steps 

that PHC will have to pass through on the way of its overall 

consumer acceptance.  

 

Fig. 2. Steps of PHC’s Consumer Acceptance 

Now we are in the very first step where the researchers are 

going to explore and examine the behavioral aspects rural 

consumers in two target areas regarding their knowledge and 

attitude towards PHC that affect its social adoption largely. 

The study will be qualitative and exploratory in design. 

Being a qualitative study, data will be generated from 

personal interviews, field observations and from the 

examination of documents from various sources. Then the 

data will be analyzed through appropriate statistical tools. 

The interviewees will be asked questions (both close ended 

and open ended) about ICT based healthcare services and the 

structured questions, eventually generated the stories they 

experienced in real life. How their lives have been affected 

and what they experienced by taking the services will be the 

main theme of the interview. The interview will be audio 

recorded and later on, transcripts will be written. To 

maintain the right of privacy of the respondents, they will be 

briefed on the research purpose and asked whether they want 

to participate in the study as well use their names and other 

information in the paper. 

In order to achieve the research objectives following 

information are needed: 

 

After collecting information on the behavioral aspects of 

PHC consumers, a dedicated Technology Acceptance Model 

(TAM) will be designed for PHC in order to identify the 

exact external environmental factors and consumer’s 

behavioral factors that affect long run social acceptance of 

this new ICT based mobile healthcare service – i.e. PHC. 
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Fig. 3. Technology Acceptance Model (TAM) 

Source: Davis, F. D.; Bagozzi, R. P.; Warshaw, P. R. (1989), 

"User acceptance of computer technology: A comparison of 

two theoretical models", Management Science 35: 982–

1003 

4. SURVEY PROFILE 
Portable Health Clinic (PHC) has started serving actively 

since 2012, till March 15, 2016 it reached 32 remote 

locations in 9 districts and served 33,283 rural patients 

among which 18,372 (55.2%) were male and 14,911 (44.8%) 

were female. 

For this research, we have selected two communities (sub-

districts): Bheramara sub-district in Kushtia District and 

Kalihati sub-district in Tangail district. Bheramara consists 

of 6 different unions where the total number of households 

is 15,698 and total population is 176,618. Males constitute 

51.55% of the population, and females 48.45%. Bheramara 

has an average literacy rate of 28.1% (7+ years), and the 

national average of 32.4% literate. Kalihati consists of 13 

different unions where the total number of households is 

50,982 and total population is 398,786. Males constitute 

51.55% of the population, and females 48.45%. Kalihati has 

an average literacy rate of 42.9% (7+ years).Male literary 

rate is 46.1% and female literary rate is 39.8 % 

In this two experimental sites we have a total of 66,680 

households among which we are going to randomly select 

5,628 respondents (not more than one from a household). In 

selecting this sample size we considered 95% confidence 

level and the confidence interval was 1.25  

5. CONSUMER TREND AND HEALTH 

STATUS 
PHC has a database of 33,283 rural patients who have been 

served so far among which a total of 5012 patients are from 

our two experimental sites namely Bheramara and Kalihati. 

PHC started serving in those two experimental sites from 

2013. Among this total 5012 patients 3041 (60.7%) were 

male and 1971 (39.3%) were female. 

 

5.1 Overall Performance 

 

 

 

Fig. 4. Service Performance: Bheramara Vs. Kalihati 

The above figure shows that, PHC is serving more patients 

in Bheramara than Kalihati. Kalihati has a location 

advantage which is close to the capital city Dhaka and 

another big city Gazipur this is why the people of Kalihati 

have comparatively better access to traditional healthcare 

services. On the other hand Bheramara is a remote village 

having less access to healthcare services which made PHC 

more acceptable in this area. 

 

5.2 PHC Consumers by Age  
Age Frequency Percentage 

0-19 (Childhood) 123 2.5% 

20-39 (Young Adult) 1874 37.5% 

40-64 (Middle-aged Adult) 2485 49.8% 

65-84 (Senior Age) 489 9.8% 

85+ (Old Senior Age) 23 0.5% 

Total 4994 100% 

 

 Fig. 5. Age Distribution of Patients  

The biggest consumer segment of PHC is Middle-aged Adult 

(40-46) followed by Young Adult (20-39) 

5.3 Overall Health Status  
On the basis of some measurable health condition like blood 

pressure, pulse rate, blood glucose, arrhythmia etc. PHC has 

classified its patients into four different color groups where 
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green indicates safe, yellow for doubtful, orange means 

going to be in danger and red indicates the patients who are 

already in danger zone. 

 

 

 

Fig. 6. Health Status of Experimental Sites 

5.4 Comparative Health Status: BH vs. KH  
 

 

 

“Green” is significantly higher in Bheramara while 

“Yellow” is higher in Kalihati. 

 

5.5 Movement of Health Status with Age 
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The above graphs clearly shows as age goes up probability 

of being “Green” and “Yellow” goes down while the 

probability of being “Orange” and “Red” goes up with age. 

5.6 Social Adoption of PHC 

 

 

The above figure shows PHC is serving more vulnerable 

patients every year which indicates more reliability and 

social acceptance of PHC in its service area year by year.  

6. WHAT NEXT? 
A structured questionnaire survey will be conducted among 

the target sample in two experimental sites in order to 

investigate the current level of knowledge and awareness 

and other behavioral factors that affect social adoption of 

Portable Health Clinic. 

Primary data collected from the survey will be analyzed 

through ANOVA, Correlation and Regression analysis in 

order to find out the pattern and intensity of relationships 

between the dependent variable i.e. social adoption of PHC 

and other independent variables i.e. demographic, 

behavioral and social traits of the consumers. 

7. EXPECTED OUTCOMES 
After analyzing the survey results the researchers will be 

able to identify the rural consumers’ knowledge and 

understanding about the use of ICT in healthcare, the 

existing level and sources awareness towards PHC among its 

target consumers, use of PHC in recent sickness, compliance 

with prescription suggested by PHC call center doctors, cost 

perception on PHC and traditional healthcare and the reasons 

for using and not using PHC. 

8. CONCLUSION 
The high penetration of mobile phone and easy access to 

information and communication technologies into the 

society, even among rural communities, provides a unique 

opportunity to use the eHealth technology for taking 

healthcare to the people in general and the ones with 

difficulty in accessing the services involving a physical visit 

to a physician in particular. It is a prerequisite that 

knowledge be universal to ensure exploitation of the full 

potential of the services. So, this is high time to explore the 

consumer behavior, their knowledge and attitude towards 

ICT based healthcare services. So far we have found the 

consumer’s trend and health status in terms of age, gender 

and their likely health risk. We have also shown the overall 

comparison of health status between two of the experimental 

sites and the movement of health condition with age. In the 

next level we will be able to find consumer’s demographic 

and behavioral factors that affect social adoption of PHC. If 

the research can be conducted properly, the findings will 

help ICT based healthcare service providers to design and 

develop their services in accordance with the perceptions 

and expectations of their target consumers, i.e. patients. This 

will also enhance the possibility of wide-spread social 

adoption and sustainable operation of ICT based healthcare 

services. 
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Abstract—Nowadays Payment Card have been extensible used for 

remote or  onsite  transactions to reduce the need for awkward of 

most cash transaction in human life and people gradually 

dependent to use payment card like a debit card, a credit card or 

an ATM card, which are easy to carry, handle and manageable 

and allows them to immediate fund transfer. This is why Payment 

cards become the target to the frauds and have been a large 

number of incidents of payment card frauds due to the security 

weakness of this system. At present security of the most payment 

card is guaranteed by PIN (Personal Identification Number), 

which is shareable with others, on other hand fingerprint and 

voice biometric of every person is unique and cannot be shareable. 

In this paper, the author proposed a solution to improve the better 

performance in payment card security by enhancing the 

fingerprint and voice biometric.   
 

Keywords—Fingerprint, voice biometric recognition, PIN, credit 

card, debit cards, ATM cards. 
 

I. INTRODUCTION 

Financial organizations use different security features in 
payment card system to protect the frauds. In order to assign 
such separate security measures these organizations invest the 
huge amount of money and human resources, but because of 
increasing the usages of organized and sophisticated 
techniques by the Fraudsters, fraud is still increasing. 
Therefore, financial organizations, as well as the cardholder, 
are very worried about the security measure of payment card 
system. This paper analyzes the necessity of using fingerprint 
and voice biometric recognition to integrate with payment 
card system as a replacement of general memorized PIN 
(Personal Identification Number) verification. There are a lot 
of factors that could be used for human identification, which 
is unique for each person. The fingerprint was the first one to 
be discovered and analyzed. Finger carries a unique pattern 
which consists of different spirals, loops and curves and 
which is totally unique. Other factors, which are unique for 
each person, include a face, hand and palm geometry, eye iris 
and retina, ear shape, handwriting and DNA. Some techniques 
using these factors are still under development which may 
require new technologies and devices to detect the deviations. 
For communication purpose, many technologies are 
developed for speech generation, speech recognition, special 
devices and character recognition such as OCR applications 
which make an easier operation of devices. Speech 
recognition is an easy technology which needs only a single 
microphone to get the necessary sample where people provide 
their speech sample to the system very willingness. The 
biometric factors could be divided into physical (such as 
fingerprint, hand, iris, retina, face, and palm) and behavioral 
(such as voice, movement characteristic and signature). Here, 
the Hidden Marcov Model (HMM) and different search 
algorithm along with lexical analysis are mediated [1] so that 
the significance in payment card security rise to a completely 
new level. In this report, the research initially discusses study 

rationale and latest studies in this context. The researcher also 
discusses the anti-fraudulent activities. The analysis and 
experiments are prescribed in the later segment and based on 
these, the conclusion is drawn. 

II. MOTIVATION AND STUDY RATIONALE 

Recently, the frauds in payment cards increase such a 
rationally which have threatened the management of 
information security. Fraudsters are using some new well 
organized and sophisticated techniques which are the biggest 
challenge to ensure the security level of payment system for 
every user of all environments. To improve this security, the 
integration of both fingerprint and voice biometric speech 
recognition technique can be used as an unparalleled and high-
level enhancement in the aspect of payment card frauds. 
Though both fingerprint and voice biometric are treated as a 
unique identification for each person, so fraudster must be 
hacked this two high-level identification which will be very 
difficult in the aspect of committed the payment card 
transactions. 

III. LITERATURE REVIEW AND METHODOLOGY 

A. Literature Review 

Biometric technique is becoming the most popular method in 
highly secure identification and verification. Though the level of 
security are breach and transaction incident are increase, the 
necessity of highly secure identification and verification 
technologies are become ostensible. There are various types of 
biometrics in this world such as fingerprint, hand geometry, 
retinal scanning, signature verification, iris scanning, voice 
recognition and facial recognition. 

 

B. Fingerprint Recognition  

Though every person has a unique characteristics and 

patterns, so in biometric technology, fingerprint is the most 

usages technology to identify or verify of any individual 

person. A fingerprint pattern is consist of various space and 

lines, where lines are refereed as ridges and the spaces between 

these ridges are called valleys, both valleys and ridges are 

needed to match for identification and verification. Any 

comparisons of the fingerprint are made on the unique 

fingerprint traits which are called minutiae. The general live 

scan produces 40 minutiae [2]. 

 

 
 

Fig 1: Three level feature of Fingerprint. 
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According to the principal of fingerprint recognition, all 

fingerprints could be divided into 5 classes which are Arch, 

Left Loop, Right Loop, Tended Arch and Whorl.  
 

 
Fig. 2.  Fingerprint classes- Arch, Left Loop, Right Loop, Tended Arch and 

Whorl. 
 

There are 5 steps in process of minutiae comparison 

(fingerprint scan analysis, identification and verification) 

consists of Acquisition of fingerprint image, Image 

Processing, Location of Unique characteristics, Template 

generation and Template matching. In the stage Acquisition of 

fingerprint image its mainly involves the image processing, 

such as scaling, which is a process of improving the 

appearance of the acquired image and the results in a series of 

thick black ridges contrasted to white valleys[3]. In this 

process image features are recognized and enhanced for 

verifying against the pre stored minutiae file. Enhancement of 

the acquired image is used to minimize the characteristics of 

fingerprint ridges and valleys from unique patterns such as 

Arch, Loop and Whorl. Template is generated after the 

identification of the unique characteristic of finger by 

Template generation step and finally identification is done by 

the Template matching step. 
 

Finger Sample  Acquisition of fingerprint image  Image 

Processing  Location of Unique characteristics  Template 

generation  Template matching 
 

Fig. 3.   Process of minutiae comparison 
 

C.  Speech Recognition 

Voice biometric recognition is the capability of a program 

or machine to understand or receive and convey the spoken 

instructions, which is one of the safe and convenient 

recognition techniques [5]. This technique combines both 

physical and behavioral factors to generate speech patterns 

which can be captured by the voice processing technology. 

Speaker’s inherent properties such as fundamental frequency, 

nasal tone, inflection, cadence etc. are used for voice 

recognition systems, which is dependent on the generated 

waveforms and air pressure patterns while a user speak. The 

microphone captures the speakers’ voice signal and converts 

this analog signal into digital signal. Due to unsatisfactory 

accuracy voice recognition technique is still unreliable and 

some throat related problems speakers’ voice may be rejected 

by this system. 

Here the author uses the Hidden Marcov Model which is a 

popular algorithm to implement speech recognition [6]. Time 

variants under discrete states are identified. The min_HMM 

(minimal Hidden Marcov Model) in C language recognize 

speech. This model has two portions, one the front end and 

other is the search algorithm. In the front end, there contains 

an analog to a digital encoder. Afterward, the digital speech is 

sampled and analyzed under spectral shaping analysis. The 

message is then transformed using the finite impulse response 

(FIR) filter. The Signal processing is as follows: 
 

Message  Analog to Digital Encoder  Spectral Shaping  

Spectral Analysis  Parametric Transformation  Search 

Algorithm 
Fig. 4.   Search Algorithm 

 

The search algorithm uses an observation sequence and 

analyzes with the preserved word and the mathematical model 

in this regard as follows: 

max p(ωi|O), 
 

where ωi is the probability of word and O is the observation  

vector.   

To recognize the voice of any speaker the following steps may 

be followed: 

Voice Capturing: This is the first steps where speakers’ voices  

are captured by a quality full Microphone with a sampling 

frequency at least of 11 KHz and a precision of 16 bits and 

converts this analog signal into digital signal. The result may be 

differing according to the capturing quality of this recognition. 

Signal Pre-processing : The   next steps is the pre-processing  of 

the captured signal which consists of various elementary steps 

such as pre-emphasis, framing, windowing and clipping of the 

non-speech frames, i.e. selecting of the speech frames. Feature 

extraction: The 3rd step is the feature extraction from the 

processing signal, where the actual frames have been extracted 

from the signal and are ready to the next processing. The goal 

of this stage is to extract some typical features from the signal. 

There are a lot of various possibilities and it is very difficult to 

select the best of them. The features are based upon some 

parameters of the captured signal. These parameters may be 

e.g.: Zero Crossing Rate (ZCR), autocorrelation, Linear 

Prediction Coefficients (LPCs), energy, Mel-Frequency 

Spectral Coefficients (MFSCs), Coefficients (MFCCs), Mel-

Frequency Cesptral see [7], [8]. These parameters are not 

sufficed for the voice recognition, so it is necessary to extract 

form the captured signal some other information which enable 

us to recognize the voice reliably. Recognition: This is the final 

step of speakers’ recognition. The result (confirmation of 

success or refusal) depends before all on the feature set chosen 

for this method and then, even the worst recognition method 

would be able to execute the recognition properly. To recognize 

the speaker and extract a unique feature vector we may need to 

user some tolls like the hidden Markov models or the neural 

networks. 

IV. ANALYSIS AND WORK FLOW 

    The idea of this proposed system is to secure the transaction 

of any payment card system which has become a significant 

fact in case of security. In this paper the author analyzed the 

necessity of using fingerprint and voice biometric recognition 

to integrate with the payment card system as a replacement of 

general memorized PIN (Personal Identification Number) 

verification.  
 

The user shall use the fingerprint sample and voice sample 

(passcode) instead of PIN here. The fingerprint and voice 

sample are preserved when registration takes place. First the 

user provides the fingerprint and voice sample which are 

converted digitally. Then the digital message is sampled and 

matched using search algorithm. In this regard, the min HMM 

is used.  

 

A. Work Flow Diagram 

    The proposed workflow diagram is shown in Fig. 6. In this 

system, no extra microcontroller or accuracy is stored. The 

matching is conducted in server side. Another java based 

simulator is installed which send data as soon as the card is 

inserted in the POS or ATM machine. To make a financial 

transaction cardholder must Swipe the card first. The system 



will verify the card and after successful verification, the 

system will prompt for cardholder fingerprint when cardholder 

put his/her fingerprint system will match this to the stored 

sample against the given card number. After successful 

authentication of fingerprint system will then prompt for 

cardholder voice biometric (voice passcode), after capturing 

the voice passcode system will match this to the stored sample 

against the given card (if the card is EMV them system can 

authenticate the both fingerprint and voice passcode from the 

memory of card chip, but for magnetic card system will 

authenticate those from the server side). After successfully 

authentication of voice passcode transaction will be 

committed, otherwise, transaction will be failed. 

 

 
 

Fig. 5: Flowchart of proposed System 

 

V.  EXPERIMENTALEVALUATION 

In this section, the author evaluates the proposed security 

system. In order to testify the system, the user takes 7 subjects 

and a computer where the usual Card Reader simulator is 

installed. The purpose of using a computer is that the Card 

Reader can be simulated in computer and in this simulator 

virtual card can be swiped. The computer is connected to a 

local LAN network and is able to talk with oracle 11g 

database where the subjects’ registered Finger Print and voice 

passcode is stored against the cardholder. A microphone is 

used gathers voice passcode and a fingerprint capture machine 

is also installing into the computer. To convert voice passcode 

from analog to digital sample the ADCPro software is used. 

This sample is tried to match under LAN with the stored 

passcode. If matches the system gives to do for father 

operation. In this experiment, four users passed the system, one 

did not pass due to heavy noise, one used recorded passcode, 

one used the wrong passcode and one used wrong fingerprint. 

Hence, the system can be tuned in the case of noise aspects. 

The comparison table is given below: 
 

Table 1.Result Table 
Cardholder Finger 

Print 

(Match 

Case 75%) 

Voice 

recognition 

(Match case 

70%) 

EMV/Magnetic 

Card? 

1 81% 73% EMV 

2 55% NA EMV 

3 86% 88% EMV 

4 77% 75% Magnetic 

5 6% NA EMV 

6 0% NA Magnetic 

7 78% 0% Magnetic 

 

VI. CONCLUSION 

      Payment cards system is widely used all over the world via 

different means. Many people use the card to purchase products 

in shops and online market. The author has presented the 

importance of security while using credit cards. The 

introduction of voice recognition and finger biometric 

recognition is optimized in this report. The idea of inclusion 

these techniques are very rigid, so that the card theft is 

minimized. The author also suggests is to replace the magnetic 

card with EMV card which not only lessen card theft but also 

lower costs. The main purpose and benefit of a voice and finger 

recognition system are to uplift security and avoid unwanted 

and illegal transactions.  
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Abstract— Advanced power system nowadays demands to 

ensure accurate estimate of the system states (bus voltages and 

angles) in order to ensure protection, monitoring, controlling and 

smooth running of the system. The conventional state estimator 

estimates the power system states based on the measurements 

obtained from the Supervisory Control and Data Acquisition 

(SCADA) system. Besides, the use of synchronized phasor 

measurement unit (PMU) has become a popular choice of the 

time in this field because of its ability of providing the real time 

phasors of voltage and currents. For a better phase estimation 

accuracy of the system, proper site selection of placing PMU is a 

must. Keeping an eye on system observability and system meter 

economy, it is important to identify the optimal location and 

number of PMUs to be used in state estimators. This paper 

presents an optimal solution of PMU’s placement by using one of 

the most widely used intelligent technique, Artificial Bee Colony 

(ABC). State estimation is then carried out by placing PMUs on 

the resultant optimum locations. Both the voltage and current 

phasors has been taken from the PMUs installed in the buses. 

The impact of bad data in the measurement series is also 

investigated. IEEE 14-bus and 30-bus systems has been taken as 

test system and Weighted Least Square (WLS) Algorithm has 

been considered as estimator algorithm to carry out the 

estimation process. 

Keywords— State Estimation, Phasor Measurement Unit, 

Optimal PMU placement, Artificial Bee Colony.  

I.  INTRODUCTION 

State estimation is such kind of an imperative process 
which does the very important duty of ensuring power system 
security by monitoring it precisely. A state estimator estimates 
the values of state variables (voltage magnitudes & phase 
angles) at the buses after it is provided with the measurements 
like magnitudes voltages and power injections in the buses, 
power flows and current flows in the branches [1-2]. 
Conventional Supervisory Control and Data Acquisition 
(SCADA) of remote terminal units (RTU) installed at the 
substations provides the estimator with these measurement 
values [3]. After introducing Phasor Measurement Unit (PMU) 
around the year 1990, it has become the most reliable tool in 
wide area monitory system (WAMS) which provides real time 
bus voltage and branch current phasor measurements. The very 
high refreshing rate of PMU has made it highly acceptable in 
power system control compared with conventional SCADA 
systems [4]. Besides of state estimation, PMU has got some 
more applications like transient stability analysis of power 

system, fault detection, wide area protection, transmission line 
thermal monitoring etc. [5-7]. 

For proper running of any estimator, it must provide 
sufficient amount of measurements that make the system 
observable. The minimum number of measurements provided 
must be (2N-1) if N indicates the number of buses. Lots of 
work has already been done on this field and researchers has 
used both the heuristic and mathematical algorithms as solution 
methodologies [8-9]. Integer programming and exhaustive 
search technique was used to search for best placement 
location of PMUs which has been explained in detail in the 
taxonomy work on PMU placement done by Nikolas et al. [10]. 
Among the heuristic techniques, Tabu search, Simulated 
Annealing, Genetic Algorithm, Particle Swarm Optimization, 
Differential Algorithm, Bee colony, Spanning Tree Search, 
Immune Algorithm, Recursive Security N algorithm and 
several hybrids of such intelligent techniques were used in 
Optimum PMU placement (OPP). The recent most survey on 
OPP by Nazari-Heris et al. [11] presented all such techniques 
along with the solution sets for each as well as the objective 
functions considered in those problem formulation. All of those 
works mainly focused on minimizing the number of PMUs to 
be installed in the system which will make the system 
observable as well as will fulfill several other specified 
objectives.  

This paper presents a technique to find out the optimal 
PMU locations in a power system. As it is known, that a bus if 
installed with a PMU, it can provide the voltage phasors of that 
bus as well as the current phasors of all or some of the adjacent 
branches connected to that bus depending upon the 
communication facility availability in that bus location. A 
MATLAB based optimization tool along with Artificial Bee 
Colony (ABC) is used to solve the optimization problem. 
Different solution sets are found for OPP which has been 
further investigated by doing state estimation. Performance of 
the estimator is checked by placing PMUs in the optimal 
solution sets keeping the measurement redundancy level same 
for all which will enable us to compare between the solution 
sets. Test cases with and without presence of bad data are 
considered both for estimation. Widely used WLS algorithm is 
used to carry out the state estimation for IEEE 14-bus system.  

In this paper, section II will present the details of 
optimization problem of PMU placement. Section III will 
present the two optimization tools used in getting optimal 
solutions. WLS algorithm will be briefly presented in section 
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IV. Part V will present all the simulation results with necessary 
analysis and followed by the conclusion in section VI.  

II. PROBLEM FORMULATION FOR OPTIMAL PMU LOCATION 

 A PMU is different from the conventional meters in the 
sense that it has got the ability to provide not only the voltage 
phasors of the connected bus but also the current phasors of the 
branches which are attached with the bus [12-13]. In this 
problem formulation, it has been considered that the buses are 
all equipped with proper communication facilities which will 
allow an installed PMU on a particular bus to make all its 
neighboring buses observable. So, the problem formulation of 
OPP has got the objective to get the minimal set of PMUs so 
that each of the buses are at least reached once by the installed 
PMUs.  

 The objective function of the optimization problem for an 
n-bus system is [12]: 

1

min
n

i i

i

x c


               (1) 

Where xi is the decision variable which denotes that whether a 
bus is installed with a PMU or not. For a 14 bus system, we 

will have 14 values of x starting from 
1x  upto 

14x . So, 
ix  can 

be represented as: 

1,

0,
i

if PMU is installed
x

Otherwise


 


            (2) 

iC is the cost needed to install a PMU in a particular bus. It is 

considered that the installation costs will be same for each 
PMUs wherever it is installed. 

 

Fig 1: IEEE 14 bus test system 

Min 1 2 3( ... )nx x x x     

Constraints of this optimization problem will be used to make 
the network observable which can be expressed as: 

1 1nXn nX nXA X b              (3) 

Where 
nXnA  is denoted as the connectivity matrix which 

defines the connection pattern between the buses.  

,

1,

1,

,

i j

if i j

A if i and j areconnected

o otherwise




 



,           (4) 

1 1 2 3[ ... ]T

nX nX x x x x ; a vector with decision variables  

And  
1

1 1 1....1
T

nx
b               (5) 

For IEEE 14 bus system, the formulation is presented in figure 
4. 

Subject to 14 14 14 1 14 1

14 1

1

.
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The connectivity matrix can be seen from the figure and can be 
formulated from equation (2) as follows: 

1 1 0 0 1 0 0 0 0 0 0 0 0 0

1 1 1 1 1 0 0 0 0 0 0 0 0 0

0 1 1 1 0 0 0 0 0 0 0 0 0 0

0 1 1 1 1 0 1 0 1 0 0 0 0 0

1 1 0 1 1 0 0 0 0 0 0 0 0 0

0 0 0 0 0 1 0 0 0 0 1 1 1 0

0 0 0 1 0 0 1 1 1 0 0 0 0 0

0 0 0 0 0 0 1 1 0 0 0 0 0 0

0 0 0 1 0 0 1 0 1 1 0 0 0 1

0 0 0 0 0 0 0 0 1 1 1 0 0 0

0 0 0 0 0 1 0 0 0 1 1 0 0 0

0 0 0 0 0 1 0 0 0 0 0 1 1 0

0 0 0 0 0 1 0 0 0 0 0 1 1 1

0 0 0 0 0 0 0 0 1 0 0 0 1 1

A








 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



    

 

From the constraint equation (3), all of the 14 equations can be 
formulated which will help the system to make the system 
observable.  

Suppose for bus 1 observability equation will be: 

1 2 5 1x x x   ; which means that at least one PMU must 

have to be placed in any of these three buses (1,2,5) so that 
other two buses could reach the installed PMU with proper 
communication channel and make the zone around bus 1 
observable. Like the same way all other equations are formed 
for each of the buses which will make the respective bus 
“reachable” from the neighboring buses. Thus the entire system 
will become observable by following all the 14 constraint 
equations. 



III. OPTIMIZATION TOOLS FOR OPP 

a) CVX: 

To solve the convex optimization problems, CVX is widely 

used which works in Matlab environment. It transforms 

Matlab into a modeling structured language, allow to 

incorporate objective functions and constraints using standard 

Matlab expression syntax which allows the Matlab users to 

deal with the tool very easily[14].  

 

b) Artificial Bee Colony (ABC) 

Artificial Bee Colony (ABC) is a meta-heuristic global 

optimization algorithm based upon the smart hunting and 

practical behavior of drone flock. It is a promising method for 

engineering applications and since its invention in 2005 by D. 

Karabog, it is being used for numerical optimization, 

combinatorial optimization problems as well as unconstrained 

and constrained optimization problems [15]. User defined size 

of population and cycle number are used as control 

parameters. Abandonment criteria is also predetermined by the 

user. The ABC algorithm progresses in mainly four steps: 

 

Initialization 
A fixed set of solutions or food source positions are 

initialized by the scout bees which is denoted as xm, where the 

value of m is bounded within 1 to SN (population size). In this 

step, the controlling limits are also set. Arbitrary food sources 

produced initially within the predefined range can be acquired 

from the following equation [16]: 

 

(0,1)*(u )mi i i ix l rand l                        (6) 

ui and il are the lower and upper bound of mix . After 

initialization, the set of solutions are forced to undergo 

through an iterative search process of the following three 

phases [17]. 

 

Employed Bees Phase 
For each employed bee: 

 Determine new food source position, vm using the 

expression: 

( )mi mi mi mi kiv x x x                                     (7) 

where kx is a food source and i is a parameter index. 

mi is a random number with the range [-a, a]. 

 Calculate the value fitm using: 

1
0

1

1 ( ) 0

m

mm

m m

f
ffit

abs f f




 
 

                        (8) 

The m-th fitness value is the fitm and fm is the objective 

function value of the m-th solution.  
 vm’s with better fitness values than the corresponding 

xm’s are used in updating the xm’s. It is done by using a 

greedy selection.  

Onlooker Bees Phase 

For each onlooker bee: 

 Food source (solution) with better probability value pm, 

calculated based on the fitness values provided by the 

employed bees. The probability of an individual being 

selected by an onlooker bee is given by [16]: 

1

m
m SN

m

m

fit
p

fit





                          (9) 

 Determine new neighboring food source positions using 

equation (7) 

 Calculate the fitness value, fitm 

 Similarly, as in employed bee phase, the best individual 

is being updated after each iteration based on fitness 

values. 

 

Scout Bees Phase 
The employed bees which cannot improve its solution by 

using preset number of trials (known as limits or terminating 

condition) become scout and as such their solutions get 

discarded. Thus, the scouts get busy looking for new solutions 

in a random manner and is defined by equation (6) [18]. 

 
Figure 2: Flowchart demonstrating ABC algorithm 

 

IV. STATE ESTIMATION USING WLS ALGORITHM 

Weighted Least square represents an estimation problem that 

selects the criterion of a solution to the over-defined matrix 

equations when less states and more measurements are 

available in the power system [1-2]. Weighted least square 

have the objective function that minimizes the square of the 

error. Traditional state estimator utilizes SCADA 

measurements whose relationship with system states: 



 i i iz h x e              (10) 

iz   is SCADA measurement vector and its size is  

 ih x correspond to a nonlinear function vector which relates 

measurements to states 

ie is the error vector between estimated and measured values 

of size  

Power System State Estimation is a system of overdetermined 

nonlinear equations and must be solved as unconstrained WLS 

problem. For weighted least square we need to minimize sum 

of square of residuals: 

2 2

1

min ( ) | ( ) |
N

i i i

i

f x W h x z


           (11) 

     11
min  

2

T

f x z h x R z h x                 (12) 

By taking partial derivative of  with respect to state 

vector , Jacobian matrix [H] will be obtained.  
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According to Newton method to minimize a function f(x), 

where 
1    k kx x x    is 
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And the complete formulation for updating states becomes  
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∆x is the measurement mismatch, which is used as iteration 

step for next iteration, for  to exist non-singularity for gain 

matrix  is must. R (error covariance matrix of 

SCADA measurements), iterative procedure terminates when 

 goes below a certain low threshold value. 
 

V. SIMULATION RESULTS 

 

A) IEEE 14 bus system: 

As discussed above, simulation is carried out on the IEEE 14 

bus test system. In solving the optimization problem in placing 

PMUs in the proper location, MATLAB based optimization 

tool CVX is applied for the comparison with the proposed 

Artificial Bee Colony (ABC) algorithm. Three different 

optimal solution sets are found from ABC optimization with 

same number of PMUs (four) which can meet the objective 

function. The minimum number of PMUs required and the 

best bus locations for PMU placements are presented in table I 

below for both the optimization tools.  

 
Table I: Results for Optimal PMU locations 

Optimized with Number of PMUs PMU locations 

CVX 5 2, 6, 7, 9, 13 

 
Artificial Bee Colony 

(ABC) 

4 Set1: 2, 6, 7, 9 

4 Set2: 2, 7, 11, 13 

4 Set3: 2, 7, 10, 13 

 

It can be observed from table I that ABC is giving better 

results with keeping the number of PMUs only 4 even though 

they are having some different sets of solutions. CVX 

optimized the problem with 5 PMUs. In all three sets of 

solutions given by ABC, the system has become observable. 

 

1) Without any Bad data: 

The test case has been made of measurement readings taken 

from the conventional meters. PMUs are then placed in the 

obtained optimal locations as presented in table I and state 

estimation is carried out then to see their impact on the 

estimation performance. This will lead to find out the optimal 

solution set. It has been done for each of the solution sets with 

same redundancy level of measurement values so that a 

comparison can be made between the solution sets. To make 



the test cases, total of 42 measurements are taken with a 

redundancy level of 1.55. To represent the estimator 

performance, an indicator has been used which is actually the 

sum of the differences between all the estimated values and 

the base case values. Lower value of indicator indicates the 

better performance of the estimator. 

Initially, only the voltage magnitudes and phasors from PMUs 

are considered to run the estimation. So, for the case of 4 

PMUs, we are considering 8 measurement values taken from 

PMU meters and rest are from conventional SCADA meters.  

After that the estimation is carried out with considering the 

current phasors from PMUs. To keep the redundancy level 

same, 8 conventional power flow readings are replaced by 

same amount of current measurements of PMUs. The results 

obtained are presented in table II below. 

 
Table II: SE indicator with readings from PMUs 

Optimized 

with 

PMU locations Measurement 

Redundancy 

Estimator Indicator 

Voltage 
from 

PMU 

Voltage 
and 

current 

from 
PMU 

CVX 2, 6, 7, 9, 13 1.55 3.4668 2.8523 

Artificial 
Bee Colony 

(ABC) 

Set1: 2, 6, 7, 9 1.55 3.4096 2.8256 

Set2: 2, 7, 11, 
13 

1.55 3.4283 2.8016 

Set3: 2, 7, 10, 

13 

1.55 3.3529 2.7705 

 

It is seen from the results that the estimator performance for 

CVX solution set is not better than ABC even if the PMU 

numbers are higher. Inclusion of current phasors improved the 

estimator performance for all the cases as the indicators are 

much lower when current phasors are included. Results show 

that the solution set3 for ABC with PMU locations in buses 2, 

7, 10, 13 gives the best performance indicator with lowest 

value. 

 

2) With bad data: 

A single bad data is then considered in the measurements 

series. Power flow of branch 4 to 7 has been taken -0.3526 

now which was 0.3526 previously. Because of the presence of 

this bad data, indicator becomes 8.2919 which was 4.8916 

before. Table III clearly indicates that the third solution set of 

ABC algorithm with PMU locations 2, 7, 10, 13 gives the best 

solution with lowest indicator among all. All the results are 

presented below in table III. 

 

Inclusion of current phasors in the place of power flows 

improved performance as it happened without bad data too. 

The solution set of CVX, even providing an extra PMU to be 

installed, could not perform that well in estimation. Placing an 

extra PMU will not be an economical choice too. 

 

Similarly, like 14 bus, state estimation is then carried out by 

WLS algorithm after placing PMUs in each of the optimal 

location sets. 

 

Table III: SE indicator with readings from PMUs after affected with bad data 

Optimize

d with 

PMU locations Measurement 

Redundancy 

Estimator Indicator 

Voltage 
from PMU 

Voltage 
and 

current 

from 
PMU 

CVX 2, 6, 7, 9, 13 1.55 7.3238 6.4680 

 

Artificial 
Bee 

Colony 

(ABC) 

Set1: 2, 6, 7, 9 1.55 5.2336 5.0382 

Set2: 2, 7, 11, 
13 

1.55 5.2862 5.0217 

Set3: 2, 7, 10, 

13 

1.55 5.2014 4.9914 

 

B) IEEE 30 bus System: 

The work is then extended to the larger power system with 30 

buses. The superiority of ABC over CVX in optimizing 

problems is being proved already in previous section. 

Different optimal solution sets by Artificial Bee Colony 

algorithm for placing PMUs are presented below in table IV. 

 
Table IV: Results for Optimal PMU locations by ABC 

Number of PMUs PMU locations 

9 Set1: 3, 5, 8, 10, 12, 18, 24, 25, 29 

9 Set2: 1, 7, 8, 10, 12, 19, 23, 26, 29 

9 Set3: 1,7, 8, 10, 12, 19, 24, 26, 30 

9 Set4: 1, 5, 10,11, 12, 19, 24, 26, 27 

9 Set5: 3, 5, 8, 10, 12, 18, 23, 26, 29 

9 Set6: 3, 5, 8, 10, 12, 19, 23, 25, 29 

9 Set7: 3, 5, 8, 10, 12, 15, 20, 25, 30 

9 Set8: 1, 7, 8, 10, 12, 15, 19,25, 29 

9 Set9: 1, 5, 10, 11, 12, 19, 23, 25, 27 

 

   

1) Without any Bad data: Test case has been made with 

the same redundancy level (1.55) as done for 14 bus system. 

Results are presented below in table V. 
 

Table V: SE indicator with readings from PMUs 

 

PMU locations 

Estimator Indicator 

Voltage from 

PMU 

Voltage and 

current from 

PMU 

Set1: 3, 5, 8, 10, 12, 18, 24, 25, 29 12.0423 7.7182 

Set2: 1, 7, 8, 10, 12, 19, 23, 26, 29 12.4724 8.0055 

Set3: 1,7, 8, 10, 12, 19, 24, 26, 30 12.3997 8.6287 

Set4: 1, 5, 10,11, 12, 19, 24, 26, 27 11.9904 8.4069 

Set5: 3, 5, 8, 10, 12, 18, 23, 26, 29 12.3182 8.7552 

Set6: 3, 5, 8, 10, 12, 19, 23, 25, 29 12.0081  8.2738 

Set7: 3, 5, 8, 10, 12, 15, 20, 25, 30 12.0463 8.2971 

Set8: 1, 7, 8, 10, 12, 15, 19,25, 29 12.1249 8.2745 

Set9: 1, 5, 10, 11, 12, 19, 23, 25, 27 11.7615 8.0818 

 

Only the voltage phasors are considered initially from PMUs. 

Current phasors are then considered by replacing same amount 

of power flows to keep the redundancy same. It is seen that 

inclusion of current phasors improves estimation indicator for 

all cases and it also changes the optimal solution set. PMU 

location set 9 was best among all when only voltage phasors 

were considered. Inclusion of current phasors from PMUs 

made solution set 1 the best one with lowest indicator 7.7182. 

 



2) With Bad data: 

Bad data is then applied in one of the power flow values. 

Estimator performance deteriorates as expected. Then the 

PMU measurements are considered as above and the results 

are presented below in table V. 

 
Table V: SE indicator with readings from PMUs after applying bad data 

 

PMU locations 

Estimator Indicator 

Voltage from 

PMU 

Voltage and 

current from 
PMU 

Set1: 3, 5, 8, 10, 12, 18, 24, 25, 29 17.7770 14.3027 

Set2: 1, 7, 8, 10, 12, 19, 23, 26, 29 18.2584 14.6064 

Set3: 1,7, 8, 10, 12, 19, 24, 26, 30 18.1936 15.0873 

Set4: 1, 5, 10,11, 12, 19, 24, 26, 27 17.6991 14.8926 

Set5: 3, 5, 8, 10, 12, 18, 23, 26, 29 18.0779 15.0889 

Set6: 3, 5, 8, 10, 12, 19, 23, 25, 29 17.7401 14.7951 

Set7: 3, 5, 8, 10, 12, 15, 20, 25, 30 17.7970 14.8547 

Set8: 1, 7, 8, 10, 12, 15, 19,25, 29 17.9509 14.8538 

Set9: 1, 5, 10, 11, 12, 19, 23, 25, 27 17.4219 14.6587 

 

The optimal solution sets are similar as the cases of without 

applying bad measurement. Voltage measurements only from 

PMUs give optimal solution set 9 as the best solution with 

least indicator of 17.4219. Incorporation of PMU current 

measurements results solution set 01 as the best optimal 

locations as it gives the minimum indicator 7.7182. 

VI.  CONCLUSION  

This paper focused on two main issues: to place PMUs 

optimally which will not only reduce the installation cost but 

also make the overall system observable and to check the 

performance of the state estimator if the PMUs are placed in 

the resultant optimal positions irrespective of the presence of 

bad data. It has been found that Artificial Bee Colony based 

optimal position provides the best estimation performance. For 

the case of running estimation, redundancy has been taken 

considerably above 1 which will allow the estimator to work 

even if some meters fail to provide service. Besides of PMU 

readings, some measurement readings has been taken from 

conventional meters with some sort of normal noises. The 

detail formulation of optimization problem has been presented 

as well as the formulation of the estimator. It has been 

observed that the performance of the estimation process was 

improved when using ABC by indicating the optimal 

placement of PMUs in the system. The results carried out 

using the IEEE 14-bus and 30 bus system. 
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Abstract— With the immense advancement in the field of 
wireless communication in this modern engineering world, 
Software Defined Radio (SDR) technology has turned out to be an 
indisputable emerging technology and presents new challenges for 
communications engineers. The advancement of SDR system has 
made significant progress in recent years as it becomes a serious 
substitute of traditional hardware radio architectures where the 
mathematical procedures are obligatory to decode and process 
radio signals using analogue circuitry. Recently, computers have 
turned out to be powerful enough to do the required mathematical 
calculations using software. So aim of this paper is to demonstrate 
the study of GSM spectrums in Bangladesh using SDR technology. 
This approach will provide the observation of uplink and 
downlink frequency and channel bandwidth used by GSM 
operators in Bangladesh. An experimental study was conducted 
with suitable conditions to examine the feasibility and efficiency of 
the proposed system. The outcome of experimental result is 
thoroughly examined in this paper. 

Keywords— Software defined radio (SDR); RTL-SDR dongle; 

GSM Spectrum; Uplink frequency; Downlink frequency 

I. INTRODUCTION 

Conventionally mobile operators use different uplink and 

downlink frequency bands. To observe and analyze these 

GSM spectrums, traditional spectrum analyzer can be used 

which are expensive and specialized hardware setups [1]. 

Besides, a special receiver for almost each radio 

communication standard is needed. In many devices, the radio 

hardware and the decoder hardware are amalgamated on the 

same board or are not intended to work individually. As a 

result, using existing radio hardware for an unintended 

purpose turns out to be problematic or even impossible, which 

means high costs for specified radio hardware, e.g. for 

research purposes [2].  

In recent years, SDR technology has turn out to be a 

revolution by bringing much functionality as software with the 

reduction of the cost of hardware maintenance and up-

gradation [3]. RTL-SDR is an extremely low-priced software 

defined radio based on DVB-T TV (Digital HD TV) USB 

receiving dongles which has RTL2832U chip in it. In March 

2010, Eric Fry, Antti Palosaari and the Osmocom team first 

discovered this device who were developing their own SDR at 

that time [4]. From then, several approaches have been made 

by the researchers all over the world employing this device on 

their research works. In 2014, a software-defined sensor 

architecture for large-scale wideband spectrum monitoring 

system has been proposed (Damian Pfammatter (et al.) where 

distributed data collection have been done in real-time over 

the Internet using RTL-SDR [5]. Another approach have been 

made by Ken Tapping et al. who have presented SDR 

technology as an alternative to switched radiometers for 

continuum radio astronomy [6]. A User-Friendly Android-

Based Tool for Spectrum-Analysis based on RTL-SDR have 

been approached by Jens Saalmüller et al. too [7]. In early 

2015, a concept of wireless spectrum analyzer in pocket has 

also been developed using RTL-SDR (Tan Zhang et al.) [8].  

In Bangladesh, Different mobile operator uses different 

frequency bands which are allocated by the government. The 

uplink and downlink frequency ranges used by various 

operators is given below. 

TABLE.I ALLOCATION OF GSM BAND IN BANGLADESH [14] 

 

Operator Name 

Uplink 

Frequency (MHz) 

Downlink Frequency 

(MHz) 

Airtel 880.5-885.5 925.5-930.5 

Teletalk 890-895.2 935-940.2 

Banglalink 895.2-900.2 940.2-945.2 

Robi 900.2-907.6 945.2-952.6 

GrameenPhone 907.6-915 952.6-960 

So in this paper, an observation of GSM frequency bands 

of different mobile operators has been conducted and different 

parameters such as channel bandwidth, SNR(Signal to Noise 

Ratio) has been analyzed using RTL-SDR which can be used 

as an alternative approach of a spectrum analyzing unit with 

advanced radio capabilities such as wideband tuning and 

waterfall displays.   

II. SDR TECHNOLOGY 

A software-defined radio system (SDR) is a radio 

communication system where components which are typically 

implemented in hardware such as mixers, filters, amplifiers, 

modulators/demodulators, detectors etc. are instead 



implemented by means of software on a personal computer or 

embedded system.  The SDR technology allows a flexible 

usage of one single device for various signals which differ in 

bandwidth, frequency, and modulation mode. When using 

SDR devices, the properties of the devices can be adjusted 

from within software instead of exchanging hardware 

components like in traditional radio designs. This has led to 

advanced radios that previously required complicated 

analogue hardware now being able to be implemented simply 

in software. This has reduced the cost of advanced radio 

capabilities such as wideband tuning and waterfall displays 

[4]. SDRs are therefore more suitable for performing signal 

analysis. 

One more feature of SDRs is the transfer of a complete 

signal spectrum in a selected frequency range with a defined 

sample rate to the computer which means all received data are 

available in a raw format and can be used without the 

restrictions and information losses of traditional radio 

hardware such as caused by a fixed filter bandwidth or signal 

demodulation. Therefore, one single device can work as a 

receiver for very different types of signals [2]. Major 

advantages of SDR technology are described below: 

 Provides a very low cost radio.  

 Takes up little physical space (Portability).  

 Software variety and operating flexibility.  

 Wide range of radio spectrum.  

 

III. SYSTEM ARCHITECTURE 

The projected approach is based on the RTL-SDR device, 

a multi-purpose wide band software defined radio consisting 

of economical hardware entity for signal reception and a 

software portion for signal processing. The hardware part 

which is available in the form of DVB-T USB dongle, consists 

of an antenna connected to a tuner chip which is connected to 

the RTL2832U chip via I2C [7]. The tuner IC has been used 

for receiving the analog signal and filtering out the desired 

frequency.  Then it transforms this frequency down to an 

intermediate frequency (IF) generating inphase and quadrature 

 

 

Fig.1.  Basic operational Method 

components (I/Q signals) and sending them into the 

RTL2832U chip. This chip then samples the signal with a 

maximum sampling rate of 3.2 MS/s with 8 bit I/Q samples 

output. These samples are then sent to the computer via USB. 

The software part finally processes the raw samples data and 

illustrates the signal spectrum with waterfall display. 

 

IV. HARDWARE OF THE SYSTEM 

A. The RTL2832U Demodulator 

The RTL2832U is a baseband demodulator which is 

precisely designed for receiving DVB-T and radio 

broadcasting. But the application of this demodulator is not 

limited to these operations. The RTL2832U supports Zero-IF 

and low IF frequency and has a maximum sample rate of 3.2 

MS/s. It receives the IF I/Q signals from the analog tuner IC 

and outputs the 8 bit I/Q samples [7]. The RTL2832U contains 

ADC (Analog-to-Digital Converter) and DSP (Digital Signal 

Processor). It performs DDC (Digital Down-Conversion) via 

I/Q mixers (phase is 90 degrees apart), digital low-pass 

filtering, me /Q resampling, and sends 8-bit I/Q data via the 

USB port [9].  

The RTL2832U contains USB 2.0 interface which 

supports full and high speed modes. This interface has been 

used to transfer the samples via bulk transfer to the connected 

host and also to configure the chip through control transfer 

messages. Another feature of this interface is that it can act as 

a repeater for the I2C bus. If the repeater is enabled, control 

messages which is received over USB are forwarded to the 

I2C bus as well as messages received on the I2C bus are 

forwarded to the USB port. This mode permits configuration 

of the tuner chip through USB interface, as the tuner chip is 

connected to the RTL2832U via the I2C interface.  

B. Tuner Chip 

Almost any DVB-T dongle with the RTL2832U chip can 

be used with the RTL-SDR drivers. However, one must pay 

attention to the tuner chip used in the dongle. The tuner chip 

defines the frequency range of the dongle. There are two 

commonly used tuners such as R820T and E4000 chips. There 

are also the less common FC0013 and FC0012. Recently there 

is also the R828D and FC2580 which are even less common. 

TABLE.II FREQUENCY RANGE OF TUNER CHIPS [4] 

Tuner 

IC 

Minimum  Frequency 

(MHz) 

Maximum Frequency 

(MHz) 

R820T 24 1766 

E4000 52 2200 

FC0012 22 948.6 

FC0013 22 1100 

Each tuner offers different frequency ranges, gains, 

amplifiers and filters. But they support a frequency range of at 

least 60 to 1100 MHz in common which is very wide spread 

Antenna 
Tuner  

Chip 

RTL-
SDR 

dongle 
Computer 



range. At first, the received RF signal is passed into a low-

noise amplifier (LNA) where the signal is amplified either 

automatically or by a manually configurable gain. Next, a 

certain frequency range is filtered out according to the selected 

frequency band (VHF II, VHF III, UHF or L-band). After that 

the mixer transforms the signal into a low frequency IF or 

Zero-IF and transfers it to the intermediary frequency filter 

section and gain section where the frequency range is 

narrowed down to extract the preferred frequency and 

bandwidth [7]. Fig. 2 illustrates a flowchart of the signal 

processing inside the tuner IC. 
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Fig.2.  General signal processing inside a tuner IC [7] 

C. Antenna 

In this project, a standard antenna shipped for the RTL-

SDR dongles is used. It is a simplistic omnidirectional 

antenna. Better antenna would certainly result in better 

reception quality for covering the wide range of frequencies 

our RF receiver supports.  

 
Fig.3.  Hardware of RTL-SDR dongle with Antenna 

V. SOFTWARE 

More than hundreds software are used on RTL SDR for 

different purpose in different platform [10]. The most 

commonly use and available package are given below. 

1) Windows based:  

a)  Free: SDR#, HDSDR, SDR-RADIO.COM V2, 

Linrad, CubicSDR, cuSDR, PowerSDR, 

QtRadio. 

b) Paid or trail: Matlab, Studio1and Sodira. 

2) Linux baseband: 

a) Free: GNU Radio, Linrad, GQRX, QtRadio, 

CubicSDR, ShinySDR (web based), WebRadio, 

Multimodes drangelove. 

3) Android-Based: 

a) Free: RFAnalyzer. 

b) Trail or Paid: SDR Touch, Wavesink Plus. 

4) Mac baseband: 

a) Free: Linrad, GQRX, and CubicSDR. 

From those packages, SDR# is chosen for several 

facilities. At present it is the most popular windows based free 

RTL-SDR compatible software. Set up procedure is relatively 

easy with respect to other one [11]. It has abundant amount of 

GUI which make it easy to use. It has some advanced features 

such as different plugins. Though most of plugins are in 3
rd

 

party, those are effective. 

MATLAB also released the RTL SDR plugging on their 

R2013b version [12]. With this support package, MATLAB 

can interface with the RTL-SDR and digital signal processing 

algorithm can then be written in MATLAB. GNU Radio is 

another powerful tool for SDR technology [13]. But 

complexity may arise at the time of installation. Both two 

software are most powerful in research sector. In recent 

version of LAB View, there have also scope for interfacing 

with the RTL-SDR. 
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VI. IMPLEMENTATION AND ANALYSIS 

In this project, SDR# has been used as software for more 

suitable conditions. So, all the experimented results will be 

shown using SDR# software. 

The GSM signal has been received by this RTL-SDR 

based spectrum analyzing system. Banglalink, a local mobile 

operator in Bangladesh uses 895.2-900.2 MHz frequency band 

for uplink and 940.2-945.2 MHz frequency band for downlink 

and Teletalk, also a local operator uses 935-940.2 MHz band 

for downlink [14]. These uplink and downlink frequencies 

received by RTL-SDR are illustrated in Fig.4, Fig.5 and Fig.6. 

A.   Banglalink Downlink Frequency 

 

Fig.4.  FFT Spectrum of Downlink Frequency with Waterfall Display 

B. Teletalk Downlink Frequency 

 

Fig.5.  FFT Spectrum of Downlink Frequency with Waterfall Display 

 

C. Banglalink Uplink Frequency 

 

Fig.6.  FFT Spectrum of Uplink Frequency with Waterfall Display 

TABLE.III EXPERIMENTED DATA 

 

Signal 

Measured 

Approximate 

Channel  

Bandwidth ( KHz) 

 

SNR ( Signal to 

Noise Ratio) 

GSM Uplink 
( Banglalink) 

250  28 

GSM Downlink 

( Banglalink) 

220 17 

GSM Downlink 
( Teletalk) 

240 26 

The experimented data of GSM channel bandwidth 

analyzed from the figure is close to real data which is 

conventionally 200 KHz. 

VII. FUTURE WORK & CONCLUSION 

In future, this RTL-SDR based system may be used to 

demonstrate and analyze the different kinds of satellite uplink 

and downlink signal. 

In this work, it is shown that the RTL-SDR device can be 

used as an alternative for spectrum analyzing purposes and by 

which different GSM spectrums can be analyzed easily. 

Though the performance of this system is not fully pertinent, 

the observation can provide different important information 

such as channel bandwidth, SNR etc. which can be handy for 

research purposes. Last of all, SDR technology can be used as 

a modern spectrum analyzing tool which has wide range of 

frequency tuning conveniences for analyzing the spectrum 

more proficiently. 
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Abstract— To enhance users shopping experience and to spend less 

time on queuing for fitting room, this paper presents a virtual 

mirror model using gesture recognition technique. This allows a 

person to check how a dress looks like and which color is suitable 

on a person’s body. Moreover, it shows users body measurement 

when users try on virtual cloths. In the proposed model, we used 

Microsoft Kinect sensors to track user skeleton movement and 

depth image. The cloths are simulated using unity engine that will 

represent an environment for the user like the mirror. In addition, 

we have developed an algorithm for matching up all the motions 

between the virtual cloths and the human body.  

Keywords- Kinect for windows; Gesture recognition; Skeleton 

Tracking; Real time image Processing; Virtual try-on  

I.  INTRODUCTION 

In this modern era of revolution everyone is depending more 
and more on technology. According to this flow of development 
in technology the common definition of shopping is also 
changing by time to time. Now the traditional shopping has been 
replaced by online shopping. Now-a-days online shopping or 
shopping through web is getting more popular because it is 
saving huge amount of valuable time of the shoppers and also 
reducing other hassles. Moreover, online shopping is being 
accepted widely all over the world. More than 85% of world’s 
population has ordered goods over the internet during the recent 
years [1]. People are getting more attracted to the online 
shopping because of its extra features or offers like free home 
delivery, cash on delivery, and different kinds of discounts. 
However, it has a significant drawback- this method is not being 
accepted by all peoples as there is no surety that the delivered 
goods or cloths will be according to the expectation of the 
customer. Although customers can find all the description of the 

cloth like style, size, color fabric and other features through the 
web page, but they cannot determine whether the cloth is exactly 
suitable for their own style, color, size and other aspects. 
Therefore, the delivered clothes might also not fit the customers 
[2]. Previously, a number of researchers worked on this area to 
overcome the problems of online shopping. The researchers 
came up with an idea of virtually try the dresses or clothes so 
that the user do not have to try it physically [3,4]. Among the 
works, we have chosen “Magic Mirror Using Kinect,” by A. B. 
Habib, A. Asad, W.B. Omar, BRAC University (2015). In this 
paper authors proposed a model, which has the following 
limitations: 

 User needs to move to adjust the cloth within his or her 
body. 

 Dresses are not accurate to the body shape.  

 Use 2D dresses. 

 Use no user interface.  

To overcome the limitations, we proposed a concept of real 
time virtual dressing room [3]. As mirrors are indispensable 
objects in our lives, the capability of simulating a mirror on a 
computer display or screen, augmented with virtual scenes and 
objects, opens the door for solving the major drawback in online 
shopping concept. An interactive Mirror could enable the 
shoppers to virtually try clothes, dresses using gesture-based 
interaction [5]. The proposed method has the following features:  

• Use a static position. 

• Varity of dresses.  

• Display size of dresses.  

• Use hand gesture and improved user interface. 



In this paper, gesture based interaction techniques are used 
in order to create a virtual mirror for the real-time virtualization 
of various clothes. Similar to looking into a mirror when trying 
on new clothes in a shop, we create the same impression but for 
virtual clothes that the customer can choose individually [6]. For 
that purpose, we replace the real mirror by a large display that 
shows the mirrored input of a camera capturing the body 
skeleton of a person. The use of a hierarchical approach in an 
image pyramid enables real-time estimation at frame rates of 
more than 30 frames per second. 

This paper is organized as follows- Section II provides a 
detailed overview of proposed model. Section III includes the 
experimental setup and outcomes of the proposed 
implementation. Finally, the paper concludes in Section IV. 

II. PROPOSED MODEL 

This project mainly focuses on creating a virtual dressing 
room. This requires real-time tracking of the user skeleton as 
well as realistic virtual clothing. For the pose tracking Microsoft 
Kinect sensor is used which gives more complete and accurate 
tracking of the user pose than the marker based or image feature 
based tracking which is traditionally used in augmented reality 
applications. For the clothing we created a set of 3D dress 
models that can be rendered into the screen. The focus of this 
project is on realistic interaction and simulation between the user 
and the virtual clothing. 

To achieve this, the clothing needs to: 

 Be aligned correctly with the user position and pose. 

 Move and fold realistically. 

 Be realistically rendered into the environment such as 
ambient lighting.  

Figure 1 shows a detailed block diagram of system 
implementation of our proposed model. 

 

 

Figure 1:  System implementation flow. 

A. System implementation flow 

1. User and Kinect:  Human body act as input source and by 
Kinect we take that input. Both Kinect and raw data from 
user are taken parallel. After that all information passes to 
the next session as input. 

2. Position and Screen setup: After taking raw values from 
user and Kinect the system measures the position of user 
and set screen setup. 

3. Screen: Screen will process the raw data and change it some 
frame model and will show into the screen. 

4. Position comparison: In this stage our code will compare 
each array with previous array of frame to identify the 
rotation of human. 

5. Input: At this stage system will save all the raw data for 
further calculation. 

6. Computation: The raw data are compiled and also compute 
the dress model data. 

7. Compare and Coordinate: From previous step’s raw values 
it will compare human model values with dress model 
values take some point to coordinate them. 

8. Display: after doing all this process our system will display 
the final output. Then it will prepare itself for next input. 

Figure 2 illustrates the process flow of our proposed model. 

 

Figure 2: Process flow of proposed model. 

 

B. Process flow 

Process flow is the diagram of how the system will run in the 
software stage. The description of the diagram will help to 
understand what is happening inside the system from system 
start to simulation of virtual cloth. 

There are some steps that need to be fulfilled to successfully 
run the complete system. Some of the steps are in loop, as one 
step needs to be iterating over and over to get the actual result.  

First, the starting of the program initiates a series of 
activities. The memories inside the program are allocated for the 
different part of the system, where initially the memory is free. 



Second, the system gives the user a view of interactive 
screen. Here the user will get the options to choose the cloth they 
want to try on. The Kinect sensors get the measurement and the 
structure of the user. 

Third, the system gets the notification or signal that the cloth 
data for comparing with the user is now available and the other 
instruction for the system to get the value properly is ready. 

In between the second and third step there is a step that 
would be looped for every cloth. Whenever the cloth data is 
called this steps are to be executed.  

The data is initialized in the fourth step. The memory gets 
the allocation for the cloth data and the necessary data from the 
database is copied in the system. The data that the GPU 
(Graphics Processing Unit) will use to render the cloth is also 
copied in the allocated main memory and the GPU memory. 

Fifth, The Kinect takes action and uses the sensors to get the 
human body structure and the coordinate of the body. It helps to 
identify the body structure, positions and coordination of the 
skeleton point and the depth perception from the Kinect sensor. 

Sixth, the necessary data taken from the previous steps helps 
the system to generate a skeleton from the real images. The 
skeleton gives the system the base of the virtual dress. The 
virtual dress is then drawn over this skeleton structure. The 
Unity Engine gives us the option to apply physics and 
gravitation in the virtual cloth. So the cloth is drawn based on 
those options we have in an advance dimension than 2D. When 
the dress is drawn or generated in the screen we will get an 
augmented reality based approach of the cloth over the human 
user. 

Seventh, in between the fifth and sixth steps there is more 
important and crucial steps that loops around for every bit 
change in the system. Every time when the human body or the 
user changes the position or moves a slight the data is passed by 
the sensors to the system. The data is then copied and the 
coordinate is given to the main memory and the GPU memory. 
When the data is in GPU, then the system uses the comparison 
algorithm to identify the new portion and to generate cloth for 
the change of the body. The new position is used for new cloth 
generation. 

Eighth, to get into this step the user needs to give some 
specific instructions. If the user wants to change the cloth or the 
user want to end this session of the system use, and then these 
steps will be activated. If the user does nothing, then as long as 
the user is inside the fixed position the cloth will be continued to 
be generated for every movement change. If the user chooses to 
change the cloth, then the system will go to the next step. If the 
system gets the instruction, then the cloth data will be deleted. 
There will be no data of the user body structure and the cloth 
data in the memory. 

In the last step, the memory will be free for the new data of 
the cloth. The user instruction for changing the cloth with enable 
the system for going through this step and clear the current cloth 
data from the memory. If the session is expired by the user, then 
again memory will be cleared. This memory clear will get the 
system in a loop which backs the system to the second step. So 

this is the main loop for the system to start again for change of 
cloth, refresh the system or for terminate the system session. 

 In between second and ninth step this step is very important. 
When the memory is free, it means that the allocation of the 
memory in main memory and the GPU memory will be cleared 
and the data will be removed for the new cloth and to get the 
human structure again. 

III. EXPERIMANTAL SETUP 

In this section, total overview and summary of the system is 
presented, which includes basic experiment setup on. The 
program flow will be explained briefly. In addition, the design 
of the user interface debugging functionality is also discussed: 

A. Basic setup 

1. Microsoft Visual Studio 

Microsoft visual studio is an integrated development 
environment (IDE) from Microsoft. It is an integrated solution 
which enables the users to develop console and graphical user 
interface applications along with Windows Forms Applications 
(WFP), web sites, web applications, web services etc [7]. Visual 
studio supports almost all kinds of programming languages 
including built-in languages such as C, C++ [8] (via Visual 
C++), VB.NET (via Visual Basic .NET), C# (via Visual C#), 
and F# (as of Visual Studio 2010 [9]). All of these languages are 
built on top of the .NET Runtime (known as Common Language 
Runtime or CLR) and produce the same intermediate output in 
Microsoft Intermediate Language (MSIL) [10]. 

Like any other IDE, it includes a code editor that supports 
syntax highlighting and code completion using IntelliSense for 
variables, functions, methods, loops and LINQ queries [11]. 
IntelliSense is supported for the included languages, as well as 
for XML and for Cascading Style Sheets and JavaScript when 
developing web sites and web applications [12][13]. 
Autocomplete suggestions appear in a modeless list box over the 
code editor window, in proximity of the editing cursor. In Visual 
Studio 2008 onwards, it can be made temporarily semi-
transparent to see the code obstructed by it [11]. The code editor 
is used for all supported languages. 

2. Microsoft Kinect 

Kinect is a motion sensing input device developed by 
Microsoft in early 2010 [6]. Kinect is mainly used in Xbox 360 
console and for Windows PCS [6]. For Windows, a Kinect 
sensor consists of an RGB camera which can store up to three 
channel data of resolution 1280×960. It has an IR (infrared) 
emitter which emits lights beams and an IR depth sensor that 
reads the reflected beams and process the information to 
measure the distance between the object and the sensor. It also 
has multi-array microphone that can capture sound and detect 
the location of the source and direction of the audio wave. It has 
a practical ranging limit of 40cm–3.5m for Windows and the 
frame rate is 30 FPS (Frames per Second) [14]. Figure 3 depicted 
a picture of a Kinect. 



 

 

Figure 3: Kinect components (https://msdn.microsoft.com/en-
us/library /jj131033.aspx.) 

 

Kinect SDK is developed to enable developers to develop 
applications in C++, C# or Visual Basic by using Microsoft 
Visual Studio [4]. It is capable of capturing front body 2D 
motion, gesture, facial and voice recognition [6], skeletal 
tracking and advance audio capabilities [15]. To setup virtual 
mirror we need Kinect sensor to record skeleton and depth data 
and capture the RGB video stream. 

In addition, the software has the capability to recognize and 
track human body. The software runtime converts depth data 
into about 20 skeleton joint points of human body to track up to 
two persons in front of the camera [16]. Figure 4 shows the joint 
points of a human body detected by Kinect [18].  

 

3. Computation 

To virtually set the cloths on the user and display it in real 
time first we need to detect the skeleton of the user and record 
both skeleton and depth data for processing. After that we need 
to define key joint points using skeletal tracking algorithm and 
compute the right simulation of virtual cloth to display the right 
2D cloth. Lastly, we combine real time video and clothing 
simulation on skeletal points and displayed it. 

4. Display/Screen 

To give the user a mirrored image impression there is a 
screen or display in front of the user. Data processing has to be 
accurate and mirroring the real time video essential in order to 
give the user an impression of mirror. 

Figure 5 shows the application flow of the proposed model. 

 

Figure 5: Application Flow of Proposed Model 

 

5. Ordinary Differential Equation(ODE) 

For calculating the velocity and the force of the particles in 

each frame, differentiation is required. The followings are the 3 

equations that were chosen for the calculation of 

differentiations. 

 

Euler Method [19]: 

𝑦𝑛 = 𝑦𝑛 + hf (𝑡𝑛, 𝑦𝑛) 

 

Heun’s Method [20]: 

𝑦′𝑛+1 = 𝑦𝑛 + hf (𝑡𝑛, 𝑦𝑛), 

𝑦𝑛+1 = 𝑦𝑛 + 
ℎ

2
 (f (𝑡𝑛, 𝑦𝑛) + f (𝑡𝑛+1, 𝑦′𝑛+1)) 

 

Runge-Kutta Method [21]: 

𝑦𝑛+1 = 
1

6
(𝑘1 + 2𝑘2 + 2𝑘3 + 𝑘4) 

 𝑘1 = hf (𝑡𝑛 + 𝑦𝑛) 

 𝑘2 = hf (𝑡𝑛 +  
1

2
ℎ, 𝑦𝑛 + 

1

2
𝑘1) 

 𝑘3 = hf (𝑡𝑛 +  
1

2
ℎ, 𝑦𝑛 + 

1

2
𝑘2) 

 𝑘4 = hf (𝑡𝑛 +  ℎ, 𝑦𝑛 +  𝑘3) 

 

After testing on the three differentiation method, only 

Runge-Kutta method is suitable for the program. The other two 

methods have relatively big error range of the result and will 

make the cloth become unstable. 

B. Full application flow 

The user will stand in front of the virtual mirror. Then the 

user will perform a 180-degree calibration pose so that Kinect 

could record the 3D depth image, skeleton and joint points for 

calculating the structure of human body. After executing 

calibration and recording measurement data, the system will 

continue. Now by using Kinect's skeletal tracking algorithm, it 

is now possible to access the skeleton parameters and joint 

point. Now an algorithm needs to keep the track of the change 

in key joint points to track movement of the user. If any problem 

 
 

Figure 4: (a) Skeleton joints found by Microsoft Kinect 

(https://ometechnology.files.wordpress.com/2013/03/durango-kinect.jpg) 
(b) joint structure on avatar [18] 

https://msdn.microsoft.com/en-us/library%20/jj131033.aspx
https://msdn.microsoft.com/en-us/library%20/jj131033.aspx


occurs during the calibration process, the system will restart. 

The virtual mirror (screen) will display user’s real time 

mirrored videos. The user will then choose the cloth that the 

user wants to see virtually in the mirror. The dynamic cloth will 

appear over the user’s garment. The user will have to maintain 

a minimum distance to track by the Kinect to get the skeleton 

points and depth data. After the simulation the user will have to 

move out of the mirror area or sensor’s view–point to reset the 

whole system. 

 

C. User interface  

As this is a virtual mirror and it can be implemented 
anywhere from commercial cloth store to personal dressing 
mirror, there is no need of external display for the application 
interface. The virtual mirror is used to show the interface and it 
is controlled by gesture recognition feature of Kinect. 
Particularly swipe gesture will be implemented and will be 
distinguished by right and left swipe method. This swipe method 
can be tracked and implemented by using the Kinect sensor.  By 
using this feature user will be able to choose their desired cloths 
to display.  Figure 7 indicates that the users would have to be at 
a minimum distance from the Kinect to be able to successfully 
track by Kinect [1]. 

 

Figure 7: Minimum distance for tracking [1]. 

D. Debugging: 

In the process of debugging the system, we need to get the 

live value from out testing. The debugging process can be 

differentiate into two steps:  

1. Checking value. 

2. test. 

 Checking Values 

In the debugging process, we first need to compile and 

create the environment of the test to check if we are getting the 

proper skeleton value and the RGB images. We need these 

values to do the human tracking that will enable us to create 

dynamically generated clothes for our system. The values that 

we would get by calculating the distance of every person’s body 

structure from the skeleton and real images will help us to 

determine our cloth structure and the stretch point of our cloths. 

Using these values, we can determine the efficiency of our 

system.  

 Testing 

The testing of the code and the system is another important 

part. We need to test the system using live input to detect the 

movement and then apply the virtual cloth simulation. From the 

testing it and we will be able to identify the proper simulation 

and error in the system. As we have implemented and designed 

the proper system with minimum error hence the testing will 

give us the sufficient data to analyze and calculate our virtual 

mirror effectiveness. In the experimental part, 

we have generated a skeleton and real image based 

compound display to identify the movement. There is  some of 

our experimental images that show that we have successfully 

implemented the code and we can track the movement of the 

human body.  Currently this is a 2D structure based model 

where we can implement 2D cloths and we will develop it in 

3D structure model so that we can implement our main goal of 

3D cloth simulation and the virtual mirror. In addition, 

detection of skeletal joint points are shown in Fegure7. 

 

 
 

 
 

Figure 6: Kinect setup and human ditection. 



 
(a) 

 
 

(b) 

Figure 8: Body Simulation and Tracking with 2D cloths. 

IV. CONCLUSION 

In this paper, we introduce a virtual dressing room 

application where avatar and cloth generation, real time tracking 

technologies up to an overview of comparable virtual try-ons. 

Subsequently a closer look on the technologies and frameworks 

that were used for the implementation of the virtual dressing 

room was taken. After this the different aspects of the design 

process up to the construction of the garment models was 

highlighted. This is followed by the implementation, describing 

the cloth colliders and the behavior of the garment, for instance. 

In the last section the tests were executed, also discussing the 

output, the appearance and the interaction with the virtual 

dressing room. Overall, the presented virtual dressing room 

seems to be a good solution for a quick, easy and accurate try-

on of garment. The Microsoft Kinect offers the optimal 

technology for a successful implementation. Compared to other 

technologies like augmented reality markers or real-time motion 

capturing techniques no expensive configurations and time-

consuming build-ups are required. From this point of view, it is 

an optimal addition for a cloth store. A simple setup of the 

system can also be assembled at home since the minimum 

requirements are a computer with a screen and a Kinect.  
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Abstract—Image blurring process is commonly formulated as 

two-dimensional convolution between the latent image and the 

blurring system. Blind image restoration problem is to estimate 

the latent image only from the blurred image. Conventional blind 

image restoration techniques tend to solve this problem by 

estimating the blurring system and therefore their effectiveness 

are dependent to the accuracy of their estimation. Principal 

Component Analysis (PCA)-based restoration technique, 

however, do not employ PSF estimation and still gives high 

restoration quality. PCA-based techniques have two different 

roots. The first is to boost the high-frequency component lost 

during the blurring process by maximizing the image variance. 

The other comes from source-separation using PCA. Previously 

we proposed a PCA-generated subspace for blind restoration and 

proved its superiority to conventional methods. However, the 

algorithm should be improved. This study proposes a sign-

determination method and modify the image quality optimization 

technique. The noise robustness and the application to other blurs 

are also investigated in this paper. From the experiments, we can 

see that the proposed method gives higher restoration quality both 

for simulated blur images and real images than conventional 

methods.  

Keywords—Blind image restoration; Single image restoration; 

Principal Component Analysis; Image enhancement; Image 

quality  

I.  INTRODUCTION 

Image restoration is to remove all degradations from a 
corrupted observation and estimate the original, pristine images. 
Degradations come in many types such as motion blur, camera 
defocus, noise, atmospheric turbulence, and many others. 
Typical image restoration techniques assume blur-induced 
degradations as a system called point-spread-function (PSF). 
The corrupted observation is assumed as a result of a 
convolution between the pristine image with the PSF and 
addition with noise. Based on these assumptions, typical image 
restoration techniques estimate the inverse of degradation 
system and the restoration is performed by convolving the 
corrupted observation with the inverse system. Therefore, an 
image restoration is a deconvolution process. Although these 
assumptions imply that the degradation process is a linear 
process and shift-invariant, which is not true for real world’s 
cases, this model is still used because it simplifies the problem. 
The simplest image restoration algorithm is the inverse filter [1]. 

In real world cases, there is almost no information available 
regarding the PSF nor the original image and it is usually defined 
as an ill-posed problem where there are multiple possible 
combinations of latent image and PSF. The techniques designed 
to tackle this ill-posed problem is called blind image restoration 
or blind image deconvolution technique. Up to now, numerous 
blind deconvolution algorithms have been developed in many 
fields, such as medical imaging, astronomy, remote sensing, 
optics and daily life. An overview of conventional blind image 
restoration techniques are available from [2]-[5]. 

Conventional blind image restoration techniques can be 
categorized into two types: The first kind is by estimating the 
PSF of the degradation system from given observation and 
perform deconvolution using the inverse system. The algorithms 
in this category are usually straight forward and only concerned 
about PSF estimation. The algorithms on the second category 
are called joint estimation which simultaneously estimate the 
PSF and the latent image. These algorithms are usually more 
complex than the first category. 

Lane and Bates proposed zero sheet approach [6] for multi-
dimensional deconvolution. Ayers and Dainty [7] applies 
alternating estimation between the PSF and the original image 
in the Fourier domain and under the non-negativity constraints 
during iterations. Another example is the blind implementation 
of Lucy-Richardson algorithm [8],[9] that estimates both PSF 
and original image using Lucy-Richardson Algorithm by Fish et 
al. [10]. While not needing correct estimation of the degrading 
PSF, this algorithm still imposes prior assumption for PSF. 

Gradient magnitude distribution of natural images were 
incorporated for camera-shake or motion-blur PSF estimation by 
Fergus et al. [11]. However, their algorithm still impose a user 
input and not fully-automatic. Recently, this weakness was 
improved by L. W. Chang and J. T. Chang for automated patch 
selection [12]. Levin et al. [13], [14] proposed a MAP𝑘 
algorithm. They argued that MAP estimation over the blurring 
system is more accurate compared to conventional MAP𝑥,𝑘 

algorithms [11], [15], [16] that often failed to perform 
restoration. 

In contrast with conventional blind restoration algorithms, 
PCA-based restoration algorithms do not use inverse filtering to 
recover the image. This approach was pioneered by Li et al. [17]. 
Blurring process reduces the image’s variance and removes the 



high-frequency component. Their idea is to boost the missing 
high-frequency component by enhancing the variance of the 
deconvolved image. They designed a deconvolution FIR filter 
with unity filter norm constraints by maximizing variance of 
output image of the deconvolution filter. Their succeeding work 
[18] improves their previously multi-frame algorithm to solve 
single-channel algorithm by creating ensemble of horizontal and 
vertically shifted degraded images. Both approaches perform the 
restoration by adding the first principal component to the 
degraded image. 

Our previous approaches [19]-[22] implemented PCA but 
with a several differences from [18]. Ensemble generation 
process by Gaussian smoothing instead of shifting the observed 
image was proposed in [19]. The restoration quality was also 
improved by incorporating the second principal components 
instead of only the first. NIQE [23], a no-reference image quality 
assessment index (NR-IQA) was introduced in [20] to control 
the iteration number. 

In [21] we proposed to employ magnitude scaling to the 
principal components and also investigated the optimal 
parameters for ensemble generation process. We generalized the 
PCA-based blind image restoration into an optimization 
problem by maximizing a NR-IQA’s score in [22] 

Although this study is also focused on atmospheric 
turbulence-degraded image and based on PCA for restoring 
high-frequency components in the same way as our previous 
studies [21], [22], some investigations and modifications have 
been done to improve the previous approach. The novel 
contributions are as follows: 

1. We introduced sign determination and modified the 
optimization algorithm. This improves the restoration 
quality. 

2. The noise robustness of the proposed algorithm is 
evaluated and improved. 

3. We show that our method can be applied for other types 
of blur, not only Gaussian blur or atmospheric 
turbulence. 

The rest of this paper is structured as follows: In II, a review 
for our PCA-based image restoration methods is presented. Our 
proposed modifications are described in III, and some 
experimental results are shown in IV. The paper is then 
concluded in V. 

II. PCA-BASED IMAGE RESTORATION 

A. Basic idea of PCA-based approach 

Fig. 1 illustrates a basic idea behind our PCA approach. The 

original image and the blurred image are represented by two 

vectors 𝑓, 𝑔(= 𝑔1) in image vector space respectively. 

Another set of image vectors 𝑔2, 𝑔3, ⋯ , 𝑔𝑀 are generated by 

further blurs with known PSF where 𝑔𝑖+1 is blurred from 𝑔𝑖 

recursively up to 𝑖 = 𝑀 − 1.  By utilizing the image vector 

which is derived from subtracting image 𝑔2 from 𝑔1, we may 

generate a 1-D subspace or linear space with scalar parameter 

λ as; 
𝑔1 + 𝜆(𝑔1 − 𝑔2) (1) 

Since 𝑔2  is the blurred image from 𝑔1 , the subtraction part 

λ(𝑔1 − 𝑔2)  with appropriate λ  would be considered as an 

approximated high frequency component image which was lost 

by the further blurring process. Conventional unsharp masking 

[24] uses a similar idea which was developed for image 

enhancing such as edge or contrast enhancement. However in 

the PCA-based technique we generate multiple blurred images 

and apply PCA for generating higher orthogonal subspace. If 

we generate M blurred image and utilize the resulting major J 

orthogonal principal components as shown in Fig. 1, restoration 

process will be performed in J-dimensional subspace. A 

detailed mathematical development about the proposed 

approach will be discussed the proceeding sections. 

B. PCA-subspace image restoration 

Before applying the restoration method, the blurred image 𝑔 
needs to be preprocessed into column vector 𝒈. The restoration 
method we proposed consisted of several steps: 

1. Generate an ensemble of M blurred images. 

𝒈1 = 𝒈 
 (2) 

𝒈𝑖 = 𝒈𝑖−1 ∗ 𝑏(σ);  𝑖 = 2~M 

where 𝒈  is the blurred image and 𝑏(σ)  is the Gaussian 
smoothing PSF with standard deviaton of σ. 

2. Compute the average image 𝜳 from the ensemble. 

𝜳 =
1

𝑀
∑ 𝒈𝑖

𝑀

𝑖=1

 (3) 

3. Center the ensemble by removing the mean. 

𝝓𝑖 = 𝒈𝑖 − 𝜳 
 (4) 

𝑨 = [𝝓1, 𝝓2, … , 𝝓𝑀] 

4. Extract the principal components 

The principal components from the ensemble is the eigenvector 
of covariance matrix: 

𝑪𝜙 =
1

𝑀
𝑨𝑨𝑇 (5) 

 

Fig. 1 Basic idea of PCA-based image restoration 



where the size of 𝑪𝜙 is (𝑅 ∙ 𝐶) × (𝑅 ∙ 𝐶) in case of 𝑅 × 𝐶 being 

the size of 𝒈 . Computing 𝑪𝜙  itself needs extremely large 

resource. To reduce the computational burden, Turk et al. [ref 
from nakamura] proposed to compute the eigen-decomposition 
of 𝑨𝑇𝑨 first. 

𝑪𝜙
𝑇 = 𝑨𝑇𝑨 

 (6) 
𝑪𝜙

𝑇 𝒖 =  λ 𝒖 

Then, w pre-multiply both sides with 𝑨, to get the principal 
components of 𝑪𝜙. 

𝑨𝑪𝜙
𝑇 𝒖 =  λ 𝑨𝒖 

 (7) 
𝑨𝑨𝑇𝑨𝒖 =  λ 𝑨𝒖 

𝑪𝜙𝑨𝒖 =  λ 𝑨𝒖 

𝒗 = 𝑨𝒖 

where 𝒗 is the principal components of 𝑪𝜙 

5. Estimate the pristine image 

 We define the restored image as a linear combination of 
scaled principal components. 

�̂� = 𝒇�̂� =  𝜳 + ∑ 𝛼𝑖

𝑱

𝒊=𝟏

𝒗𝒊;  𝐽 < 𝑀, 𝐽 ∈ ℕ (8) 

where 𝒗𝒊 is the i-th principal components and 𝛼𝑖 is the “weight”, 
a scalar to  control the magnitude of 𝒗𝒊 . The set of optimal 
weights 𝛼𝑖(𝑖 = 1~𝐽)  are successively determined by 

maximizing the adopted NR-IQA value of the estimate 𝒇�̂�. As 

an illustration, the most ideal restored image �̂�  will be the 
projection of latent image 𝒇  to the subspace spanned by 
principal components 𝒗𝟏~𝒗𝑱 . 

Optimal 𝛼1: 

𝛼1̂ = arg max  𝑁𝑅𝐼𝑄𝐴(𝒇1̂) (9) 

where 

𝒇0̂ =  𝜳 (10) 

𝒇�̂� =  𝒇𝑖−1
̂ + 𝛼1̂𝒗𝒊 (11) 

Optimal 𝛼𝑖(𝑖 ≥ 2) can be found by using 

𝛼�̂� = arg max  𝑁𝑅𝐼𝑄𝐴(𝒇�̂�) (12) 

C. Image Quality Assessment 

Image quality assessment (IQA) is a technique to objectively 
evaluate an image’s quality. When an IQA algorithm predicts an 
image’s quality by comparing it with reference image, it is called 
Full-Reference IQA (FR-IQA). Examples of FR-IQA 
algorithms include MSE, PSNR, SSIM [25], FSIM [26], and 
GMSD [27]. The FR-IQA algorithms are useful for evaluating 
the effectiveness of an image restoration algorithm. 

There is also a branch of IQA technique that evaluates an 
image’s quality without any need of reference image: No-
Reference IQA (NR-IQA). NR-IQA techniques usually compare 
the test image with their training database: a pair of image 

database and human subjective opinion score. However, recent 
development of NR-IQA bring forth a “completely blind” 
indexes that do not utilize human subjective opinion. In this 
paper, NR-IQA is utilized for determining optimal weight for 
restoration. NR-IQA and optimization technique chosen to 
optimize the weights highly affect the restoration quality of 
PCA-based method. Some example of NR-IQAs are BRISQUE 
[28], NIQE [23], IL-NIQE [29], and GM-LOG [30]. 

III. PROPOSED METHOD 

A. Contribution ratio of principal components 

Previously, we blindly use all the principal components by 
setting 𝐽 =  𝑀 − 1. Now, we conducted a small experiment to 
investigate the number of principal components contributing for 
restoration. The experiment was conducted using ten images that 
were degraded using Gaussian blur with varying strength, 0 =
1, 1.25, 1.5, 1.75, 2.Then, those images were restored using the 
cost function in Eq .(8) with a slight modification. PSNR, a FR-
IQA is used to optimize the weights in place of NR-IQA. The 
parameters for ensemble generation were 𝑀 = 14, = 0.3, 𝐽 =
13. 

In Fig. 2, the results of this small experiment are described. 
These results were from the average of all 10 images. The Y axis 
shows the contribution in terms of PSNR. The results on Fig. 2 
show that in most cases only the first four principal components 
contribute to restoration process. In most cases, there is nearly 
no contribution from 5th and further principal components.  

B. Sign determination and optimization algorithm 

In a rare case, our previous algorithm fail to perform a 
restoration and instead further degrades the input image. This is 
caused by the combination of hill-climbing algorithm as an 
optimization method and the NR-IQA to optimize the restoration 
quality. Generally, plotting an NR-IQA index versus weight of 
principal component generates an oscillating plot. Occasionally, 
the starting point is the oscillating point, causing the hill-
climbing to choose the wrong direction for the weight. To tackle 
this problem, we propose to use the dot product to determine the 
correct sign (direction of principal components) such that they 
do not degrade the image. The steps for determining the correct 
sign are: 

1. Compute ∆𝑔 by 

∆𝑔 = 𝑔 −  (13) 

2. Compute the dot product of each principal components. 

𝑑𝑖 = ∆𝑔 ∙ 𝑣𝑖 ; 𝑖 = 1~𝐽 (14) 

3. Determine the sign for each principal components 

𝑠𝑖 = {
1 𝑑𝑖 > 0

−1 otherwise
 

(15) 

By applying this sign determination algorithm, the 
optimization technique need only to check in either positive or 
negative region. Because a standard hill-climbing algorithm 
cannot be “forced” to check into only a certain direction, a 
modification to the hill-climbing algorithm was needed. 

We proposed to add an exhaustive search before applying 
hill-climbing search. The flowchart of our modified hill-



climbing algorithm is shown on Fig. 3. The idea is basically to 
fail-safe our sign determination algorithm. If the optimal alpha 
is equal to threshold, then the surely the cost function can be 
further maximized. If the optimal alpha is less than threshold, 
than our sign determination algorithm may have failed; in that 
case we stop the optimization so no degradation occurs.  

IV. RESULTS AND DISCUSSIONS 

The experiments were conducted to show the effectiveness 
of the proposed method. For benchmarking, we compared our 
proposed method with Levin et al.’s method [14], and Matlab’s 
built-in function deconvblind, which is an implementation of 
maximum likelihood algorithm with assumption of additive 
Poisson noise. The restoration quality were compared in terms 
of PSNR and SSIM [25]. Other experiments were also 
conducted to investigate the noise robustness of our proposed 
method and the possibility for applying our method to other 
types of blur. 

All restoration using our proposed and previous method use 

the following parameters for ensemble generation: M=14, =0.3 
and NIQE [23] for optimizing the weights. We use 11x11 pixels 
as the kernel size for Levin et al’s method. For simulated blur 
images, the Matlab’s deconvblind, we supply the correct PSF 
as its initial guess. 

All experimental data presented here were processed using a 
typical processor: Intel Core i3-2350M @ 2.30 GHz, MATLAB 
R2014b. Test images used for this experiment are obtained from 
USC-SIPI image database [31] and CVG-UGR image database 
[32]. 

A. Restoration quality of proposed method 

The restoration quality of the proposed method is compared 
to the benchmarking algorithm. Three images were simulated 
blur images generated by convolving source image with 
Gaussian smoothing filter, σ = 1.25, 1.5, 1.75. The restoration 
results are shown in Table I. One more image was blurred with 
Gaussian smoothing filter, σ = 1.3  to show the rare case of 
failed restoration in previous method and our proposed method’s 
success. This is shown on Fig. 4.. 

B. Noise Robustness 

In this experiment, we also evaluate our algorithm’s 
performance in the presence of noise. The noise is white 
Gaussian noise, with zero-mean and standard deviation of 10−3. 
But, we found that the proposed method performs worse than 
previous method. Noise exists in the principal components and 
has higher amplitude than the restored signal making the weight 
optimization non-optimal. To tackle this problem, we proposed 
to apply Gaussian blur to the noisy image to remove noise from 
the image. In this experiment, we applied Gaussian smoothing 
filter σ = 2 to attenuate noise effect. The results of noisy image 
restoration are shown on Fig. 5.  

C. Application to camera defocus blur 

We also try to apply our proposed method to other types of 
blur, a camera defocus blur. The simulated blur images were 
degraded using 10 pixel-radius camera defocus blur and for 
optimizing the weights of proposed method, PSNR was used. 
Beside further Gaussian blur, we also tried further camera 
defocus blur for ensemble generation technique. Restoration 
results shown on Fig. 6 indicate the possibility of applying our 

 
Fig. 2 Principal components’ contribution in restoration process  

Fig. 3 Flowchart of modified optimization algorithm 



method for camera defocus blur, given correct ensemble 
generation parameters and weight optimization technique. 

Previously, we found that optimal ensemble generation 
parameters for atmospheric-turbulence degraded images were 

M=14, =0.3. But, the results in Fig. 6 shows that it doesn’t work 
for camera defocus images; and further camera defocus-
ensemble instead gives higher restoration. We hypothesized that 
the optimal ensemble generation method has large M (more than 

10) with small blurring PSF which has same shape with 
degrading PSF.  

We also found that in camera defocus blur images, the 
contribution of principal components is different with Gaussian 
blur images. We perform an experiment using ten test images, 
degraded with camera defocus blur with varying strength: radius 
= 1px, 2px, 3px, … 10px. The ensemble generation uses camera 
defocus blur with 1px radius and we optimize the principal 

   
(1) (2) (3) 

   
(4) (5) (6) 

Fig. 4 Failed restoration case for previous method: (1) Original image, (2) degraded image, (3) restored with proposed method, (4) failed restored with 

previous method, (5) restored with [13], (6) restored with Matlab’s deconvblind. 

TABLE I.  RESTORATION RESULT 

 Degraded Image Proposed Method Levin et al. Matlab’s deconvblind 

Image  
PSNR 

[dB] 
SSIM 

PSNR 

[dB] 
SSIM 

PSNR 

[dB] 
SSIM 

PSNR 

[dB] 
SSIM 

Aircraft 

1.25 29.32 0.9065 35.55 0.9792 21.85 0.7447 31.50 0.9419 

1.5 27.98 0.8776 34.13 0.9676 29.76 0.9098 30.29 0.9197 

1.75 27.01 0.8516 32.93 0.9482 29.02 0.8927 29.23 0.8954 

Sailboat 

1.25 27.74 0.8157 36.25 0.9530 20.25 0.5885 30.09 0.8802 

1.5 26.57 0.7781 31.89 0.9053 25.59 0.7795 28.88 0.8498 

1.75 25.70 0.7456 27.89 0.8427 25.43 0.7636 27.87 0.8187 

Mandrill 

1.25 22.65 0.6102 25.35 0.8045 19.36 0.3495 24.30 0.7724 

1.5 21.97 0.5398 23.65 0.7022 20.15 0.4178 23.20 0.6917 

1.75 21.52 0.4876 23.11 0.6579 20.17 0.4020 22.46 0.6209 

 



components’ weights using PSNR. In Fig. 7 we can see that for 
J=13, all principal components still contribute to some degree. 
We hypothesized that the contribution of principal components 
is related to blurring type. 

V. CONCLUSIONS 

This paper proposed an improvement to PCA-subspace 
restoration method for Gaussian blur by adding sign-
determination algorithm and modifying the optimization 
algorithm. Experimental results show that our proposed 
improvement solved the no-restoration case without reducing 
the restoration quality for other cases. We also checked the noise 
robustness of our proposed algorithm and showed that our 
method worked after applying simple noise removal algorithm. 
In the last experiment, we checked the possibility of applying 
our proposed method to other types of blur. From this 
experiment we concluded two things. First, the method works 
best if the ensemble PSF is similar in shape with true degrading 
PSF. Second, the number of contributing principal components 
depend on the type of degradation. Our future works will be 
improving the noise robustness, adding artifact removal for 
camera misfocus blur, and to apply the proposed method for 
general blurring PSF. 
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Abstract—Popularity prediction of online news aims to predict
the future popularity of news article prior to its publication
estimating the number of shares, likes, and comments. Yet,
popularity prediction is a challenging task due to various issues
including difficulty to measure the quality of content and rele-
vance of content to users; prediction difficulty of complex online
interactions and information cascades; inaccessibility of context
outside the web; local and geographic conditions; and social
network properties. This paper focuses on popularity prediction
of online news by predicting whether users share an article or not,
and how many users share the news adopting before publication
approach. This paper proposes the gradient boosting machine
for popularity prediction using features that are known before
publication of articles. The proposed model shows around 1.8%
improvement over previously applied techniques on a benchmark
dataset. This model also indicates that features extracted from
articles keywords, publication day, and the data channel are
highly influential for popularity prediction.

Keywords—Text Mining, Social Media Contents, Popularity
Prediction, Gradient Boosting Machine, Before Publication Ap-
proach

I. INTRODUCTION

The consumption of online news accelerates day by day
due to the widespread adoption of smartphones and the rise
of social networks. Note that online news content comprises of
numerous key properties, for instance, it is easily produced and
small in size; and its lifespan is short and the cost is low. Such
properties make news content more effective to be consumed
on social sharing platforms. More interestingly, this type of
content can capture the attention of a significant amount of
Internet users within a short period of time. As a consequence,
researchers focus on the analysis of online news content such
as predicting the popularity of news articles, demonstrating the
decay of interest over time to understand the world of online
news since it has so many practical implications [1].

The prediction of the popularity of online news content
has remarkable practical values in many fields. For example,
by utilizing the advantages of popularity prediction, news
organization [2] can gain a better understanding of different
types of online news consumption of users. As a result, the
news organization can deliver more relevant and engaging
content in a proactive manner as well as the organization can
allocate resources more wisely to develop stories over their
life cycle. Furthermore, prediction of news content is also
beneficial for trend forecasting, understanding the collective

human behavior, advertisers to propose more profitable mon-
etization techniques, and readers to filter the huge amount of
information quickly and efficiently [1] [3].

The notion of popularity is often expressed by investigating
the number of interactions in the web and social networks,
for example, click-through rate, number of shares, likes, and
retweets. Tatar et al. [4] demonstrated two types of popularity
prediction techniques that are

1. After publication technique: more common technique,
which uses features capturing the attention that one
content receives after its publication. Higher prediction
results are expected in after publication technique since
utilization of information about the received attention
makes the prediction task easier [1] [5] [6] [7].

2. Before publication technique: relatively challenging
and effective technique. This technique uses only content
metadata features that are known prior to the publi-
cation of contents instead of using features related to
the attention that one content receives after contents
release. Although the expected prediction accuracy is
comparatively low in before publication method as we
are using only metadata features rather than original
news content [8], the prediction is more desirable as
far as it fosters the possibility of decision making to
customize the content before the release of content [9].
In this work, we model popularity prediction problem
in before publication technique.

Although popularity prediction of web content has tremen-
dous impacts in many areas, popularity prediction task still
faces a bunch of major challenges [4] [9]. First, different
factors make prediction difficult, for example, the quality of
content or relevance of content to users can influence contents
popularity. Second, the relationship between events in the real
world and content itself are not only difficult to capture but
also hard to further feed into the prediction engine. Third,
prediction of complex social interactions and information
cascades at the microscopic level are extremely challenging.
Fourth, the prediction might also be difficult because of the
inaccessible content like context outside the web, local and
geographical conditions, and situations which influence the
population. Last but not least, the prediction may also be
hard based on the network properties e.g. the structure of the



networks, and the interplay between different layers of the
web.

Previously, researchers try to estimate the popularity by
predicting whether or not someone share the news. However,
this approach is less informative since we can only identify
users share the news rather than how many users share the
news. Hence, this paper proposes an extension to the previous
popularity prediction models by predicting the number of
shares of news using a novel ensemble learning algorithm,
namely gradient boosting machine [10] in before publication
setting. In this work, we use a heterogeneous set of metadata
features that are known prior to the publication of the article to
train the proposed gradient boosting machine, where the goal
is not only to predict whether users share an article or not
but also to predict how many users shares the article. Hence,
gradient boosting machine is the ensemble of multiple weak
learners or decision trees in which each successive decision
trees are built from the prediction residual of the preceding
decision trees to form a final highly accurate prediction model.
The final prediction model guarantees that it performs much
better than the individual performance of each decision tree.
Note that the proposed gradient boosting machine comprises
of several good qualities including high popularity predic-
tion accuracy, competitive computational performance both in
training and prediction steps, and capability to handle large
training dataset.

In our experiments, we found that gradient boosting ma-
chine (GBM) discriminated popular news articles from unpop-
ular articles with around 74.5% accuracy on publicly available
Mashable news article dataset [8] that was as much as 1.8%
improvement over the previous approach. In addition, gra-
dient boosting machine measured that information regarding
the summary of the articles keywords, data channel types,
the earlier popularity of referenced articles, natural language
processing features, and publication day of articles was crucial
for predicting the popularity of online news. To the best of our
knowledge, this is the first time that gradient boosting machine
with linear and logistic regression loss functions is applied to
the task of predicting the popularity of online news.

II. RELATED WORK

Over the last couple of years, researchers conducted several
web mining and machine learning studies regarding web
content analysis. For instance, Tatar et al. [4] analyzed dif-
ferent types of web content such as online videos, online
news and social networking sites. They also reviewed differ-
ent web content popularity prediction models including both
classification and regression models. They further presented
good predictive features such as characteristics of content
creators, textual features, and sentiment analysis, and revealed
influential factors toward web content popularity. Gao et
al. [3] investigated the arrival process of retweets as well
as user activity variation on the retweeting dynamics. They
predicted the popularity by modeling the retweeting dynamics
using extended reinforced Poisson process model with time
mapping process. They, in addition, reduced the effect of

user activity variation introducing the Weibo time notation as
well as integrating a time mapping process into the proposed
model. Castillo et al. [2] provided a qualitative and quantitative
analysis of the life cycle of articles’ stories demonstrating
the interplay between site visitation patterns and social media
reactions to articles. Furthermore, they modeled overall traffic
of articles by observing social media reactions or attention
profile such as decreasing, steady, increasing, and rebounding.

After publication method is highly popular in popularity
prediction research. For instance, Tatar et al. [1] ranked news
articles by predicting user comments using the linear model
on a logarithmic scale and constant scaling model in after
publication setting. They outlined that popularity prediction
methods are the good alternative for automatic online news
ranking. Lee et al. [5] inferred the likelihood of the popu-
larity of online content for survival analysis applying Cox
proportional hazard regression. They used a set of observable
explanatory factors to model and to predict objective metric
such as threads lifetime and the number of comments. Petrovic
et. al. [11] predicted message propagation in twitter using
passive-aggressive (PA) learning algorithm in time-sensitive
approach. They extracted features related to the author and
text of the tweets and various statistics of the tweet itself.
Their findings suggested that automatic retweets prediction
performance of PA is as good as prediction performance of
humans. Szabo and Huberman [6] predicted the long-term
dynamics of individual submissions e.g. number of views for
Youtube videos and the number of votes for Digg stories from
early measurements of access of users. They highlighted that
Digg stories outdated shortly while Youtube videos were found
popular for a long time after their initial submission to the
portal.

However, there are only a few studies which followed
the challenging before publication approach like this study.
For example Bandari et al. [9] constructed features from the
content of the news articles and its source of publication
that were available prior to contents release. They considered
four characteristics of the articles: news source, the cate-
gory of news, the subjectivity of the language, and named
entities mentioned in the articles. They reported that ranges
of popularity on social media could possibly be predicted
with 84% accuracy using the bagging technique. Arapakis
et al. [12] pointed out that news popularity prediction at
cold start is still an open challenge. They predicted tweet
counts and page views using features related to time, news
source, genre, Wikipedia, web search and twitter. In their
findings, they reported that the imbalanced class distribution
drove the prediction models to bias toward the unpopular
articles that concluded the predictions not useful in realistic
scenarios. Fernandes et al. [8] proposed proactive intelligent
decision support system for online news articles that predicted
whether user shares articles or not analyzing features known
before publication such as keywords, digital media content,
and earlier popularity of news referenced in articles. They
achieved 73% popularity prediction accuracy on Mashable
news dataset via random forests algorithm adopting rolling



windows evaluation strategy.

III. GBM FOR NEWS POPULARITY PREDICTION

The goal of this work is to predict whether a news article
may share or not by users as well as the total count of shares in
the realistic setting using GBM algorithm in both classification
and regression settings. In training step of this approach,
heterogeneous set of metadata features extracted from articles
is fed to GBM to build the desired prediction model. The
trained GBM model is then used in prediction step to carry
out popularity prediction task. The rest of this section covers
a brief description of the key idea, algorithmic construction,
and regularization techniques of GBM for classification and
regression.

A. Key Idea

GBM [13] is an ensemble learning algorithm that is the
combination of gradient-based optimization and boosting.
GBM produces strong prediction model by combining multiple
weak prediction models in which weak models are created
by sequentially applying to the incrementally changed dataset.
Optimization based on the gradient in GBM utilize the gradient
computations to minimize the cost function of a model with
respect to training dataset while boosting additively gathers
an ensemble of weak models to build the prediction model for
popularity prediction challenge. In short, the main idea beneath
GBM is to build a series of simple and probably inaccurate
decision trees or weak models successively from the prediction
residuals of the preceding decision trees and combine them to
construct a final highly accurate prediction model.

B. Algorithmic Description

The technical description of the predictive GBM [10] [14]
is given below:

• Input: GBM takes (x1 , y1 ), . . . , (xn , yn) as training
dataset in which xiεX are the set of features extracted
from news content and yi is the prediction label. GBM
also takes a differentiable cost function L(y ,F (x )) and
the number of gradient boosting iteration M as input.

• Algorithm:
I. Initialization of the model with a constant value

F0(x) = argminγ

n∑
i=1

L(yi, γ) (1)

II. For each gradient boosting iteration m = 1 , . . . ,M

1. For i = 1 , . . . ,n , compute pseudo-residuals

rim = −

[
δL(yi, F (xi))

δF (xi)

]
F (x)=Fm−1(x)

(2)

2. For j = 1 , . . . , Jm , GBM fits a regression tree to
the labels yi providing terminal region Rjm . J is
the size of the tree that controls the level of variable
interaction in the model.

3. For j = 1 , . . . , Jm , GBM then computes the multi-
plier γm

γjm = argminγ
∑

xiεRjm

L(yi, Fm−1(xi) + γ) (3)

4. Finally, update the model

Fm(x) = Fm−1(x) + v

Jm∑
j=1

γjmI(xεRjm) (4)

where v (0 < v ≤ 1) is the shrinkage constant that
regulates the learning rate of GBM by reducing the
size of the incremental steps.

• Output: FM (x )

C. Regularization

Generalization capability of GBM is one of the crucial
concern [15]. A number of parameters can contribute towards
reducing the effects of overfitting by controlling learning rate
and/or by introducing randomness into GBM. For instance,
the smaller values of learning rate v such as v ≤ 0.1
can generally ensure better generalization and performance
on the test dataset. Overfitting can also be eliminated by
fitting weak models on a subsample or constant fraction e.g.
0.5 ≤ fraction ≤ 0.8 of the training dataset at random with
no replacement. Furthermore, to reflect generalization, we can
use a large number of trees or the boosting iteration M , and
control J , by picking the value of J in between 4 and 8.

IV. MASHABLE NEWS DATASET
Online news popularity prediction (Mashable news) dataset

[8] is publicly available at http://archive.ics.uci.
edu/ml/datasets/Online+News+Popularity, wh-
ich aims to predict the future popularity of news articles
using information that are known before the release of news
articles. Mashable news dataset consists of 58 heterogeneous
features about the associated statistics of the original news
articles released by Mashable (www.mashable.com) during
a two years period from January 7 , 2013 to January 7 , 2015 .
Fernandes et al. crawled news articles from Mashable website,
and then they discarded special occasion and very recent
articles e.g. < 3 weeks from the crawled articles.

More precisely, they extracted 47 features from HTML
code and classified them into 4 different categories such as
number, ratio, bool, and nominal. The unbounded numeric
features like the number of words in the article were scaled
by logarithmic transformation as well as they transformed the
nominal features with the common 1-of-C encoding. They also
extracted the statistical summary of the number of shares of
all Mashable links cited in articles that were known before
the release of articles. Three types of keywords such as worst,
average and best were captured by ranking all articles keyword
average shares that were also known before release.

Additionally, they extracted a bunch of natural language
processing features such as closeness to top latent Dirichlet
allocation (LDA) [16] topics, title subjectivity, the rate of
positive and negative words and title sentiment polarity by



Fig. 1. From left to right, distribution of the popularity prediction label e.g. original number of shares, the logarithms of the number of shares, and proportion
of the popular and unpopular article classes of Mashable news dataset

using LDA to compute relevant topics as well as to measure
the closeness of current article to the previously computed
topics. Sentiment polarity and subjectivity scores were also
computed by applying the pattern web mining module [17].

V. EXPERIMENTS AND RESULTS

The proposed GBM prediction model was evaluated on
Mashable news dataset using 5 − fold cross-validation strat-
egy. To benchmark the proposed GBM against previously
applied algorithm, namely random forests, we also reproduced
random forests (RF) from reference [8] adopting 5-fold cross
validation. Each of the experiments was run for 20 times
with different random seeds, and then, we averaged over 20
different experimental runs to achieve the final results. For
predicting whether users share a news article or not, we mod-
eled the popularity prediction problem as binary classification
problem that is Popular vs. Unpopular . In the case of binary
classification, receiver operating characteristics (ROC) curve
was produced to demonstrate the performance of the models.
Note that ROC is created by plotting sensitivity against one
minus specificity i.e. 1 − specificity at numerous threshold
values. The larger value of the performance metric area
under the ROC curve (AUC) indicates the higher popularity
prediction accuracy.

As mentioned earlier, the experimental set up was binary
classification problem in which the goal was to classify
whether an article was popular or unpopular by predicting
whether users share that article or not. We defined the pop-
ularity of an article based on a decision threshold D . For
instance, when an article is shared more than 1400 times
e.g. D ≥ 1400 , we labeled the article as Popular ; otherwise,
we labeled the article as Unpopular as suggested in [8]. We
considered AUC as the primary evaluation metric as far as
AUC is the most suitable metric as AUC is independent of
the threshold value as well as AUC calculates discrimination
power of the models very efficiently.

Fig. 2. Comparison of the AUC produced from RF and GBM

On the other hand, we modeled the popularity predic-
tion problem as regression problem during the estimation of
popularity via predicting the number of shares of the news
article by users. Note that we took the logarithm of the
original number of shares of news to use as the prediction
label to train and test using GBM and RF regressors. During
performance evaluation of the regression models, we evaluated
the models by measuring the mean absolute percentage error
between the predicted shares and logarithm of the original
number of shares (MAPE LOG), and between the exponents
of predicted shares and the original number of shares (MAPE).

For training and validating the proposed GBM, we set
logistic regression, and linear regression as objective func-
tions during binary classification and regression, respectively,
the value of the learning rate v = 0.001 to reflect better
generalization, the size of the tree J = 8, and subsample



Fig. 3. Top 20 features based on the importance scores of features, measured via GBM, for predicting the, from left to right, popularity of online news, and
number of shares of online news

TABLE I
PREDICTION BENCHMARK OF NUMBER OF SHARES OF NEWS

ARTICLES. THIS TABLE DISPLAYS MAPE LOG, MAPE, AND
THEIR STANDARD DEVIATION (SD) RESULTED FROM RF AND

GBM APPLYING ON MASHABLE NEWS DATASET

Model MAPE LOG MAPE LOG SD MAPE MAPE SD
RF 8.39 % 0.0083 73.41 % 0.0986
GBM 8.11 % 0.0073 69.42 % 0.0989

size fraction = 0.8. Finally, the number of boosting iteration
M was selected using 5-fold validation approach. Figure 2
shows the performance of RF and GBM classifiers. Notice
that the best AUC value obtained on Mashable news dataset
was 74.5% using GBM. It can be seen that GBM performed
1.8% better than widely used machine learning algorithm
RF which generated previous benchmark results on Mashable
news dataset. Although the obtained result was around 74-
75% discrimination level which was far away from being
perfect, performance was still interesting since we only fed
metadata features for prediction task following before publi-
cation technique. As we obtain this prediction results using
some meta features or statistical features before publication
of the news, we can, therefore, feed this results for further
modification of the articles.

Table I shows the performance of RF and GBM during
the prediction of the count of shares of articles. From Table
I, it can be indicated that GBM was better than RF since

MAPE LOG and MAPE generated from GBM were 8.11%
and 69.42%, respectively, that were relatively smaller than the
MAPE LOG and MAPE generated from RF.

GBM uses gain [18] to estimate the contribution of each
feature to the prediction model. GBM takes each gain of
each feature of each tree and computes mean per feature to
provide a vision of the entire prediction model. We measured
the relative importance scores of features using GBM for
both predicting popularity and number of shares of news for
which we trained GBM using 35679 news articles. Figure
3 highlights the relative importance scores or Gain ∗ 100
of the top 20 features; x-axis represents the relative feature
importance scores and y-axis represents the 20 features from
Mashable news dataset. In can be observed from Figure 3 that
features related to the summary statistics of contents keywords,
the summary statistics the number of the shares of the refer-
enced articles, tokens, links, data channel types whether it is
entertainment or technology channels, and publication day had
strong significance for predicting popularity and number of
shares of online news. Moreover, natural language processing
features such as closeness of target article to different LDA
topics e.g. 0, 1, 2, rate of positive and negative words, text
subjectivity, and global sentiment polarity encapsulated high
discrimination power towards popularity prediction.

VI. CONCLUSION AND FUTURE WORK

This paper introduces and implements gradient boosting
machine to tackle the challenge of classifying popular news



articles from unpopular articles by measuring the count of
shares in before publication approach. Our findings suggest
that gradient boosting machine is able to predict popularity
with a decent prediction rate using only statistical features as-
sociated with original news articles without using the original
content of news articles or after publication attention. GBM
also outlined discriminative and useful metadata features such
as the statistical summary of keywords, the earlier popularity
of articles referenced in articles, natural language processing
features, and publication time. Future work will include, first,
the exploration of more advanced features regarding content
like trend analysis. Second, the evaluation of the prediction
model on more complex and more unbalanced popularity
prediction datasets. Third, the comparison of the model with
many other state-of-the-art techniques.
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Abstract – The main objective of this paper is to design an 

oscillator using Carbon Nanotube Field Effect Transistor 

(CNFET) and evaluate its performance against the same 

oscillator implemented using CMOS. CNFET devices are widely 

considered faster much faster than their CMOS counterpart. 

Thus, the rise time, fall time and frequency of the CNFET 

oscillator was observed and compared with that of the CMOS 

oscillator under the same conditions. The results showed that the 

CNFET oscillator had much higher frequency and therefore a 

higher clock than then of the CMOS oscillator. All simulations 

are done using the HSpice model of CNFET. 
 

Keywords – Carbon Nanotube Field Effect Transistor; 
Oscillator; HSpice; Transient Response; 
 

I. INTRODUCTION 
 

Oscillators are one of the most used devices in electronics. 
From radios and TV transmitters to advanced microprocessors 
and video games, they all rely on oscillators. Most traditional 
oscillators are made of Silicon based Metal Oxide 

Semiconductor (MOS) technology. However, according to 
Moore's law, Complementary Metal Oxide Semiconductor 
(CMOS) technology has continued to scale down and are now 
reaching nano range dimensions such as 22nm [1]. In such 

dimensions these devices face several non-ideal effects such 
as low trans-conductance, gate oxide leakage, source to drain 
tunnelling, lesser ON-current, mobility degradation, increased 
delay etc. resulting to decreased gate control, leakage currents 

that are exponentially rising, high power density etc. Thus, 
eventually creating a large impact on reliability and cost of 
the devices, and making further scaling difficult [2].  

Thus, nano-scaled-alternatives to the silicon transistor are 
being researched e.g. the carbon nanotube (CNT) based 
transistors, i.e. Carbon Nanotube Field Effect Transistors 
(CNFETs) [3]. These new materials and devices are expected 
to replace silicon and become commonly used transistors 
from the year 2015 (as the ITR predicts). The CNTs are 
referred to as the building blocks for silicon circuits [4]-[7]. 
CNFET devices have many advantages like a unique 1-D 
band structure that suppresses back scattering and makes 

 
 
near-ballistic operation possible. The quasi-1-D structure also 
provides better electrostatic control over the channel region 
than 3-D device and 2-D device structures [8]–[12].  

Among the types of CNFETs the MOSFET-like CNFET 
(shown in Fig.1) has better device performance and 
fabrication feasibility compared to the SB-controlled [13]-
[14]. Thus it was chosen for this paper, where the high speed 
of CNFETs was used to design a oscillator with ultra-fast 
performance compared to its CMOS implementation. 
 
 
 
 
 
 
 
 
 
 

 
Fig. 1  Representation of MOSFET-like CNFET 

 
In this paper, Section II is a brief introduction about the 

CNFET describing the structure and characteristics of the 
device. Section III underlies the simulation of the equivalent 
model of the CNFET, and expressions for the current sources 
and gate capacitances are given. Section IV presents the 
proposed oscillator design. In Section V the performance 
parameters of the CNFET oscillator is compared with that of 
the CMOS implementation. Finally in Section VI the paper 
has been concluded. 

 
II. CARBON NANOTUBE FIELD EFFECT 

TRANSISTOR 
 

The CNFETs overcomes most of the fundamental 
limitations for traditional silicon MOSFETs. With ultra-long 
(∼1μm) mean free path (MFP) for elastic scattering, a 
ballistic or near-ballistic transport can be obtained with an 
intrinsic CNT under low voltage bias to achieve a better 
device performance. The ballistic transport operation and low 
OFF current make the CNTFET a suitable device for high 



 
performance and low power electronic oscillators. Moreover, 
the MOSFET-like CNTFET is likely to be scaled down to 
below 9 nm channel length, thus providing a substantial 
performance and power improvement compared to the 
MOSFET model (with minimum channel length of 32 nm).  

MOSFET-like CNFETs have similar properties and 

operating principles as the Si MOSFETs. They have four 
terminals (drain, gate, source and substrate). Heavily doped 
CNT segments are placed between the drain, gate and source, 
and form the conducting channel and crates a low series 
resistance during the ON-state [18]. A dielectric film covers 

part of the undoped semiconducting CNT and the metal gate 
covers the dielectric. The gate controls the amount of charge 
in the channel via a vertical electric field which induces either 
electrons or holes in the nanotube. Meanwhile a horizontal 

electric field between the contacts provides the force that 
drives the charges from one contact to the other, resulting in 
an electric current. The threshold voltage of the intrinsic CNT 
channel is [17]: 

III. SIMULATION MODEL OF CNFET 
 

Fig.2 shows the equivalent circuit model implemented in 
HSPICE, which was proposed in [18]. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2  Equivalent circuit model of CNFET 
 

From the equivalent model, the three current sources are 
the thermionic current contributed by the semiconducting sub-
bands (Isem) with the classical band theory, the current 
contributed by the metallic sub-bands (Im) that includes both 
electron and hole current, and the leakage current (Ibt) caused 
by the band to band tunnelling mechanism through the 
semiconducting sub-bands. 

The macroscopic thermal conductivity is defined from 
Fourier’s law of heat flow under nonuniform temperature. The 
steady state heat flow Jq is obtained by keeping the system 
and reservoirs in contact.  

 
 
 
 

IV. DESIGN AND CIRCUIT DIAGRAM OF THE 

PROPOSED OSCILLATOR 
 

An oscillator is a simple electronic circuit which produces a 
repetitive signal of waveforms often as sin wave or pulses. It 
has a feedback loop which feeds the output back to the input 
though selective filters to provide a positive feedback. 
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Fig. 3  Circuit design of the Oscillator used  

In this design shown in Fig.3, a current mirror is formed by 
using Vdd, the current is copied to the inn pin of a comparator 
circuit, a DC reference voltage is applied to the other pin of 
the comparator. The comparator compares the voltage and 
generates an output (high or low) depending of the input in 
the differential pair. The output voltage is feedback to the inn 
pin of the comparator by using an NMOS/N-CNFET to copy 
the output current as a result a Ramp signal is formed at one 
of the inputs of the comparator which is again compared 
against the reference voltage and thus an oscillating circuit is 
formed. 

 

 

V. SIMULATIONS, RESULTS, ANALYSIS AND 

DISCUSSION 
 

Both the CNFET and CMOS oscillators were simulated on 
the Hspice platform using the Hspice CNFET model and the 
0.5µm CMOS model. The observed parameters are shown in 
the following figures: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4   Voltage vs. Time graph for CMOS Oscillator showing inputs in 
the V(inn) and V(inp) pins of the comparator 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 5   Voltage vs. Time graph for CNFET Oscillator showing inputs in 
the V(inn) and V(inp) pins of the comparator 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6   Voltage vs. Time graph for CNFET Oscillator showing the 
output oscillating waveform. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 8   Voltage vs. Time graph for CMOS Oscillator showing variations 

in Vinn and Vout 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 9  Voltage vs. Time graph for CNFET Oscillator showing variations in 
Vinn and Vout 

 

 
VI. CONCLUSION 

 
This paper adequately designs and simulates both type of 

oscillator using CNFET and CMOS. From the simulation and 
matching results of waveform at various parts of the circuit 
we can conclude that it is possible to design similar circuits 
with CNFETs as CMOS without much alteration, it is because 
of the similarities between MOSFET-like CNTFETs and 
MOSFETs in terms of inherent characteristics and operation. 
The HSPICE simulation shows significant improvements in 
terms of speed and energy efficiency are achievable in 
different test conditions by utilizing the proposed design 
circuit in CNFET. 

 
 
Fig. 7   Voltage vs. Time graph for CMOS Oscillator showing the oscillating 
output 
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Abstract—Wireless Sensor Networks (WSN) is a key 
technology to the pervasive monitoring and wireless 
surveillance. As part of the Internet of Things (IoT) and the 
Wireless Embedded Internet, WSN has shown a significant 
contribution to the remote control and monitoring of the 
environmental condition such as temperature, humidity, light, 
and acceleration detection. A sensor node or mote is a tiny-
scaled electronic device with very limited power, memory, and 
bandwidth capable to sense, process, and transmit 
environmental data to the remote observer. This paper 
demonstrates the experience explored and the observation of 
temperature sensing using the IEEE 802.15.4 information 
hopping from a sensing mote to the base station. The 
environmental readings are furthered reprocessed and 
displayed on the base station screen for analysis. The study 
outcome and the experience gathered from the experiment are 
important to help the researchers to incorporate the 
information display, with the use of Wireless Embedded 
Internet’s IPv6 and 6LoWPAN standard, to be globally 
accessible anywhere and at anytime.           

Keywords—WSNs; WSN data gathering; WSN data sensing; 
wireless information processing 

 

I. INTRODUCTION  
A Wireless Sensor Network (WS) is a group of 

specialized autonomous sensor nodes with a communication 
infrastructure to monitor environmental conditions such as 
temperature, humidity, light, acceleration, vibration, etc. The 
sensor nodes work cooperatively and are usually kept at the 
place or area in which data is expected to be sensed for 
monitoring and tracking purposes. The collected data is then 
passed to nearby neighbor sensor nodes in the same network 
until it arrived at the base station. The base station will have 
the opportunity to view all collected data and later converted 
them into understandable information so the observer would 
use it to make monitoring or any other decisions [1], [2]. 

A common architecture of WSN consists of three 
components: (1) sensor nodes, (2) sink node or base station, 
(3) personal computer [3]. A sensor node (mote) is a node in 
a sensor network which has a capability to perform 

processing, gathering sensory information as well as 
communicating with other connected nodes in the network. 
Among the main components of a sensor node are 
microcontroller, transceiver, memory, power source, and 
sensors [1].  The sensors in a sensor node is used to capture 
data from their environment. Many of the latest sensor node 
products implant the sensor chipset inside the sensor board 
itself. The sensor componets measure response to a change 
in a physical condition such as temperature or pressure. The 
captured data is communicated to a microcontroller 
component in the same sensor node for data processing. The 
microcontroller is able to process the data and controls the 
functionality of other components in the sensor node. The 
microcontroller are hardwired with the transceiver in the 
sensor board first to process and second to send the captured 
data to other neighboring sensor nodes [4], [5]. 

The sink node or also known as base station is a node 
responsibles to gather all sensed data coming from other 
nodes in the communication medium; and relay them to the 
observer whose can be located either local to the base station 
or at other remote area in which the connection has to go 
through the Internet [6], [7]. In a very naked understanding, 
the base station merely the same sensor node but with 
different functionality and is attached to the monitoring 
computer [2].  

The personal computer to which the base station is 
attached to is the machine that used by the observer to 
monitor the sensing information coming from the base 
station. It can be located either locally to the sensing area or 
remotely at other location far from the sensing area where 
accessing this computer need an Internet connection. In a 
tsunami monitoring application for example, a bunch of 
thousand of thousands of sensor nodes are deployed in the 
deep ocean where the tsunami is predicted to originate. As 
the pressure level information are gathered about the the 
tsunami, these informations are wirelessly hopped-out from 
one node to another towards the base station. As the 
information reached the observer from the base station, an 
alarm action can be made to deal with the tsunami fenomena 
or threat. Other life-threatened events such as flight crash, 
habitat tracking, and health monitoring, to name a few, are 



all depends on how fast and how accurate the information 
can get to the human attention so the action can be made 
impromptu before the incidents happen. The above 
requirements are bigger required especially when human 
dealing with realtime data that need to be timely monitored 
[8].  

As we can see the importance of the data capturing and 
monitoring, therefore the sensitivity of the captured data is at 
a paramount need. False translation and interpretation of data 
or unacceptable delay of data delivery at the observer site 
could threat human life in a bigger danger. The data gathered 
also need to pass to the observer at a faster rate (expecially 
when passing realtime data through the web) so the decision 
on the events can be made quicker.       

This paper describes our works to demonstrate 
environmental data sensing and collection from autonomous 
sensor nodes and being readable with meaningful 
information on the observer screen. 

The following sections describe the study in details. 
Section II defines standard and basic radio concept of data 
transmission in wireless sensor node. In Section III, we 
demonstrate the conducted experiment with results analysis. 
Finally, we envisage future works and some concluding 
remarks in Section IV.   

II. IEEE 802.15.4 RADIO COMMUNICATION  
IEEE 802.15.4 is the IEEE radio protocol standard for the 

communication of the ultra-low rate, ultra-low power 
consumption, and ultra-low bandwidth, and low cost devices 
and suitable for communication of sensor nodes in the WSN. 
It specifies the Medium Access Control (MAC) sublayer and 
physical layer for Low-Rate Wireless Private Area Networks 
(LR-WPAN) [9].   

The features of low-cost, low-power of the IEEE 
802.15.4 are intended to enable the promotion and 
deployment of WSN with the capability to live years on 
battery power together with mass deployment because of the 
very low cost of sensing devices [10]. The standard is 
optimized for low data throughput such as 250 kbps as in the 
low-bandwidth TelosB mote.  

III. IMPLEMENTATION 
In this section we present the environmental data sensing 

experiment using the IEEE 802.15.4 radio. The experiment is 
conducted in an office room of an eleven floor building.   

A. Experiment Background 
The experiment is conducted in an office room equipped 

with a standalone unit of air conditioner. The aim of the 
experiment is to sense the temperature of the room using the 
TelosB motes and monitor the reading at the screen of a 
computer where the base station is attached to.  

The base station is installed with a TinyOS application 
which let the mote to relay any data coming from nearby 
motes to the computer either using serial or radio 

transmission. The application is called Basetation and is 
made available by the TinyOS [11].  

We develop an application using the TinyOS nesC codes 
to be used on the sensing mote. The application has several 
features to enable and aid the mote in making a sensing task 
such as sensing the temperature of the room, hopping the 
sensed data to the base station, led indicator to signal the 
environmental data are being collected, and also a simple 
analysis program to display the sensed data on the base 
station computer screen.  

Apart from the above mentioned characteristics, we also 
make used of the internal TinyOS tools and programs to 
display the collected data on the computer screen, namely 
‘Listen’ and ‘PrintfClient’. The Listen java tool is used to 
display the raw sensing data together with the serial packet 
header bytes, while the PrintfClient java tool is used to 
display character strings of the temperature program output 
we made on the sensing mote.        

In brief, our main aim of the experiment is to sense the 
temperature readings, hopping the data using the IEEE 
802.15.4 ZigBee radio from the sensing mote to the base 
station, and viewing the readings on the computer screen to 
where the base station is attached. The communication 
between the sensing mote to the base station is through 
wireless radio while the communication between the base 
station and the observing computer is using serial cable 
transmission. 

B. Hardware Setup 
In the study, we use TelosB motes to gather temperature 

data and display the readings on the computer screen. TelosB 
mote is a ‘tiny form factor computer’ consists of 
microprocessor for processing, memory for data storage, and 
a number of sensors for data sensing. It has a dimension of 
8cm x 3cm, capable of transmitting data at 250 kbps, has an 
integrated on-board antenna, and is IEEE 802.15.4 
compliant. TelosB mote using the 8MHz TI MSP430 
Microcontroller with a 48K bytes flash memory and 10K 
bytes RAM. It is an open source platform with a 16K bytes 
configurable EEPROM that allow programming and data 
collection via a built-in USB [12], [13], [14].  

TelosB mote has an integrated Sensirion SHT11 
temperature and humidity sensors [15], and also the 
Hamamatsu S1087 visible light and visible to IR sensors. 
The Sensirion SHT11 temperature sensor has a documented 
reading range of -40°C to 123.8°C with an accuracy of 
±0.5°C, and sensing resolution of 0.01°C. Apart from that, 
the computer we are using is a 1.6 GHz Intel Core i5, 8 GB 
1600 MHz RAM, and running OS X EI Capitan version 
10.11.3.   

We conduct the experiment by considering the following 
motes setup: fix and stationary mote, use IEEE 802.15.4 
channel 26 with an assumption of no signal interference with 
any nearby wireless devices, motes are located within the 2.4 
GHZ ISM band communication range with full transmission 
power of 0dBm, the sensing mote is equipped with new full 
power 3.0V AA Alkaline batteries, and both motes are not 



contained in any container for weather and environment 
protection purposes.       

C. Software Settings 
In this experiment, we programmed the TelosB motes 

using the TinyOS 2.1.1 nesC codes running on a 32-bit 
Ubuntu 14 OS. The Ubuntu Linux is running on the Parallels 
Desktop virtual machine version 11.1.3 on an OS X EI 
Capitan version 10.11.3 computer. 

D. Systems Wiring 
In nesC, the connection among components involved in 

the systems is called ‘wiring’. nesC codes wiring occurs 
when connecting between the interface of the user that used 
the component to the provider of the interface. In other 
words, the interface’s user is connected to or make requests 
(by calling commands) on the interface’s provider (the 
provider makes callbacks to the interface’s user by signaling 
events) [16], [17], [18].  

In our case of reading the temperature, the sensing 
application component (called module) is a user of the Read 
interface (Read<uint16_t>) provided by the SensirionSht11C 
component (called configuration); where the readDone event 
is a callback signaled when the sensor component finished 
sensing the temperature. The wiring between these 
components are shown below: 

  components new SensirionSht11C() as TempSensor; 
  TempSenseRadioC.Read -> TempSensor.Temperature; 

 

 The operator ‘->’ infers that the TempSenseRadioC 
module uses the Read interface provided by the 
SensirionSht11C components (as the TempSensor instance). 
Here, TempSenseRadioC is the user while SensirionSht11C 
is the provider. The ‘->’ operator also denotes the wiring 
between the TempSenseRadioC module and the 
SensirionSht11C components. The definition of our sensing 
application module in the nesC program code is:   

  module TempSenseRadioC { 
              uses { 
                    interface Read<uint16_t>; 
              } 
        } 
  

 A call to the interface Read is done by calling the read() 
function provided by the SensirionSht11C component. The 
function call denotes by: call Read.read(). We set this 
function call in an event of a timer being fired (event void 
MilliTimer.fired()), which is at every one second; each 
second the timer fired, the SensirionSht11C sensor 
component on the TelosB mote sense the temperature in the 
area of sensing.     

 As a user of the Read interface, the TempSenseRadioC 
module also must implement any events issued by the 
provided components (SensirionSht11C), where in this case 
is the readDone event and denotes by the below code.  
 event void Read.readDone(error_t result, uint16_t data)     

 While receiving this signal callbacks, we program our 
sensing application to read the message structure of the 
received temperature readings (of a size of 14-bit readings 
read in an unsigned 16-bit data type), calibrate the readings 
based on the calibration formula stated in the sensor 
datasheet, and display the meaningful readings on the base 
station computer screen (shown in next section).    

 In particular, our sensing application module is named 
TempSenseRadioC while the configuration application that 
wire the TempSenseRadioC to the TinyOS services is named 
TempSenseRadioAppC. The TempSenseRadioAppC 
configuration are details as below: 

configuration TempSenseRadioAppC {} 
  implementation { 
     components MainC, LedsC, TempSenseRadioC; 
     components new AMSenderC(AM_SENSE_MSG); 
     components new AMReceiverC(AM_SENSE_MSG); 
     components new TimerMilliC(); 
     components ActiveMessageC; 
     components new SensirionSht11C() as TempSensor; 
   
     TempSenseRadioC.Boot -> MainC.Boot; 
     TempSenseRadioC.Read -> TempSensor.Read; 

            … 
            … 
      }    
 

 This denotes that the TempSenseRadioAppC 
configuration is built out of several components (modules or 
configurations) namely, MainC (system boot), LedsC (LED 
control), TempSenseRadioC (our sensing module), 
AMSenderC (radio control), AMReceiverC (radio control), 
TimerMilliC (timer control), ActiveMessageC (TinyOS’s 
messaging system), and SensirionSht11C (temperature 
sensor control). TempSenseRadioAppC explicitly specifies 
the connection (or wiring) between interface provided and 
used by these components. Fig. 1 demonstrate the wiring 
diagram of our TempSenseRadioC sensing application. 

 
Fig. 1 Wiring diagram for TempSenseRadio application. The 
connecting arrows show Interfaces from the use module (TempSenseRadio) 
to the provider components.   

E. System Configuration 
The objective of the experiment is to send temperature 

readings using wireless transmission from the sensing mote 
to the base station, where the connection between the sensing 
mote to the base station is via 2.4 GHz radio and the 
connection between the base station and the attached 



computer is using a USB connector. Fig. 2 shows the 
connection setup.  

 
Fig. 2 Logical connection of the sensing mote (node) and the base 
station mote. The sensing mote connects to the base station using 2.4 GHz 
radiowave while the base station connects to the monitoring computer using 
USB-to-serial port.  

We built the sensing application in TinyOS using nesC 
codes. The application is installed on the sensing mote to 
sense the temperature of a room. Each time the mote done 
with each of the sensing, it triggers its led component (the 
yellow led) to blink, as an indicator to the observer that data 
has being sensed at that particular period of time. We set the 
periodic sensing task to be at every 1024 millitime or 
equivalent to 1 second. 

As soon as the mote boots up, it powers on the radio 
component to begin the transmission. This is also the time 
the periodic timer starts ticking its clock for periodic data 
sensing. As been indicated, the sensing mote Timer keeps 
ticking for every second which also indicates the mote to be 
sensing the temperature readings for every second. The nesC 
codes to start the radio as the mote booted up and starting the 
periodic timer are as follows: 

  event void Boot.booted() { 
        call AMControl.start(); 
  } 
 
event void AMControl.startDone(error_t err) { 
      if (err == SUCCESS) { 
            call MilliTimer.startPeriodic(1024); 
      }else { 
         call AMControl.start(); 
      } 
} 

 
Similarly, the yellow led (led1) of the mote is blinking 

(toggling) synchronically with the sensing of the 
temperature, and at the same time the mote is sending the 
sensed data to the base station through its radio transceiver.  

  event void MilliTimer.fired() { 
        sense_count_msg_t* scm = (sense_count_msg_t*)call  
        Packet.getPayload(&packet, sizeof(sense_count_msg_t)); 
        call Read.read(); 

        call Leds.led1Toggle(); 
        if (scm == NULL) { 
              return; 
        } 
        if (call AMSend.send(AM_BROADCAST_ADDR,  
        &packet, sizeof(sense_count_msg_t)) == SUCCESS) {} 
  } 

 

In short, as the radio started, three events occur: periodic 
timer starts ticking, data being sensed, and the sensed data is 
transmitted to the base station. All these events occur once at 
a time in one clock tick. 

The sensing task consists of two processes. First, the data 
sensing that occurs at every one second during the clock tick. 
Second task occurs particularly after the sensing finished. 
During this time, the sensed data are read and stored in the 
packet structure before transmitting to the base station. It is 
actually during at the second task, the raw sensed data are 
interpreted, processed, and the readings are calibrated before 
it can understandably be viewed to the human eyes.  

Calibrating the sensor reading during the second process 
of the read event, need to apply the formula given from the 
developer specification manual. For example, to convert a 
14-bit temperature reading with mote power of 3.0 Volt to 
temperature Celsius and Fahrenheit, we use the following 
formula [15]:  

  TC = -39.6 + 0.01 * TR 

  TF = -39.3 + 0.018 * TR 

where TC is temperature in Celcius, TF is temperature in 
Fahrenheit, and TR is the sensed temperature. In order to 
view the resulted temperature on the screen, we make use of 
the printf function available from the printf.h library 
provided by TinyOS. Since the temperature data structure is 
of a type of unsigned integer (uint16_t), we have to use the 
‘%u’ operator to correctly print and view the calibrated 
temperature. The snippet codes below show the nesC codes 
of these events.  

 event void Read.readDone(error_t result, uint16_t data) { 
      uint16_t tempCelc; 
      uint16_t tempFah; 
 
      sense_count_msg_t* scm = (sense_count_msg_t*)call  
      Packet.getPayload(&packet, sizeof(sense_count_msg_t)); 
    
      if (result == !SUCCESS) { 
            data = 0xffff; 
      }else{ 
            scm->tempReading = data; 
            tempCelc = -39.6+0.01*scm->tempReading;  
            tempFah = -39.3+0.018*scm->tempReading; 
 
            printf("Reading: 0x%x (Hex) / %u (Dec)\n",  
            scm->tempReading, scm->tempReading); 
            printf("Temperature: %u (C) / %u (F)\n",tempCelc,  
            tempFah); 
            printfflush(); 
      } 
} 



 To view the temperature on the computer screen, we 
simply use the built-in java tool of TinyOS called 
PrintfClient by hitting a command below. The sample output 
of the readings is shown in Fig. 3. 

$java net.tinyos.tools.PrintfClient –comm 
serial@/dev/ttyUSBx:telosb  

Fig. 3 Temperature sensor readings in Celcius (C) and the equivalent 
Fahrenheit (F) after applying the calibration formula.         

Part of the experiment also dealt with the hopping of the 
sensed readings from the sensing mote to the base station. 
Act as a ‘communicating bridge’, the base station relays any 
serial or radio data it receives via its serial port or radio 
transceiver to the attached computer. In our experiment, we 
view the readings in a form of bytes containing the packet 
header together with the sensor readings. We use the 
TinyOS’s built-in ‘Listen’ java tool by issuing $java 
net.tinyos.tools.Listen –comm serial@/dev/ttyUSBx:telosb to 
display these data. Fig. 4 shows the resulting screen output.        

 

 

 

 

 

 

 
 

Fig. 4 Temperature sensor readings (two bytes from right) in raw byte 
format shown by issuing the TinyOS’s Listen java tool at the base station 
mote. 

 The output shows a complete TinyOS’s ActiveMessage 
packet with the payload of the packet is at the last two bytes 
of the packet (little endian notation), the rest are the packet 
header. Therefore, by examining each line (packet) of the 
output, the temperature readings are byte number shown as 
’19 6D’, ’19 6E’, ’19 6C’, etcetera. By translating to the 
Celcius / Fahrenheit equivalent, these readings represent a 
temperature of 25°C / 77°F. 

 In conclusion, the sensor readings can be viewed either 
using the PrintfClient or the Listen java tool, with a simple 
calibration on the received readings. To aid the translation of 
the readings using the Listen tool, we had created a simple C 
programs to display similar output as shown in Fig. 3. Fig. 5 
shows a snapshot of the main function of the program.  

Fig. 5 The C main program to calibrate and convert the TelosB’s 
Sensirion SHT11 sensor readings to their Celsius and Fahrenheit equivalent. 

IV. CONCLUSION AND FUTURE WORKS  
In this study, we demonstrate the application of 

environmental sensing and the basic science of data sensing, 
data processing, and data display using the TinyOS TelosB 
motes. The experiment setup is simple: sensing temperature 
using one mote, calibrate the sensed data, hop the data to the 
base station, and display them on the screen for monitoring. 
The significance of the study is twofold: the basic knowledge 
on sensor data capturing we gather in this experiment is 
valuable to open up a further research on integrating the 
IPv6, 6LoWPAN, and CoAP protocol in order to view the 
sensed data globally through different networks in the World 
Wide Web; and the basic knowledge we gather on hopping 
the sensed data through the radio communication would 
eventually important for us to research on the energy-
efficient techniques of data passing from one node to another 
in a networked multihopping fashion.       

It is therefore, our future works may reserve to 
investigate the integration of the Internet of Things 
technology in sensor data monitoring, and the energy-
efficiency mechanisms on information passing in the 
networked of sensors. 
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Abstract - Compressed image transmission through model 
channel like AWGN implementing DCT and Raised Cosine Filter is 
demonstrated in this paper. The transmission performance of still 
image with Qam-32 modulation scheme is compared to 
communication model having no filter in presence of additive white 
Gaussian noise (AWGN). By comparing communication model 
having filter in the same scenario, results showed that the received 
image quality is better in terms of PSNR and MSE for low value of 
SNR.  The simulation results reveal that with lower signal to noise 
ratio, raised cosine filter exhibits better performance in comparison 
with employing no filter. Inter symbol Interference (ISI) that plays 
an important role in image transmission degrades the image quality 
and may be eliminated by employing filter. 

Keywords-  AWGN; DCT; Raised Cosine Filter; QAM; PSNR; 
MSE; ISI; SNR 

I. INTRODUCTION 

During the past few years, people begin to play more and 
more attention on reliable wireless multimedia transmission, 
such as Image, Video, and Audio based on high speed data 
communication, high quality channel and high quality 
transmission of visual data, for instance, high quality image over 
the communication channel. In general, High quality image 
transmission demands more storage capacity and high 
bandwidth requirements. For that reason, image compression is 
performed so that less storage capacity and required bandwidth 
is achieved. Nevertheless, compressed image is prone to noise 
both in wire and wireless communication channel. In addition, 
ISI degrade the image quality over wireless channel and /or 
wired channel due to band limited characteristic of transmitted 
data. Appropriate filter technique may improve the image 
quality that transmitted through the noisy channel. 

In this paper, a raised cosine filter is proposed before 
transmission of compressed image through noisy 
communication channel. Typical communication model is tested 
by transmitting still image using conventional QAM -32 
modulation scheme. The simulation results proved that proposed 
communication model for image transmission yields quality 
image when channel is more vulnerable to noise.   

In this section provide a descriptive summary of some 
technique that have been implemented and tested for image 
compression and transmission over noisy channels. A. Mishra et 
al. [1] proposed the polar coding for gray scale image 
transmission over AWGN channel using QAM-64. However, 
does not suggest about band limited characteristic of medium 

and the influence of inter symbol interference.  On the other 
hand, Md. Abdul Kader et al. [2] suggested the image 
transmission using Hierarchical Quadrature Amplitude 
Modulation (HQAM) for better protection of high priority data. 
Nevertheless, no channel model is considered such as AWGN 
and salt and pepper noise has been taken into account. 
Furthermore, Md. A. H. Khandokar et al. [3] used a simple 
conventional communication model with various M – array 
modulation technique with AWGN Channel but does not show 
the lower value of Eb /No. Only the value of 10 dB has been 
used. This paper has investigated the conventional 
communication model with proposed communication model for 
image transmission using filter and the effect of low and high 
signal to noise ratio have been considered for both 
communication models for still image transmission.  

The paper is organized as follows. In Section II, theoretical 
background of DCT compression, 32-QAM modulation, raised 
cosign filter, White Gaussian Noise (AWGN) channel, signal to 
noise ratio (SNR), bit error rate (BER), and Eb/N0 (Energy per 
bit to Noise power spectral density ratio) has been demonstrated. 
In Section III the proposed method is described. In the next 
section the experimental result is explained. The paper is 
concluded in Section IV. 

II. THEORETICAL BACKGROUND 
 

A. DCT Compression 

The proposed compression method is based on the Discrete 
Cosine Transform (DCT) [15] applied to the global image. The 
complete image is considered as a single block. Let I be the 
original image defined as I=If (u,v), {O<u≤ � − 1, 0<v≤ � −
1}. MxN is the dimension of the image and A (u,v) denote the 
gray level pixel's at (u, v) coordinates. The MxN DCT 
coefficients are given by : 
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Respectively, the inverse DCT coefficients are given by: 
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In the following sections, we consider square images (M=N). 



B. 32-QAM modulation technique 

QAM is used in applications including microwave digital 
radio, DVB-C (Digital Video Broadcasting Cable), and so 
on. In 32-QAM, Quadrature Amplitude Modulation used in 
this paper has five I values and five Q values. This results in a 
total of 32 possible states for the signal. It can transition 
from any state to any other state at every symbol time. Since 
32 = 25, five bits per symbol can be sent which is as shown in 
Fig. 1. This is too many states for a power of two (the closest 
power of two is 32). So the four corner symbol states, which 
take the most power to transmit, are omitted.  This consists of 
two bits for I and two bits for Q. The symbol rate is one fifth 
of the bit rate. So this modulation format produces a more 
spectrally efficient transmission. It is more efficient than 
BPSK, QPSK, or 8PSK. However, the symbols are very close 
together and are thus more prone to errors due to noise and 
distortion which is shown in simulation result [5].  

 

Fig. 1. Constellation diagram for QAM-32. 

C. FIR raised cosine filter 

In modern data transmission systems, Image is transmitted as 
bits or groups of bits (symbols) typically in the form of 
individual pulses of energy. Sometimes rectangular pulse is 
probably the most fundamental. It is easy to implement in a real-
world system because it can be directly compared to opening 
and closing a switch, which is synonymous with the concept of 
binary information. Pulses sent by the transmitter are detected 
by the receiver in any data transmission system. At the receiver, 
the goal is to sample the received signal at an optimal point in 
the pulse interval by the matched filter to maximize the 
probability of correct decision. This implies that the fundamental 
shapes of the pulses be such that they do not interfere with one 
another at the optimal sampling point. There are two criteria that 
ensure non-interference [7]. 

a. The pulse shape exhibits a zero crossing at the 
sampling point of all pulse intervals except its own. 
That is Minimized inter symbol interferences (ISI). 

b. The shape of the pulses is such that the amplitude 
decays rapidly outside of the pulse interval. That is 
high stop band attenuation. 

The rectangular pulse meets first requirement because it is 
zero at all points outside of the present pulse interval. It cannot 
cause interference during the sampling time of other pulses. The 
trouble with the rectangular pulse, however, is that it has 

significant energy over a fairly large bandwidth as indicated. 
The unbounded frequency response of the rectangular pulse 
makes it unsuitable for modern transmission systems. This is 
where pulse shaping filters come into play. If the rectangular 
pulse is not the best choice for band-limited data transmission, 
then what pulse shape will, decay quickly, and provide zero 
crossings at the pulse sampling times [5]. There are several 
choices that have but in most systems Raised cosine filter are 
used to shape the input pulse.  

In most cases, the square root raised cosine filter is used in 
the transmitter and receiver part of the system so that the overall 
response resembles that of a raised cosine filter. The impulse or 
time domain response of the raised cosine filter and the square 
root raised cosine filter are given by (3), (4), (5), (6) [7]. 
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This expression can be simplified further by introducing the 

sinc function (����� =
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The sinc function in the response of the filter ensures that the 
signal is band-limited. The time domain or impulse response of 
the square root raised cosine filter is given as; 
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The overall response of the system is given by (14). 

hRC(t)  =  hRRC(t) hRRC(t)                                                    (6)    

 

The impulse and magnitude response of Raised Cosine filter 
are shown in Fig. 2 and Fig. 3. 

 

Fig. 2.   Impulse response of raised cosine filter. 



 
 

Fig. 3.   Frequency response of raised cosine filter. 

D. White Gaussian Noise (AWGN) channel 

It is modeled as a zero-mean Gaussian random process 
where the random signal is the summation of the random noise 
variable and a direct current signal as shown in (7) [11], [12] and 
[13]. 

� =  � +  �                                         (7) 

The probability distribution function for this Gaussian noise 
can be represented as: 
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The model of this noise assumes a power spectral density 
Gn(f) which is flat for all the frequencies denoted as; 

�� (�) = 
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The factor 2 indicates that the power spectral density is a 
two-sided spectrum. This type of noise is present in all 
communication systems and is the major noise source for most 
systems with characteristics of additive, white and Gaussian. It 
is mostly used to model noise in communication systems which 
are simulated to determine their performance. This noise is 
normally used to model digital communication systems which 
can be replaced with other interference schemes. 

E. signal to noise ratio (SNR) 

SNR is the ratio of the received signal strength over the noise 
strength in the frequency range of the operation. It is an 
important parameter of the physical layer of Local Area 
Wireless Network (LAWN). Noise strength, in general, can 
include the noise in the environment and other unwanted signals 
(interference). BER is inversely related to SNR, that is high 
BER causes low SNR. High BER causes increases packet loss, 
increase in delay and decreases throughput [5]. The exact 
relation between the SNR and the BER is not easy to determine 
in the multi channel environment. Signal to noise ratio (SNR) is 
an indicator commonly used to evaluate the quality of a 
communication link and measured in decibels and represented 
by (10). 

SNR =  10 log10 (Signal Power / Noise Power) dB                      (10) 

F. Bit error rate (BER) 

The BER, or quality of the digital link, is calculated from the 
number of bits received in error divided by the number of bits 
transmitted. 

BER = (Bits in Error) / (Total bits received)      (11) 

In digital transmission, the number of bit errors is the 
number of received bits of a data stream over a communication 
channel that has been altered due to noise, interference, 
distortion or bit synchronization errors. The BER is the number 
of bit errors divided by the total number of transferred bits 
during a particular time interval. BER is a unit less performance 
measure, often expressed as a percentage [10]. 

BER can also be defined in terms of the probability of error 
(POE) [14] and represented by (12). 

POE = 
�

�
 (1 − erf)�

��

��
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Here, ‘erf’ is the error function, Eb is the energy in one bit 
and N0 is the noise power spectral density (noise power in a 1Hz 
bandwidth). The error function is different for the each of the 
various modulation methods. The POE is a proportional to Eb/ 
N0, which is a form of signal-to-noise ratio. The energy per bit, 
Eb, can be determined by dividing the carrier power by the bit 
rate. As an energy measure, Eb has the unit of joules. N0 is in 
power that is joules per second, so, Eb/ N0 is a dimensionless 
term, or is a numerical ratio. 

G. Eb/N0 (Energy per bit to Noise power spectral density ratio) 

Eb/N0 is an important parameter in digital communication or 
data transmission. It is a normalized signal-to- noise ratio (SNR) 
measure, also known as the "SNR per bit". It is especially useful 
when comparing the bit error rate (BER) performance of 
different digital modulation schemes without Taking bandwidth 
into account. Eb/N0 is equal to the SNR divided by the "gross" 
link spectral efficiency in (bit/s)/Hz, where the bits in this 
context are transmitted data bits, inclusive of error correction 
information and other protocol overhead.  

III. PROPOSED METHOD 

This section has described the proposed method in details. 
The basic steps of the proposed method are, 1) converting RGB 
image into gray scale image, 2) applying DCT in gray scale 
image to compress and quantized the gray scale image, 3) then 
encoded the quantized image and finally find the compressed 
image, 4) utilizing modulation technique on encode values to 
obtain the symbols, 5) before transmitting symbol value through 
AWGN channel, the symbol data values are filtered with raised 
cosine filter and apply the Inverse first fourier transform to 
convert the value from frequency domain to time domain, 6) at 
receiver site the noisy values are passed through the inverse 
raised cosine filter and then converted to time domain to 
frequency domain by applying fourier transform, 7) these 
transformed values are demodulated with QAM 32 and, 8) 
decode the demodulated values accordingly, 9) after that, the 



IDCT has been applied to get the original gray scale values, and 
10) finally, retrieve the original image. The workflow of the 
proposed framework is as shown in Fig. 4. 

Fig. 4. Workflow of the proposed framework. 

A. Converting RGB image into gray scale image

In this section, initially the input RGB image is converted 
into gray scale image. The gray scale image contains
channel value that is intensity value. The RGB image is 
converted to the gray scale image by using the formula 
mentioned in (13). 

Igray = 0.299*R + 0.587*G + 0.114*B 

B. Applying DCT to compress the gray scale image

This section utilizes the image that is converted to the gray 
scale in the previous section.  In an image, low frequency values 
are accumulated at the left upper corner and high frequency 
values are stored at lower right corner of the compressed image 
block. As most of the valuable information is stored at low
frequencies, discarding certain information from h
frequency has little effect on the overall image quality.

Typically 8x8 or 16x16 block size is 
implementing DCT on the entire image. The DCT transform is 
usually applied firstly in row wise direction, then column wise 
direction. Avoiding the complexity, column wise DCT operation 
can be accomplished applying row wise DCT operator. For this 
reason, at first row wise DCT operation is applied on the image 
block, then transpose is implemented on the column wise and 
then perform the row wise DCT operation once again.
procedure is as shown in Fig. 5.   

Fig. 5. Two dimensional DCT operation. 

DCT operation has high degree of computational 
complexity. The mathematical expression for performing N
point DCT operation is given in (1). For instance, 8
operation equals 8 in (1). The inputs to the 8-point DCT 
are eight pixel values (u(0).....u(7)). After executing the DCT 
computation, eight DCT values (F(0)......F(7)) 
operator output. For calculating each DCT value, the all 
obtained input values such as (u(0).....u(7)) 

to get the original gray scale values, and 
The workflow of the 

 

scale image 

In this section, initially the input RGB image is converted 
into gray scale image. The gray scale image contains only one 
channel value that is intensity value. The RGB image is 
converted to the gray scale image by using the formula 

  (13) 

Applying DCT to compress the gray scale image 

the image that is converted to the gray 
low frequency values 

are accumulated at the left upper corner and high frequency 
values are stored at lower right corner of the compressed image 

information is stored at low 
frequencies, discarding certain information from higher 
frequency has little effect on the overall image quality. 

 used instead of 
image. The DCT transform is 

usually applied firstly in row wise direction, then column wise 
column wise DCT operation 

can be accomplished applying row wise DCT operator. For this 
reason, at first row wise DCT operation is applied on the image 
block, then transpose is implemented on the column wise and 

DCT operation once again. The 

 

DCT operation has high degree of computational 
mathematical expression for performing N-

instance, 8-point DCT 
point DCT operator 

r executing the DCT 
 are yield at the 

each DCT value, the all 
(u(0).....u(7)) are used. These 

values are finally quantized. Quantization is 
dividing transformed image matrix by the 
used. Values of the resultant matrix 

C. Encode  

In this section, the compress
encoded to convert into binary
commonly used entropy encoders are the Huffman encoder and 
the arithmetic encoder, although for applications requiring fast 
execution, simple run-length encoding (RLE) has proven very 
effective.  

D. Utilizing 32-QAM modulation  

In this section, 32-QAM
Modulation is used in this paper 
five Q values. This results in a to
the signal. It can transit from any 
every symbol time. Since 32 = 25,
sent. This is too many states for 
power of two is 32). So the four 
take the most power to transmit, are 

Here 32-QAM is used as there is a tradeoff between 
power efficiency and bit error rate. 

E. Applying raised cosine filter and IFFT

This section uses the root raised cosine filter to eliminate 
inter symbol interference which degrade the image quality 
severely at low signal to nose ratio. Single raised cosine filter at 
transmitter side cannot reduce the inter symbol interference. 
Therefore, a pair of raised cosine filter is used in this paper 
which acts as root raised cosine filter.
frequency response of the raised cosine filter 
and Fig. 3. In addition, as original image block is in frequency 
domain but raised cosine filter and AWGN model work on real 
time operation. For that purpose, inverse first 
(IFFT) is introduced in this proposed method before using raised 
cosine filter.      

F. AWGN channel 

In practice, according to Shannon’s
is no channel which is noise free. All transmitted signal
corrupted by noise and noise is unpredictable in nature. Precise 
mathematical operations can’t be done on noise. That’s why 
AWGN channel is chosen as channel model

G. Retrieving original image 

In this section, how original image is retrieved at receiver 
side is demonstrated. Firstly, the noisy image data are passed 
through the inverse raised cosine filter to obtain the modulated 
image data in time domain. The
applied followed by first Fourier transform to obtain the encoded 
data in frequency domain.  After that, the decoding 
implemented to obtain quantized image value. In addition to 
this, inverse discrete cosine transform (IDCT) operation is 
performed to obtain the gray scale vale
RGB image is retrieve from gray scale image by using
appropriate method.  

Quantization is achieved by 
transformed image matrix by the quantization matrix 

Values of the resultant matrix are then rounded off. 

In this section, the compressed quantization values are 
binary code streams. The most 

commonly used entropy encoders are the Huffman encoder and 
the arithmetic encoder, although for applications requiring fast 

length encoding (RLE) has proven very 
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QAM is used as there is a tradeoff between 
power efficiency and bit error rate.  

Applying raised cosine filter and IFFT 

the root raised cosine filter to eliminate 
inter symbol interference which degrade the image quality 
severely at low signal to nose ratio. Single raised cosine filter at 
transmitter side cannot reduce the inter symbol interference. 

ised cosine filter is used in this paper 
which acts as root raised cosine filter. The impulse and 
frequency response of the raised cosine filter are shown in Fig. 2 

In addition, as original image block is in frequency 
ilter and AWGN model work on real 

time operation. For that purpose, inverse first Fourier transform 
in this proposed method before using raised 

Shannon’s capacity theorem, there 
noise free. All transmitted signals are 

corrupted by noise and noise is unpredictable in nature. Precise 
can’t be done on noise. That’s why 

AWGN channel is chosen as channel model for simulation.       

how original image is retrieved at receiver 
side is demonstrated. Firstly, the noisy image data are passed 
through the inverse raised cosine filter to obtain the modulated 

Then, demodulation process is 
transform to obtain the encoded 

After that, the decoding technique is 
implemented to obtain quantized image value. In addition to 
this, inverse discrete cosine transform (IDCT) operation is 
performed to obtain the gray scale vale. Finally, the original 

from gray scale image by using 



IV. SIMULATION AND EXPERIMENTAL RESULTS 

In this paper, simulation is carried out for gray scale images. 
The simulation was performed using MATLAB environment.  

The mean square error (MSC) and peak signal to noise ratio 
(PSNR) are typically used to measure the quality of the 
receiving image with respect to transmitting image. The MSE 
and PSNR are measured using (14) and (15). 

��� =
�

��
∑ ∑ ‖�(�, �) − �(�, �)‖����

���
���
���                        (14) 

���� = 10�����

‖�(�,�)��(�,�)‖�

���                                                 (15) 

The result of compressed quantized image for the input 
image with and without filter is shown in Fig. 6 (b) and Fig. 6(c) 
respectively. Fig. 7 shows the processing example of retrieve 
images with Eb/N0(dB) effect where raised cosine filter is used. 
From the experimental results, it is seen that the received image 
quality has improved with the increase of Eb/N0(dB) values. 
When the value of Eb/N0(dB) is greater than five the bit error 
rate is zero and the value of MSE and PSNR is constant which is 
23.5973 and 4.1420 respectively. The result of bit error rate, 
MSE, and PSNR with respect to Eb/N0(dB) is as shown in Table 
I, where  raised cosine filter was present.   

 
(a)                                                  (b)                                              (c) 

Fig. 6.  Processing example of quantized image: a) original image, b) quantized 
image using filter, and c) quantized image without filter. 

 
(a)                          (b)                               (c)                                  (d)                       (e)  

Fig. 7. Processing example of output images with different Eb/N0(dB) value 
using raised cosine filter: a) Eb/N0(dB)=1, b) Eb/N0(dB)=2, c) Eb/N0(dB)=3, d) 
Eb/N0(dB)=4, and e) Eb/N0(dB)=5    

 
TABLE I. EXPERIMENTAL RESULT OF NO OF ERROR, BER, MSC AND 

PSNR USING WITH FILTER 

Eb/N0(dB) 
Number of 

error 
Bit error 

rate(BER) 
MSC PSNR 

1 1625 9.9182xe-4 NA NA 
2 467 2.8503xe-4 NA NA 
3 68 4.1504xe-5 25.1261 3.8900 
4 9 5.4932xe-6 23.5973 4.1420 
5 1 6.1035xe-7 23.5973 4.1420 
6 0 0 23.5973 4.1420 
7 0 0 23.5973 4.1420 
8 0 0 23.5973 4.1420 
9 0 0 23.5973 4.1420 

10 0 0 23.5973 4.1420 

Fig. 8 shows the processing example of retrieving images 
with Eb/N0(dB) effect where raised cosine filter was not used. 
The experimental result shows that with the lower Eb/N0(dB) 
value the received image without filter is more blurred with 
respect to the images that are received with filter. The result of 
bit error rate, MSE, and PSNR without raised cosine filter is as 
shown in Table II. From that result, it has been seen that BER is 
zero when the Eb/N0(dB) value is greater than eight and the 
value of MSC and PSNR is constant for those Eb/N0(dB) values 
which is 13.7908 and 7.0874 respectively. The best-quality 
images are received by the proposed simulation with the 
Eb/N0(dB) =5 dB and using the raised cosine filter. 

 
(a)                            (b)                               (c)                               (d)                               (e) 

 
  (f)                             (g)                           (h)                          (i)                          (j) 

Fig. 8. Processing example of output images with different Eb/N0(dB) value 
without using raised cosine filter: a) Eb/N0(dB)=1, b) Eb/N0(dB)=2,c) 
Eb/N0(dB)=3, d) Eb/N0(dB)=4, e) Eb/N0(dB)=5, f) Eb/N0(dB)=6, g) Eb/N0(dB)=7, 
h) Eb/N0(dB)=8, i) Eb/N0(dB)=9, and j) Eb/N0(dB)=10                 



TABLE II. EXPERIMENTAL RESULT OF NO OF ERROR, BER, MSC AND 

PSNR USING WITHOUT FILTER 
 

Eb/N0(dB) 
Number of 

error 
Bit error 

rate (BER) 
MSC PSNR 

1 29675 0.0116 NA NA 
2 14460 0.0056 NA NA 
3 6121 0.0025 NA NA 
4 2148 8.3906xe-4 NA NA 
5 501 1.9570xe-4 NA NA 
6 123 4.8047xe-5 8.7112xe36 1.1220xe-35 
7 20 7.8125xe-6 13.7908 7.0874 
8 3 1.1719xe-6 13.7908 7.0874 
9 0 0 13.7908 7.0874 

10 0 0 13.7908 7.0874 

Putting the values, for instance, Eb / No =1, 2, 3, 4, and 5 dBs 
respectively, the bit error rate (BER), PSNR is much better than 
transmitting image without filter. At those values, the retrieve 
images are blurred which is vague for human visualization using 
without filter. For the higher values of Eb / No, where no error is 
occurred, conventional communication model with QAM-32 
reveals good results. For low signal to noise ratio, the 
interference caused by inter-symbol interference is dominated 
over noise. As a result without filter the image is blurred.  That 
suggests that proposed method is more applicable than 
conventional communication model for image transmission. 

The comparison of SNR and BER using with and without 
filter is as shown in Fig. 9. 

 

 Fig. 9. Comparison of SNR vs BER using with and without filter. 

 

V. CONCLUSIONS 

For Low SNR, when compressed image is corrupted by noisy 
channel, it is hard to retrieve original image. The fact is that 
signal to interference ratio (SIR) is grater that SNR. For that 
reason, for lower value of Eb/N0 the images are Vague. 
However, this problem is mitigated by introducing raised cosine 
filter in the proposed method. For higher SNR, the conventional 
communication model with QAM-32 works better. In future, the 
image quality and data protection may be ensured by 
implementing Hierarchical QAM (HQAM) and sophisticated 
coding technique using proposed communication model for 
image transmission. 
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Abstract— Demand  of mobile  and  data  bandwidth is at 

highest peak  due  to huge  use of smart phones,  laptops,  

notebooks,  and High Speed Packet  Access (HSPA) has risen 

to one of the fastest growing  mobile  broadband technologies  

in different  markets as well as in Bangladesh.  HSPA 

promised to improve the end user performance and user 

throughput by lower latency, low power consumption, low 

cost and increases the peak data rates per user. Popular 

applications such as web browsing, VoIP, and video 

streaming enable HSPA to compete with fixed connections. But 

it is ambiguous that how it performs in live network. This 

paper investigated the performance of HSPA networks in 

terms of Received Signal Strength (RxL), Data Throughput, 

Jitter, Packet Loss Rate, Round Trip Time (RTT), DNS 

lookup time. The comparison was made based on 

performance between three different operators in stationary 

scenarios in Chittagong Metropolitan City. 
 
 

Keywords— HSPA, RxL, Throughput,  latency, RTT. 
 

I. INTRODUCTION 

Mobile cellular system has gone through fundamental changes 
in  recent  years.  Along  with  the  development  of 

communication technology,  the  demands  are  expanding  to 

high speed multimedia services, including Voice-over-IP 
(VoIP) and video streaming.  Many technologies are being 

introduced to support high-speed data communication. To 

satisfy the users, operators are introducing High speed packet 

access (HSPA) technology to improve their 3
rd 

generation/ 

Universal mobile Telecommunication system (3G/UMTS) 

network. HSPA technology allows higher data rates, lower 
delays including the use of real time applications [1] (e.g. 

VoIP, media streaming, video conferencing, online gaming). As 

operators are using HSPA to fulfill the  consumer’s demand, 
it is important to measure the live network performance of 

each operator. This measurement can be helpful to understand 

the network’s true behavior [1]. The information provided by 
the  measurement is  useful to end users to decide which 

service provider is more reliable for them. 

We measured some parameters of three commercial operators 

having HSPA-enabled network and analyzed results to 

understand the difference of performance between them. The 

three Operators are Grameenphone, Banglalink and Robi 

Axiata  Limited.  We  measured  Received  Signal  Strength 

(RxL), data rates through Transfer control protocol (TCP) 

performance, jitter via User datagram protocol (UDP) 

performance, Packet Loss Ratio, and latency as Round trip 

time (RTT) via PING for stationary condition [2]. 
 

II. BACKGROUND 

HSPA is a combined technology of High speed downlink 

packet access (HSDPA) and High speed uplink packet access 

(HSUPA). HSDPA was first introduced in 3rd Generation 

Partnership Project (3GPP) release 5 in addition to the basic 

Wideband Code Division Multiple Access (WCDMA). This 

enhances the downlink (DL) channel performance compared 

to DL performance of basic WCDMA. The next deployment 

has came in this pipeline is HSUPA, which was introduced in 

3GPP release 6 [3]. In [1], they measured HSPA performance 

from end user perspective and compared the result to basic 

WCDMA  access.  They  showed  that  the  first  connection 

throughput phenomenon is still weakening the performance 

observed by a web user. They also observed the significant 

affects of mobility to the user experience. As it is stated in [2], 

they  worked  on  Mobile  Network  Performance  from  User 

Devices considering HTTP GET throughput, round trip time 

latency  from  ping,  and  DNS  lookup  time.  They  not  only 

measured the performance of HSPA but also measured the 

performance of EDGE, UMTS, GPRS etc. they have used two 

identical apps speedometer and Mobiperf.   They found the 

significant  differences  in   end-to-end  performance  across 

carriers, access technologies, and geographic regions and over 

time.  In  the  paper  [4],  Kara  evaluates the  performance of 

video  streaming  in  HSDPA  networks  in  simple  scenarios. 

Generally mobility degrades HSPA services on the other some 

aspects of networking performance (e.g. fairness in bandwidth 

allocation  among  users,  traffic  flows)  improve  because  of 

mobility. Many theoretical studies which are more useful for 

preliminary  capacity  approximation  and  network  planning 

purposes are proposed in prior works. These works focus on 

HSDPA scheduling or performance evaluation by simulations 

[5] [6] [7] [8] [9]. However in real 3G and HSPA networks, 

the theoretical model is hard to formulate, especially in mobile 

environments. There have also been quite a number of field 

measurement  studies  on  operational  3G  networks,  Cano- 

Garcia [10] and Pentikousis [11] mainly focus on the packet 

delay behaviour and  throughput of  pure  data  traffic  under 



lightly-loaded scenarios respectively. And Tan [12] measures 

the data throughput and latency of live 3G (WCDMA) 

networks under saturated conditions, using a mixture of data, 

video and voice traffic, but which is just in stationary 

environments under WCDMA. Liu [13] presents an 

experimental characterization of the physical and MAC layers 

in CDMA 1xEV-DO and their impact on transport layer 

performance. Derksen [14] presents the results of HSDPA 

measurements made in live, commercial networks supplied by 

Ericsson. But the paper just gives an average downlink 

throughput in mobile vehicle and not analyzes the factors 

impact on the performance. Litjens [15] presents a flow level 

performance evaluation of data transfer in a UMTS/HSDPA 

network with a principal focus on the performance impact of 

terminal mobility. But the experiments are carried out in an 

experimental setup and small scale in a cell. Yao [16] gives an 

empirical study of bandwidth predictability in the mobile 

environments. The authors repeat trips along a 23km route in 

Sydney under typical driving conditions and measure 

bandwidth from two independent cellular providers 

implementing the popular HSDPA technology in two different 

peak  access  rates  (1.8  and  3.6  Mbps).  But  they   only 

investigate the bandwidth and examine download traffics. 
 

III. HSPA 

With some new packages of software and new pieces of 

hardware in the base station WCDMA can be upgraded to 

HSPA. Figure 1 shows the HSPA network architecture. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. UMTS/HSPA network architecture [17] 

The core of HSUPA is the new enhanced dedicated channel 

(E-DCH).Under ideal radio conditions; HSUPA was 

theoretically able to deliver uplink speeds up to 5.76 Mbps. 

On the other hand Rel.’5 HSDPA is introduced with High 
Speed Downlink Shared Channel (HS-DSCH), fast HSDPA 

scheduler, adaptive modulation and coding and fast 

retransmission (HARQ). Theoretically HSDPA has downlink 

data rate up to 14.4 Mbps. Beyond the installations of current 

HSPA, 3GPP release 7 brings further improvements. It 

introduced  enhanced  technology  of  HSPA  also  called  as 

HSPA evolution or HSPA+. It is able to provide major end- 

user performance and network efficiency improvements to 

HSPA. For example, VoIP performance over HSUPA is 

enhanced by minimizing the control overhead with packet 

bundling operation by aggregating several VoIP packets into 

one. 

IV. DATA COLLECTION 

In Bangladesh, there are three operators (GrameenPhone, Robi 

and Banglalink) which offer HSPA network service. We chose 

all of them for survey. We have used three Android operating 

phones each for one operator. We measure the selected 

parameters in thirteen different location of Chittagong City for 

these three operators. These pre-selected places cover 

important traffic areas in Chittagong city. All our 

measurements have taken for stationary scenario. 

We  have  used  four  Apps  for  this  survey.  They  are  free 

licensed Apps available on Google Play Store. MobiPerf is an 

open-source application built on the Mobilyzer library. 

Mobilyzer is a research-oriented measurement library to support 

client-based measurements.TCP and UDP throughput, RTT, 

latency measured using this application. G-MON,RF signal 

tracker and NET-monitor are Android apps using a nearly 

identical codebase . In every location we run the softwares one 

by one and took screenshots of measurements. Then we 

gathered the data from the snapshots. 

Received Signal Strength (RxL) is the signal level in dBm 

received by MS (Mobile Subscriber) from serving Cell. The 

RxL were measured during the survey by using three different 

tools G-MoN, NETmonitor and RF Signal Tracker. The data 

of TCP uplink and downlink speed, Jitter for UDP, PING RTT 

latency, Packet Loss Ratio are collected by using Mobiperf 

[18] software. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 2. Snapshots of Mobiperf 

We got TCP uplink and downlink speed by running the TCP 

uplink  and  downlink  task  respectively.  This  data  actually 

refers to the throughput using Transmission Control Protocol 

(TCP). TCP uplink throughput refers to the amount of data 

received by the Base Transceiver Station (BTS) from MS in 
per unit time. TCP uplink throughput refers to the amount of 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Net Monitor 



data received by the MS from BTS in per unit time. 

Throughput is usually measured in bits per second (bps).  Jitter 

is the time difference in packet inter-arrival time to their 

destination. Jitter is measured by UDP brust UP and UDP brust 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. GMON 

Down for 10 packets of 10 bytes each. Network latency is a 

kind of delay. Latency effectively decreases the bandwidth and 
can be the cause of reducing the overall throughput and 

Network latency is measured by the packet RTT [19]. RTT 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 5. RF Signal Tracker 

refers to the time it takes for a signal (packet) to be sent plus 

the time it takes for an acknowledgment of that packet to be 

received. We measured RTT by PING. We had PING in 

Google.com and got RTT along with Packet loss ratio. Packet 

loss ratio is the percentage of difference between transmitted 

packets to the received packets. Figure 2, 3, 4 and 5 represent 

snapshots of four used Apps. 
 

V. RESULTS 

Data collected from different places are gathered in graphs. In 

Figure 6, all the data taken by G-MON is shown, from the 

graph we can see that highest signal strength is at Chawkbazar 

and lowest at Rangipara for GP. For Robi, highest peak is at 

GEC and lowest at Rangipara. For Banglalink, highest peak is 

at Doublemooring and lowest at Rangipara. Figure 7, shows 

the signal strength taken by NETmonitor at different places. 

Result is same as G-MON for all operator. Figure 5, exhibits 

data of RF signal tracker which also similar with previous. 

These figures pointed that the best received signal strength is 

in GP. Robi and BL are almost incident on each other. At 

Rangipara all operator signal is poor. 

Figure 9 and Figure 10 show the TCP throughput at different 

places. It is seen that throughput is less in GP and high in BL. 

Figure  11  and  Figure  12  shows  the  jitter  performance  at 

survey areas for UDP uplink and downlink respectively. 

 
                    Figure 6. RxL(dBm) at different places using G-Mon 

          Figure 7. RxL(dBm) at different places using NETmonitor 

   Figure 8. RxL(dBm) at different places using RF signal tracker 

Figure 13 shows the latency measured as RTT. It is the higher 

latency in GP. Figure 14 shows the packet loss ratio which is 

higher in GP. Table I depicts the overall comparison among 

three operators. 



 

 
            Figure 9. TCP uplink speed (kbps) at different places 

 

       Figure 10. TCP Downlink speed (kbps) at different places 

 

                  Figure11. UDP uplink Jitter (ms) at different places 
 

                Figure 12. UDP downlink Jitter (ms) at different places 

Figure 13. Mean RTT (ms) at different places 

 

                            Figure 14. Packet Loss Ratio at different places 
 

It  is  clearly  observed  that  Grameenphone  prefers  to  do 

business with voice call since it has greater signal strength. On 

the other hand Robi and Banglalink are focusing on data since 

TCP and UDP parameters providing better results. 

 
Table I. Comparing Performance of Three Operators 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
From above figures and tables it is seen that GP provides best 

RxL. But it failed to provide proper throughput due to having 

a plenty of cell with overlapping area more than ideal one 

(20%). That causes neighbor cell interference which estimates 

cell capacity and drive to give poor throughput. Where else 

other  two  operators  have  comparatively  lower  RXL,  but 



provide better throughput. Robi and Banglalink have less 

number of BTS and less overlapping area. Jitter is maximum 

in GP that causes voice quality damped; packet loss is result of 

jitter which is obviously maximum in GP. During our survey 

we did not get a single jitter time within threshold for GP. 

Here Banglalink provides a suitable and efficient jitter thus 

hinder the packet loss. RTT is the principal matrix of quality 

measurement. In  networks  with  packet  acknowledging 

schemes such as TCP/IP, the maximum effective data 

throughput is not necessarily equal to the system’s peak rate: 

the latency can reduce the overall throughput due to the time 

required to acknowledge the data packets. The fact that all 

packets being transmitted wait for an acknowledgment by the 

peer entity requires the presence of a packet queue on the 

transmitter (also called transmission window where packets 

will sit waiting until they have been acknowledged by the 

receiver. Since there are physical or practical limitations to the 

size of the packets being transmitted (network Maximum 

Transfer Unit or MTU), and to the size of the transmission 

window,  if  the  packet  acknowledgment  time  –  which  is 

directly related to  the  system’s latency –  is  too  long, this 

queue will soon fill up and no more new packets will be able 

to be transmitted, thus effectively limiting the overall 

throughput. So, it may well be that your physical transmission 

media allows a very high speed, however, the practical speed 

will be reduced to a fraction of that bit rate if the network 

latency (measured by the packet Round Trip Time) is too high. 

RTT must be within -70dBm. But no operator in Chittagong 

able limits RTT within threshold. Maximum is in GP. So, 

subscriber experience low quality real time applications like 

web browsing and VoIP. 
 

VI. CONCLUSION 

This report analyzed the end-to-end performance as seen from 

mobile devices. Measuring parameters such as DNS lookups 

and RTT, jitter, we identified the reasons behind performance 

problems. Overall, we find that performance of HSPA is not 

improving in Bangladesh. 

   General concept, the higher the received signal strength, 

network is better performer. But it is not true, from our 

survey data and analysis we saw that RTT is the main 

quality parameter of HSPA, as real time applications are 

prime  importance  of  this  network.  RTT  decrease  the 

system throughput significantly. 

   We  propose  GP  to  re-configure  core  network.  It  is 

important to note that reductions in end-to-end delay could 

come from different parts of the network. For instance, a 

good planning and distribution of the GPRS core nodes 

can be very helpful in reducing network latency, especially 

for HSPA networks in which RAN delay is view, it is 
desirable  to  have  a  distributed  SGSN/GGSN  network 
rather than concentrating the min gigantic packet switching 

centers. 

   Banglalink  should   plan   for   more   BTS   with   proper 

coverage area  in  order to  provide good  signal  strength 

throughout the whole PLMNA. As Banglalink provides 

comparatively better TCP performance, thus this measure 

will satisfy subscriber with better experience. 

   Robi   shows   an   average   performance   in   both   cases 

mentioned above. So this operator needs both measures. 

At the end, based on promises of HSPA we can say that no 

operator provides proper services in Chittagong. So, we need 

troubleshoot  and  proper  planning  of  HSPA  network 

technology  in  order  to  experience  the  promised  features 

properly. 
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Abstract—Recently the world is experiencing an deluge of 

data from different domains such as telecom, healthcare 

and supply chain systems. This growth of data has led to 

an explosion, coining the term Big Data. In addition to the 

growth in volume, Big Data also exhibits other unique 

characteristics, such as velocity and variety. This large 

volume, rapidly increasing and verities of data is becoming 

the key basis of completion, underpinning new waves of 

productivity growth, innovation and customer surplus. Big 

Data is about to offer tremendous insight to the 

organizations, but the traditional data analysis 

architecture is not capable to handle Big Data. Therefore, 

it calls for a sophisticated value chain and proper analytics 

to unearth the opportunity it holds. This research 

identifies the characteristics of Big Data and presents a 

sophisticated Big Data value chain as finding of this 

research. It also describes the typical challenges of Big 

Data, which are required to be solved. As a part of this 

research twenty experts from different industries and 

academies of Finland were interviewed.  

 

Key words—Big Data, Big Data characteristics, Big Data 

Value chain, Big Data Challenges.  

 

I. INTRODUCTION 

 

In the year 2000, when the Sloan Digital Sky survey started 

their work, its telescope in New Mexico collected more data 

on its first few weeks than had been amassed in the entire 

history of astronomy. After one decade, now its archive 

contains around 140 terabytes of data. Another large synoptic 

Survey Telescope in Chile is predicted to collect the same 

quantity of data every five days by 2016 [1]. Wal-Mart, the 

retail giant, generates around 2.5 petabytes data of 1 million 

customers‟ transactions every hour [2]. Facebook, a social 

networking website stores 500+ terabytes of new data every 

day. Search engines like Google processes 20 petabytes of 

data every day [1]. All these examples show how much data 

the world contains and how rapidly the volume of data is 

growing. Until 2003, 5 exabytes of data were created by 

humans, and currently this amount of data is created in only 

two days [3]. The amount of data in the digital world reached 

2.72 zettabytes in 2012 and is expected to double in every two 

years reaching 8 zettabytes by 2015 [4].Data is getting so large 

and complex, that it is becoming difficult to process using 

traditional data processing applications, and introducing big 

data.  

 

The most popular definition of big data is defined by 

Gartner as “Big data is high-volume, high-velocity and/or 

high-variety information assets that require new forms of 

processing to enable enhanced decision making, insight 

discovery and process optimization”  [5].  

 

Big data is currently treated as a technology, which has 

been developed to handle large volumes of fast-changing and 

non-schematic data. Big data technology also provides 

companies, such as telecom operators, with an ideal platform 

for centralizing and storing and analyzing their structured, 

unstructured and semi-structured data. These yield major 

advantages in data analysis, knowledge discovery and new 

business opportunity identification.  

 

According to McKinsey Global Institute (MGI) research, 

big data is the key basis of competition, underpinning new 

waves of productivity growth, innovation and customer 

surplus of the future market [6]. Therefore, organizations need 

to have a clear idea about the characteristics and value chain 

of Big Data. Big Data also comes with potential challenges, 

which needs to be attended well before starting Big Data 

initiatives.    

 

In this paper, section II describes the characteristics of Big 

Data. Section III describes the value chain of Big Data, which 

is a finding of this research. In section IV the potential Big 

Data challenges are presented. Finally, the paper is concluded 

in section IV. 

 

II. BIG DATA CHARACTERISTICS 

 

The characteristics of big data are well defined in the 

definition by Gartner. The three Vs (volume, velocity and 

variety) can be considered as the main characteristics of big 

data. These characteristics are described below. 
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A. Volume 

 

Data volume measures the amount of data available to an 

organization; the organization does not necessarily have to 

own all of it as long as it can access it [7]. The number of 

sources of data for an organization is growing. More data 

sources consisting large datasets increase the volume of data, 

which needs to be analyzed. As data volume increases, the 

value of different data records decreases in portion to age, 

type, richness and quality among the other factors [7].  

 

Figure 1 indicates the volume of data stored in the world by 

year. It also predicts that the amount of data would be more 

than 40 zettabytes (1021) by 2020 [8]. 

 

 
Figure 1: Data volume growth by year in zettabytes [8] 

 

B. Velocity 

 

Data velocity measures the speed of data creation, streaming 

and aggregation [7]. According to Svetlana Sicular from 

Gartner, velocity is the most misunderstood big data 

characteristic [9]. She describes that the data velocity is also 

about the rate changes, and about combining data sets that are 

coming with different speeds. She also argued that, the 

velocity of data also describes bursts of activities, rather than 

the usual steady tempo where velocity frequently equated to 

only real-time analytics [9].  

 

C. Variety 

 

Other than typical structured data, big data contains text, 

audio, images, videos, and many more unstructured and semi-

structured data, which are available in many analog and digital 

formats. From analytics perspective, variety of data is the 

biggest challenge to effectively use it. Some researchers 

believe that, taming the data variety and volatility is the key of 

big data [2]. Data variety is also considered as a measure of 

the richness of the data presentation. Incomputable data 

formats, non-aligned data structures and inconsistent data 

semantics represents significant challenges that can lead to 

analytic sprawl [7].  

 

Figure 2 shows the comparison between increment of 

unstructured, semi-structured data and structured data by 

years, which reflects the increment in variety of data. 

 

 
Figure 2: Growth of data variety by year 

 

One of the big data vendors, IBM has coined additional V 

as the big data characteristics, which is veracity. By veracity, 

they address the inherent trustworthiness of the data. As big 

data will be used e.g. for decision making, it is important to 

make sure that the data can be trusted.  

 

Some researchers mentioned „viability‟ and „value‟ as the 

fourth and the fifth characteristics leaving „veracity‟ out [10]. 

The characteristics of big data can also be described with 

HACE theorem. The theorem states that, “Big data starts with 

large-volume; heterogeneous, autonomous sources with 

distributed and decentralized control and seeks to explore 

complex and evolving relationships among data [11]. From the 

theorem the key characteristics are defined as: 

 

1) Huge Data with Heterogeneous and Diverse 

Dimensionality: Here the „heterogeneous‟ feature refers to the 

different types of representations for the same individuals. The 

feature „diverse‟ reflects the variety of the features involved to 

represent each single observation.  

2) Autonomous Sources with Distributed and Decentralized 

Control: „Autonomous‟ feature describes the ability of each 

data sources to generate and collect information without any 

centralized control.  

3) Complex and Evolving Relationships: With volume of data 

the complexity and the correlations among them increases.  

 

In summary, based on the characteristics described above, 

big data can be defined as large volume, high velocity and 

verities of data, which is complex to process with traditional 

applications, but able to bring new business opportunities to 

the industries by enhanced insight generation 

 

III. BIG DATA VALUE CHAIN 

 

Few decades ago, Michale E. Porter first introduced the 

concept of value chain, where he explained a value chain as a 
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series of activities that create and build value as it progresses 

[12]. Finally, these activities culminated in total value, which 

the organizations then deliver to its customer [13]. In 1988, R. 

L. Ackoff first specified data value chain [14], which was a 

hierarchy based on filtration, reduction, and transformation, 

showing how data lead to information, knowledge and finally 

to wisdom. He presented Data-Information-Knowledge-

Wisdom hierarchy as a pyramid which produces a series of 

opposing terms including misinformation, error, ignorance and 

stupidity when inverted [15]. Ackoff has fitted wisdom on the 

top of the hierarchy pyramid followed by knowledge, 

information and then the data or the raw data. 

 

 
Figure 3: The Data-Information-Knowledge-Wisdom 

hierarchy pyramid 

 

Table 1 below describes the four components of Data-

Information-Knowledge-Wisdom hierarchy 

 

Category Description 

Data Data is raw. It simply exists and has no 

significance beyond its existence and it does 

not have any meaning of itself. Data can also be 

defined as Computerized representation of 

models and attributes of real or simulated 

entities.  

Information Information is the data that has been given 

meaning by way of relational connection. 

Information can also be defined as the data that 

represents the results of the computational 

process such as statistical analysis, providing 

answers to questions, such as „who‟, „what‟, 

„where‟, and „when‟. 

Knowledge Knowledge is the appropriate collection of the 

information calculated out of raw data and its 

intent has to be useful. Knowledge might also 

be defined as the data that represents the results 

of a computer-simulated cognitive process, 

such as perception, learning, and reasoning. 

Knowledge is the application of data and 

information which provides the answers to 

„how‟ questions. 

Wisdom Wisdom represents the ability to see the long-

term consequences of any act and evaluate 

them relatively to the ideal of total control. 

Wisdom is a non-deterministic and non-

probabilistic process that answers questions like 

„what needs to be done and why‟. Wisdom can 

also be defined as the process by which the 

outcome can be judged.  

Table 1 Data-Information-Knowledge-Wisdom hierarchy 

 

The Big Data value chain in this research is divided into 

three stages, naming Data sources, Preprocessing and storing, 

and Processing and Visualization, where each step increases 

value. 

 

A.  Data sources, types and accessibility 

 

Data source is the first stage of the Big Data value chain. 

The data types and accessibility are also included in the 

sources tag because these also define the value. This step can 

be divided into three sub-divisions naming availability, 

amount and accessibility. These define the value of the data 

sources. 

 

In Figure 4 below the Big Data value chain is presented. 

Where we can see that, difficult to easy is mentioned in this 

step, which means if the data from the sources is easily 

accessible, it has higher value.  

 

This stage of the value chain lies under the data section of 

the Data-Information-Knowledge-Wisdom pyramid. For ease 

of graphics design, the pyramid is drawn horizontally in the 

value chain. 

 

B. Preprocessing and Storing 

 

This stage of the value chain brings the information out of 

the data, and belongs to the information part of the pyramid.  

 

Value increases with the capability of colleting, loading, and 

preparing the data. There are different kinds of data types in 

big data, and capability of reading all types of data increases 

value. The data preparing capability also increases the value. 

Typically data needs to be stored in this phase, but if real-time 

analysis is required, data might be stored after the actual 

analysis.  

 

The preprocessing step of the value chain reflects the ETL 

(Extract-Transform-Load) process.  The ETL process is 

described below. 
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Figure 4: Big Data Value Chain 

 

 

 Extract is the first step of ETL process which covers 

the data extraction from the source system and makes 

it accessible for further processing. The goal of this 

step is to retrieve required data from all the sources 

with little resources, and not to affect the process in 

terms of performance, response time negatively. Data 

extraction can be performed in several ways like 

update notification, incremental extraction and full 

extraction. 

 Transform step cleans the data, which is important 

to ensure the quality of the data. When the data is 

cleaned then transform step applies a set or rules to 

transform the data from source to target. This 

includes several tasks, such as translating coded 

values, encoding free-from values, sorting, joining 

the data from multiple sources, aggregation and 

splitting according to the application requirements. 

 

 Load phase loads the transformed data into the end 

target. Depending on the requirements of the 

applications, this process varies widely. Typically the 

target of the load phase is the databases or data 

warehouses. During the load step it is also necessary 

to ensure that the load is performed correctly with the 

minimal resources usage. 

 

The ETL process framework is shown in the Figure 5 below. 

 

 
Figure 5: Typical ETL process framework 

 

 

C.  Processing and Visualization 

 

This stage of the value chain creates the highest value and 

can also be called as „Analytics and Visualization‟. It lays into 

both knowledge and wisdom parts of the pyramid. Descriptive 

analysis works on past and present results and answers 

questions, such as what happened, what happens, and how it 

went. On the other hand, diagnostic and predictive analysis 

investigate the results and answer questions, such as why it 

happened, who did and what is going to happen. Both the 

processes increase value and bring knowledge. Prescriptive 

analysis works on future and includes questions, such as what 

is needed to be done and why, also brings wisdom. Wisdom 

has the highest value in the value chain [16]. 

 

The big data value chain shows the process of converting 

data into information, knowledge, and finally to wisdom. It 

also shows that every stage plays an important mediator role 

to enable information and generates insights from data. 

 

IV. BIG DATA CHALLENGES 

 

Big data also has some significant challenges, some of them 

are mentioned below: 

 

 Storage: The first and foremost challenge of big data 

is the storing. Traditional data warehouses are not 

typically made for it. Organizations that are trying to 

adopt big data strategy need to build a new 

warehouse, which is capable of storing big data for 

them. 

 

 Complexity: The three dimensions of big data, 

namely volume, velocity, and variety make it more 

complex and challenging to analyze than the other 

traditional data. 

 

 Management: Big data management systems 

available in the current market are not able to satisfy 
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the needs of it, thus a re-construction of the 

information framework is needed. Re-organizing the 

data in this re-constructed frame work is another big 

challenge. 

 

 Preprocessing: Finding out the right data from big 

amount of data which also have verities in it, is 

typically challenging. Big data preprocessing requires 

collection capability, statistical analysis, and 

integration capability of large amount of data. 

Traditional extract-transform- load (ETL) tools are 

not able to fulfill these requirements. 

 

  Analytics: Big data analytic is a highly mathematics 

intensive analytic modeling exercise which requires 

proper tools and skilled people. Big data also requires 

highly capable tools for data visualization, because 

traditional tools are typically made for small amount 

of data. 

 

 Utilization gap: Christine Moorman stated that the 

biggest challenge regarding big data is the Utilization 

gap [17]. When asked to report the percentage of 

project in which their companies are using marketing 

analytics that are available, CMOs report a dismal of 

only 30% usage rate [17]. In [18], the hardest 

challenge of big data is mentioned as, taking the 

insights generated from the analytics and utilizing 

them to change the way business operates. 

 

 Lack of skilled people: As big data is a new concept 

and requires newer technologies; there is a lack of 

skilled people for it. According to Gartner, big data 

demand will reach around 4.4 million jobs globally 

by 2015, with two third of these positions remaining 

unfilled [19]. 

 

 Privacy: In several research studies, privacy concern 

has defined as the biggest barrier for big data [7], 

[20]. When it comes to the customer personal data 

and how it is used, people generally don‟t like 

surprises. The study [20] shows, how the location 

data and the social media data are hampering users‟ 

privacy, and the users are not concerned about it. The 

social media data is being one big topic about the 

users‟ privacy issue in recent days but the user 

location data being as a privacy issue has not got that 

much attention yet [20]. 

 

 Security: Big data security management is also one 

challenging task. Traditional security mechanisms, 

which are tailored to secure the small-scale data, are 

inadequate for it. 

 

 Real-time analysis: Big data requires real-time 

analysis, which is sometimes challenging. Real-time 

analysis requires high-velocity streaming analysis of 

big amount of data and typical data analysis tools are 

incapable of doing so. 

 

 Additional challenges: There are more additional 

challenges regarding big data, such as transportation 

of data, dynamic design requirement, and scaling.  

 

An organization, before starting big data projects needs to 

make new policies to mitigate these challenges, and select 

tools which are truly capable for it. Otherwise, the project 

acquires a large possibility to be failed in the middle of the 

process which will cause the organization financial loss. 

 

V. CONCLUSION 

In this paper the basic characteristics of Big Data is 

described and then a summarized definition of Big Data is 

presented. This paper also presents a Big Data value chain as a 

result of this research. The value chain defines how the value 

of data increase as the process continues. The challenges of 

Big Data this paper presents are based on internet research and 

literature study. The challenges may also vary from 

organization to organization depending on their resources and 

data sizes. As the field of Big Data is still in a great state of 

change and development, the possibilities for research in this 

area are extensive and the interest on the findings will 

certainly rise if the adoption of big data rises as expected. The 

validation of the result could not be presented in this paper, 

which requires further research. 
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Abstract— In recent years, there is growing trends to form a 

personal space with the social community by keeping and tagging 

photos. In this research, we have developed a particular photo 

frame system, namely, PFS. PFS maintains individual windows of 

photos and support photo search by drawing the visual content on 

Canvas. We employed face detection and recognition in image 

annotation to annotate and search pictures in a flexible manner. 

The paper proposes a fusion scheme of the classifier for auto-

annotation regarding face annotation. We created a framework to 

find a prototype facial map with the adopted fusion scheme for the 

classifier. Experimental evaluation of classifier with the test 

images returns a reasonable hit for image classification by 

overcoming the false region detection. We show  the effect of the 

quantity of training data on the accuracy of the predictions.   

(Abstract) 

Keywords—Personal Photo Frame; Image Annotation; image 

processing 

I.  INTRODUCTION (HEADING 1) 

 In recent years, increasing presence of a user in space like 
facebook and twitter drives people to maintain personal photos 
in digital spaces. Web 2.0 user in the social space finds growing 
resource to share their experience and keep all the profile for 
their memory. Moreover, many research projects and 
commercial products have deployed the IT evolution of 
processing powers and modern sensing devices, analysis and 
rendering equipment and technologies. The widespread use of 
these phenomena has created a strong urge for digital content 
annotation techniques [4] in applications like Facebook and 
Flickr. Given an arbitrary image, the face detection determines 
all image regions in a picture that contain a face and returns 
extents of each face in location and sizes given that it exists. The 
face detection is the prima facie to understand the desires and 
intentions of people by facial analysis algorithm. This automatic 
recognition is one of the challenging tasks with the object class 
detection in which, the task is to search the locations and sizes 
of varieties of objects in digital images pertain to a given 
category. Image auto-annotation research pursues some 
techniques that find a correlation between low-level visual 
features and high-level semantics [6]. These face annotation 
functionalities ensure efficient and effective search in personal 
photo collection in photo sharing sites in which the uploaded 
images invites automatic annotation. The search based face 
annotation paradigm aims to tackle the automated face 
recognition task by exploiting content-based image retrieval [5]. 
Noticeable works reported in the literature, over the years, 

concerned, among other research of training based classifiers for 
annotation scheme like Support Vector Machine   [12], Artificial 
Neural Network [3] and Decision Tree (DT) [11]. Compared to 
other learning methods, DT is simple to interpret and understand 
and can learn with a small number of samples. It is also robust 
from incomplete and noisy data. The Haar-like feature has been 
popularly employed for object representation. Papageorgiou et 
al. [14] proposed to represent objects in terms of a subset of an 
over-complete dictionary of Haar wavelet basis functions, and 
Viola and Jones [1] developed the Haar-like feature by 
extending the idea of using Haar wavelets. Viola and Jones 
introduced fast object detector based on the Haar-like feature. A 
new image representation called integral image was introduced 
to compute Haar-like features efficiently, and AdaBoost [3,4] 
was used both to select a small number of most discriminating 
features and to train classifiers. Classifiers were combined in a 
cascade which allows background regions to be quickly 
discarded while spending more computation on object-like 
regions [1],[2]. 

  Recently, some efforts aside commercial perspective, 
capture user’s search intention. Those visually allow them to 
describe the picture content and layout on a particular query 
canvas [4], [6], [7]. To the aspect of image similarity, intensity-
based metrics and geometry-based metrics [1] are the two forms 
of classification for objective based image similarity. Intensity-
based similarity metrics assumes that the registered images are 
comparable at the same scale, a comparison of the corresponding 
pixel intensities determines their similarity. As for this category 
of metrics, the most commonly used metric is Euclidean 
distance, which converts images into pixel by point operations. 
However, neighboring image pixels are highly correlated with 
each other. To this advantage, geometry-based metrics includes 
geometric transformation between corresponding pixels based 
on intensity between the pictures that we adopted in our system.  
In our system, we provide the annotation facility in a flexible 
manner estimating face attributes and face similarity. The 
contribution of the work is that we integrate the annotation 
scheme in personal Photo framework (PFS) with a fusion 
scheme that will ultimately help the system forming auto-
annotation. We form the notion of visual saliency region 
compared to the research of Facial landmark Detectors [15].  
Facial landmark detectors can be categorized into global and 
local detectors. Global facial landmark detectors rely on global 
statistical relations between landmarks, but do not sufficiently 



utilize local appearance information, whereas local detectors 
mainly focus on local appearance attributes of landmarks. 

In turn, it will overcome the time-intensive manual 
annotation. The group annotation in the current photo album 
system still requires making one or more decision for each 
picture. Moreover, images in the current photo frame system 
exist in different hierarchies that are difficult to search. Having 
justified the feasibility of our work, the rest of the paper appears 
as follows. We describe the system overview in section 2 in 
which discusses on forming prototype facial map by fusion 
scheme for auto-annotation and functionalities of the system. In 
section 3, we carried out the experimentation for creating auto-
annotation and provide the effectiveness of face annotation. 
Next, in Section 4, we draw the conclusion and explore the 
future work with the system 

I. SYSTEM OVERVIEW 

In this paper, we have deployed a platform for Photo Frame 

system (PFS), that allow the user to manipulate and search 

photo based on the facial appearance. The aim of this research 

is to help users maintain a personal window of photos and to 

design and develop a system that conforms user-friendly user 

experience maintaining usability. We solicit here to make an 

application based on the existing annotation algorithms in the 

automatic and manual form. The efficient face annotation 

scheme recognizes the faces and annotates them properly. An 

implementation of a canvas ensured graphical manipulations 

like draw, type, scale, and drug for interactive searches. Our 

system consists of Browse panel to browse the windows; Search 

Panel to search photos and Mode Panel to manage people 

appeared in a photo in Manual and auto-annotation mode. We 

have integrated face detection and recognition technologies and 

facilitates user to experience the exploration by providing rich, 

user-friendly experience for search and query.  
 

A. Facial Color Modelling 

The first revolves around the indexing of pixel intensities 

relative to the current estimate of the shape. The extracted 

features in the vector representation of a face image can greatly 

vary due to both shape deformation and nuisance factors such 

as changes in illumination conditions. This makes accurate 

shape estimation using these features difficult. The dilemma is 

that we need reliable features to accurately predict the shape, 

and on the other hand we need an accurate estimate of the shape 

to extract reliable features. 

 

To model perceived image similarity, in this section we 

describe the prototype facial model by color. In the face 

detection using color, the prior probability of a pixel belonging 

to a face can be estimated by it feature distance to the learned 

average value, usually describe the Gaussian distribution, as,  

𝑃({∮ 𝑃𝑥
𝑛

𝑥,𝑦
|∆} = ∑∁(𝜕𝑖

𝑐𝑙𝜏𝑖
𝑐𝑙)………(3) 

In which ∆ are the observations, ∮ 𝑃𝑥
𝑛

𝑥,𝑦
 is the pixel feature 

at𝑥, 𝑦, 𝑐𝑙 denotes the cl-th facial color model, 𝜕𝑖
𝑐𝑙𝜏𝑖

𝑐𝑙 are the 

models parameters learned in training procedure.   In the case 

of skin color features of facial points, the RGB properties are 

usually converted into 𝑌𝐶𝑟𝐶𝑏 format as it is an existing 

MATLAB function, thus saves computational aspect and RGB 

may fail if the lighting condition changes. Because Y is closely 

related with surrounding illuminations, only 𝐶𝑟  and 𝐶𝑏  are 

usually contains chrominance information features for the 

evaluations. These techniques usually use color components in 

the color space, such as the HSV or YIQ formats instead of 

RGB format for input color.  

Bayesian description suggests the event of a pixel 

appearance follows a joint distribution of the neighborhood 

pixel. In joint distribution with above joint inference, the single 

isolated face like point will be precluded from the probabilistic 

reasoning. In total, the likelihood of a region ℵ𝑘 as a collection 

face-like N points can be tentatively given as the total points 

𝑓(𝑝𝑙(𝑘,𝑖)) = 𝑃(∅𝑘|(𝑓𝑖)𝑥,𝑦) =
1

𝑁
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𝑖

𝑥,𝑦

𝑖

𝑥0,𝑦0

)

𝑥,𝑦∈∅

… (4) 

 

In which ∅ is the average probability of all the detected 

points in the region. In the approach, we incorporate a visual 

salient region [10] by discovering a regional contrast-based 

saliency extraction algorithm 

ℵ𝑟(𝑑𝑡1, 𝑑𝑡2) = ∑∑𝑓(𝑝𝑙1,𝑖

𝑛2

𝑗=1

𝑛1

𝑖=1

)𝑓(𝑝𝑙2,𝑗)𝐷(𝑝𝑙1,𝑖, 𝑝𝑙2,𝑗)… (5) 

 

In which 𝑓(𝑝𝑙𝑘,𝑖) is the probability of the 𝑖𝑡ℎ color 𝑝𝑙𝑘,𝑖 
among all 𝑛𝑘 color in 𝑘𝑡ℎ region𝑑𝑡𝑘. The probability of a color 

is in the probability density function of the face region in 

equation (2) is used as the weight for the color to emphasize 

more color differences between dominant colors. 

In the second step of the saliency extraction, spatial 

information is incorporated introducing by including a 

particular weight term to increase the effects of face-like region 

and decrease the impact of non-face like regions. Especially, for 

any region, the spatially weighted region contrast-based 

saliency is defined as  

 

𝑆(𝑑𝑡𝑘) =
∑ exp( ℵ𝜃(𝑑𝑡𝑖 , 𝑑𝑡𝑘)

𝛿𝑠
2

𝑤(𝑑𝑡𝑖)ℵ𝑟(𝑑𝑡1, 𝑑𝑡2) …… (6) 

 

where, ℵ𝜃(𝑑𝑡𝑖 , 𝑑𝑡𝑘) is the spatial distance between the 

regions 𝑑𝑡𝑖 and 𝑑𝑡𝑘 , and 𝛿𝑠 controls the spatial weighting. 

Larger value of 𝛿𝑠 reduce the effect of spatial weighting so that 

contrast to further region would contribute more to the saliency 

of current regions. The spatial distance between two regions is 

defined as the Euclidean distance between the centroids.  

 

B. Steps of image similarity detection in Facial landmarks 

 

Facial landmarks are discriminative points in a face, such as 

an eye centroid, left and right eye corners, nose tip, nostril 

corners, mouth centroid, and mouth corners. A landmark 

classifier scans the region of interest in a two-dimensional (2D) 



or three-dimensional (3D) input image and produces the most 

plausible points based on some measurement criteria [16]. 

We assume the detected visual saliency 𝑉𝑆1 beween Image 

𝑖𝑚𝑔1 and 𝑉𝑆2  of image 𝑖𝑚𝑔2 determines the image similarity. 

Let 𝑉𝑆1 = {𝐺1, 𝐺2, 𝐺3, …… , 𝐺𝑚} and 𝑉𝑆1 =
{𝐻1, 𝐻2, 𝐻3, …… ,𝐻𝑛}. We compute the shape distamce for the 

salient regions between two images and accordingly obtain the 

image similarity values. For every point in 𝑉𝑆1, we search the 

nearest neighbor 𝐻𝑛𝑛 in the set of 𝑉𝑆2 of visual saliency 

regions, which has the shortest shape distance to 𝑉𝑆1 according 

to the shape distance. Alternatively, for the visual salient region 

in other set 𝑉𝑆2m we search the nearest neighbor 𝐺𝑛𝑛 in the set 

𝑉𝑆1 which has the shortest distance to 𝑉𝑆1. Intutively, we we 

have compared any point in 𝐺𝑖in 𝑉𝑆1 with 𝐺𝑛𝑛 to see if it proves 

the shape of 𝐺𝑖 is still we maintained. Otherwise, it happens the 

notion of drastic shape deformation and henceforth we are 

unable to find the right corresponding region 𝑉𝑆2 of 𝐻𝑖 . The 

shape maintained regions between the two images defined 

above, accordingly measure the similarity between two images. 

We detect shape deformations of visual salient regions between 

two images through estimating shape distances, and 

accordingly compute the image similarity values. 

 

C. Adaboost HAAR Classifier 

 

In the machine learning community, boosting decision trees 

was introduced to combat prediction by linear combination of 

trees instead of single trees. The AdaBoost classifier is a 

parallel classifier combined with many linear weak classifiers. 

Each weak classifier only focuses on the classification of one 

dimension in the input feature vector. During the entire training 

process after the goal is given to the classifier, the algorithm is 

able to self-adaptively increase the number of weak classifiers 

so as to improve the overall accuracy rate of the classification 

and focus on the main features. After a weak classifier is added, 

the algorithm uses the minimum error to calculate the weight 

value of this weak classifier and re-adjust the weight value of 

every training sample and then pass the value to the next newly 

added weak classifier. Based on the recently added weak 

classifier, the effect of the overall parallel classifier is 

improved.  The final classifier can be expressed as  

 

𝐻(𝑥) = 𝑠𝑖𝑔𝑛(∑ 𝜗𝑡ℎ𝑡
𝑇
𝑡=1 (𝑥)… …(1) 

 

in which, ℎ𝑡is the weak Haar classifier in the cascaded 

scheme. Haar features can be classified as three types  including 

center-surround features, edge features, and line features. 

Integral image technique which yields a fast feature 

computation is applied to extract Haar-like features for the 

classifier training [2]. A Haar-like feature consists of two or 

more vertically or horizontally adjacent rectangular regions, 

and its value is difference between sums of pixels within these 

rectangular regions [2]. Value of a Haar-like feature (HF) can 

be represented as weighted sum of intensities of rectangular 

regions in a feature as in (1). 

 

𝐻(𝐹) = (∑ 𝑠𝑖𝑔𝑛(𝑖). 𝑤𝑖
𝑅
𝑖=1 . 𝜇𝑖 … … …(2) 

 

where R is the number of rectangular regions constituting a 

Haar-like feature and sign(i) is the symbol assigned to the ith 

rectangular area. 𝑤𝑖  is the weight which is inversely 

proportional to the area of the rectangular region and 𝜇𝑖 is the 

average intensity of the rectangular region. 

 

D. Face Annotation 

Face annotation plays a significant role in our system. A face 

annotation tag incorporates names for identifying and training 

any person for the face recognition. To this end, we seamlessly 

connect face annotation with user’s contact address. We 

currently utilized the Google Contacts Data API to maintain the 

relationship between faces and people in our system. In this 

paper, confidence in face detection for image annotation is 

ensured through color based facial classifier with cascaded 

HAAR classifier devised by Viola and Jones to reduce false 

positive [1]. This adoption of fusion scheme allows us to 

combine geometric feature based Adaboost classifier with color 

based facial region likelihood classifier. We deployed the open 

source library developed by Intel for the implementation of 

computer vision. The Open CV Library pertains the field of 

image processing and includes an implementation of Haar 

classifier detection and training. AdaBoost classifier in HAAR 

cascade classifier forwards some of the not identified areas out 

of interest areas to region based Decision Tree classifier [11] to 

check if it is a profile face.  Fig. 1 shows the fusion scheme 

adopted by the paper. The paper combines Adaboost classifier 

with geometric features and objective-based facial color 

classifier in the visual saliency map, which works at the image 

level, feature level, and scoring level separately. The advantage 

of adopting this scheme overcomes the false region generated 

by the similarity in geometric components and provides a facial 

likelihood map in the tiles. In this color scheme, we use skin-

similar region and shape-based detection calculation to form 

Benchmark profile-outline faces. In the fusion system, the 

identified areas in the AdaBoost are re-checked regarding 

prototyping facial map at image level and feature level. 

 

 
 

Fig. 1. Fusion Scheme for our classifier 

The Adaboost classifier forwards to the particular decision 

tree classifier to detect the clarity of outline-profile face if the 
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algorithm does not detect the face like the locality of interest. 

We adopted the framework suggested in [12] which takes a 

weighted average of color and texture features for DT 

induction. The advantage of this scheme for the training-based 

classifier is that it can classify images globally, and we overlay 

DT to annotate regions of segmented images. One of the 

significant features of this work is the design of both pre-

pruning and post-pruning techniques to train a well-behaved 

DT. 

D. Face region Prediction 

 

After its color features detect a possible face area, we 

perform region match to average facial features shape of the 

ellipse to complete the decision diagram. In terms of the 

comparison between two images, the human visual system in 

the visual salient regions is very sensitive to the shape 

variations. Therefore, shape preservations of visible, prominent 

areas should be taken into account while measuring the 

similarity between two images. Thus, we may take the 

geometric structures of objects into account while measuring 

the image similarity as the same way in geometry based 

similarity metrics. However, we achieved lower computational 

cost and better accuracy on visual salient regions when we 

avoid following the intensity-based similarity measure.  We did 

not establish the correspondences between pairs of pixels since 

we mainly focus on visual prominent regions. Face contour 

should be fit into an elliptical shape with an acceptable axis 

ratio while the face region is detected. We employed Hausdorff 

distance measure [13] to measure the distance between an 

ellipse and the shape boundary in the visual salient region. In 

our work, we use a Gaussian model to evaluate the likelihood  

𝑃𝑠ℎ𝑎𝑝𝑒 of the obtained Hausdorff distance as an acceptable 

facial component, rather than simply using a distance threshold 

to reject the detected regions. . If the total likelihood is lower 

than a user-defined minimum accepted likelihood, the region is 

rejected. If the region has a face-similar shape, the adopted 

scheme for decision tree classifier trained by 25 Benchmark 

profile-outline faces and 25 non-face samples is employed to 

testify it is a Benchmark profile-outline face. 

 

E. Indexing and Drawing with face position on canvas 

 

In our system, we scaled off the picture by indexing it with 

the width and the height and then tags it with   〈𝑢𝑠𝑒𝑟, 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛〉 
tag. In such a tag, user is user name and location is the face 

position, such as the x and y coordinates from the left-top edges 

of the photo.  

Haar features can be the centroid coordinates of each 

annotated face that are further calculated to support a fast 

interactive search based drawing of people positions. Since 

every photo has a different size, all pictures in the framework 

are divided into 4×4 blocks (16 rectangular regions). We call 

this rectangular part as “blob” in our system [6]. Furthermore, 

a user can manually annotate the blob and extends the number 

of blobs to cover up the whole face. However, users would be 

interested in an approximate position of a face in a photo, rather 

than an exact location of the face. Therefore, we take into 

account the region containing the centroid to match a positional 

query quickly and efficiently.  

Currently, the user can formulate their plan by drawing blobs 

onto the canvas while tagging. The user can bring the canvas to 

specify the regions of face appearances and add a tag for the 

person in the registered list in contact API. The user can also 

drag and scale the areas to change positions and the sizes of the 

face and correspondingly system frame changes accordingly to 

form search intention automatically. 

By default, the query canvas is segmented into 4×4 regions 

analogous to photos indexed. This segmented region is called 

“tiles” in our system. This “tile” holds the centroids of the 

“blobs” (rectangular part of the image) whenever a user draws 

the position of the face appearance on the canvas. 

Although the canvas interface is convenient to represent 

users’ search goal, sometimes user make an error of drawing 

face positions what they are likely to find. It is worth pointing 

out that the user can outline a spatial position with which user 

can adjust the desired accuracy level. 

 

II. EXPERIMENTAL RESULT 

Toward the end, in this paper, we present a performance 

evaluation of the proposed face annotation method. To test the 

performance of our method with respect to the number of 

training images, we trained different models from differently 

sized subsets of the training data.  Two set of images we need 

to train the classifier. One set contains an image or scene that 

includes the target object. We refer the set of images as 

benchmark face images. The other part of the database, the 

negative images may contain scene other than the target image. 

Face database usual possess the grayscale images. We use 200 

set of images to train the Adaboost classifier and selected 25 

Benchmark outline view of face images.  We also retrieve 

photos from the popular photo-sharing websites such as Flickr 

and Picasa from 19 different subjects who are the member of 

these sites. The objective is to provide color face detection, and  
correspondingly color image database includes the test bench. 

In image auto-annotation, the total correct annotation rate is 

90% making the fusion scheme useful.  

We employed the test images by the color and shape format. 

We then pass the test image singled out by a measured square 

window to outline matching algorithm of a picture. We convert 

the test image to grayscale at the advent of image matching 

process as described earlier.  

TABLE I.  FACE DETECTION RESULT OF TEST IMAGES 

Training numFaces numHit numRepeat numFalse 

TR-1.jpg 22 19 0 0 

TR-2.jpg 24 24 0 1 

TR-3.jpg 25 23 0 1 

TR-4.jpg 23 21 0 1 

TR-5.jpg 23 22 0 0 

TR-6.jpg 22 22 0 3 

TR-7.jpg 24 23 0 1 

 



Moreover, it should be scaled by dividing it to the average 

brightness of the picture. This scaling would eliminate the 

effect of the brightness of the test image in the process of image 

matching. We derive this illumination component as the color 

outline of the by Facial color modeling in section A. Table 1 

shows the result. In here, numFaces= Number of faces, 

numHit= Number of faces successfully detected, 

numRepeat=Number of faces repeatedly identified, numFalse= 

Number of cases in which cases report a  non-face. The face 

detection algorithm shows nearly 93.1% hit rate, 0% number of 

Repeat and approximately 4.1% false heat rate. In the 

experimental picture of figure 2, 5 out of 5 images have been 

detected, and there was no repeat or false detection. Table 2 

shows that experimentation used different combinations of the 

number of training images and the number of initial shapes for 

each labeled face images. the partial annotation of data. 100 

trained examples are fully annotated, and the rest is only 

partially annotated. 

TABLE II.  AUGMENTATION OF EXAMPLES WITH NO ANNOTATION AND 

PARTIAL ANNOTATION OF SETS IN THE RECTANGULAR REGION 

Examples 100 200 500 1000 

Early 

Shapes 

300 200 80 40 

Error .065 .056 .052 .049 

Examples 100 100 100 100 

Partially 

annoted 

images 

 1600(25%) 1600(50%) 1800 

Error .075 .069 0.67 0.048 

 

 

Observation shows that unsuccessful detection of the 

Benchmark profile-outline faces is segmented, and shape 

likelihood evaluates segmented blobs. However, show this type 

of augmentation does not adequately compensate for a lack of 

annotated training images. Though the rate of improvement 

gained by increasing the number of training images quickly 

slows after the first few hundred images. However mixing it 

with partially labeled data in a third and fourth row shows that 

we can gain substantial improvement by using partially marked 

data.  

 Correspondingly the possible blobs are forwarded to 

Benchmark profile-outline face classifier trained by a small 

database set. In a word, this fusion scheme leads reduced false 

region and hence increases the number of undetected blobs as 

annotated image.  It shows that the spatial position of the 

centroid that has the highest accuracy of the search empirically, 

whereas the centroid position increases search relevance. We 

are currently planning more aesthetic aspect of the image and 

employing the ranking. Fig. 2 demonstrates the detection of the 

Benchmark profile-outline faces. The Adaboost classifier failed 

to detect the outline view faces of a profile in the case of small 

Benchmark profile-outline database. The possible Benchmark 

profile-outline face classifier included possible tiles and trained 

by a small database set. Then the segmented face-like region is 

evaluated by its shape likelihood. Fig. 2 shows that the 

Adaboost Haar classifier identified two false region due to their 

similarity in their geometric components. We get the correction 

of the wrong detection by inspecting their face likelihood map 

in these rectangles according to the (4). We eliminated the 

falsely detected regions from the probable face appearance 

candidates, precluded by their total color likelihood, as shown 

in right column image in fig. 3. From the experimental results, 

it is empirically suggested that the fusion approach can 

efficiently reduce the false positive detection rate and 

successfully performed the face detection. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. PFS front ends for auto-annotation. The initial result detected by 

AdaBoost Algorithm.  

The initial experiment shows the fusion scheme can be useful 

to supply a reliable face classifier for image annotation. 

 

 
 

 

 

 

 

 

 

 

 

Fig. 3. Adjusted result after classifier fusion.  

III. CONCLUSIONS 

We have described the development process of a photo frame 

system with an intuitive, user-friendly interface and in manual 

and auto-annotation mode. Our system is simple and easy not 

only to maintain personal memories by also to form a positional 

query. By drawing the position with tags, we seamlessly 

connect spatial information with people in photos and enable 

more flexible photo lookup, according to the user’s intention.  

The developed algorithm needs more features and deployment 

of the sophisticated algorithm to use it with the more general 

application. We intend to use more efficient machine learning 

 

 



scheme to improve the HAAR features as well as introduce 

algorithms for Facial landmark localization. 
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Abstract—The development of Brain Computer Interface
(BCI) system helps to utilize Electroencephalography technology
providing an effective way of turning human thoughts into
actions as well as communication to other physical devices
without any help of the traditional muscular pathways. The
BCI system incorporated with EEG technology has recently
become a wonderful solution to provide direct communication
and interaction pathways for old age persons, sick patients,
and especially for the severe handicapped person. In this Paper
we propose a novel automatic electrical home appliance control
system model using BCI. The proposed system will collect brain
signals through EEG equipment and process using a microcon-
troller. The extracted brain thought signals will further be sent
via available wireless communication technology to the input of
the receiver microcontroller that will directly activate and control
the electrical appliances. The system will be incorporated with
a security alert subsystem along with the control purpose where
the user can activate an instant alarm by his thoughts in case of
danger as well. It is expected that the advantage of portability
and cheapness of this proposed system compared to the other
BCI systems will make it superior and more user-friendly.

Index Terms—BCI, EEG, Home Automation, Microcontrollers,
Wireless, Bispectrum.

I. INTRODUCTION

Motor imagery represents the result of conscious access
to the content of the intention of a movement. It can be
defined as a dynamic state during which an individual mentally
simulates a given action. This type of phenomenal experience
implies that the subject feels him/her self performing the
action. It is usually performed unconsciously during movement
preparation. But a very interesting fact is that, conscious and
unconscious motor preparation share common mechanisms
and they are functionally equivalent. As a result, a clear image
of an intended action can be present even without the limb
being involved[1].
A brain computer interface (BCI) is a direct communication
pathway between the brain and an external device. It is also
called mind-machine interface (MMI), direct neural interface
(DNI), or brainmachine interface(BMI). It is a communication
system for controlling a device, e.g. computer, wheelchair
or a neuro-prosthesis, by human intensions, which does not
depend on the brain’s normal output pathways of peripheral

nerves and muscles but relies on the detectable signals repre-
senting responsive or intentional brain activities. It transforms
mental intentions into control commands by analyzing the
bioelectrical brain activity. BCIs can help patients totally
losing volitional motor ability but having intact cognition and
improve their living standards[2]. A successful BCI system
very much depends on the following criteria: i. Ability of the
extracted features to differentiate the task-oriented brain states,
ii. Efficiency of the methods for classifying such features in
real-time[3]. For analyzing BCIs, the brain activity of a patient
has to be recorded.
The traditional Electrode system for acquiring brain signal is
International 10-20 system that works with the help of 21
electrodes which are placed on the surface of the human scalp.
The usage of common Ag-AgCl small disc metal electrodes
followed by proper skin preparation, conductive gel etc. can
cause discomfort to the human sample for a long term signal
acquisition process. Compared to this metal electrode system,
user friendly dry electrodes offer more convenient way to EEG
technology[4].
EEG measures voltage fluctuations resulting from ionic current
within the neurons of the brain. EEG measures the summation
of electrical potentials in the form of electric field generated
from millions of neurons having same spatial orientation. The
electrical field is mainly developed by currents that flow during
synaptic excitation of the dendrites[4]. Advantages of EEG are
that it is a very low cost technique, non-invasive and recording
procedures are comparatively easier.
The proposed Brain-computer interface (BCI) model will
provide an alternative method of expressing human thoughts
other than the traditional pathways of peripheral nerves or
muscles with the help of the communication based on neural
activity generated by the brain.
So, the objective of this research is to prepare a real time basic
Brain Computer Interfaced model that will be able to activate
Electric loads along with an alarm especially for the disabled
people using the classification of EEG signals.



II. GENERAL SYSTEM REVIEW

A. General BCI Diagram

The General BCI system consists of Signal Acquisition
block, Feature extraction followed by analysis of the signals,
classification of the signals and interfacing with the real time
machine through computer with the help of machine learning
algorithm.

Fig. 1. General BCI system

B. EEG Signal Acquisition system

The signal acquisition part is performed with the help of
either wet electrode system or dry electrode system. Inter-
national 10-20 system, which is a standardized system for
electrode placement[5] uses 21 electrodes that are placed upon
the human scalp as Fig 2.

Fig. 2. The 21 Electrode placement of International 10-20 system

The numbers 10 and 20 refer to percentages of relative
distances between different electrode locations on the skull.
The general electrode- skin interface diagram is as the Fig 3.

Fig. 3. Skin- Electrode interfacing in the wet electrode system

On the other hand, the newly invented single channel
prototype called NeuroSky Mind Wave sensor which is a dry
type sensor is able to acquire different brain activities in a
non-invasive manner. Compared to the International standard
electrodes, brain wave sensor provides less complexity along
with increased accuracy. Every NeuroSky product encloses a
Think Gear chip which enables the interface between users
brain and the load activation unit[6]. This TGAM (Think Gear)
module consists of an onboard chip that filters the electrical
noise by processing the data sets. Raw brainwaves and the
essence (like attention, Excitement and concentration) values
are determined[7].
The sensor (Fig 4) performs extraction of raw EEG signal in a
non-invasive manner and transmits wirelessly to the processing
unit through RF transmitter. Sensor composed of headset, an
ear clip and sensor arm[8]. Specifications of such devices are:
weight 90g, frequency ranges from 2.42 2.472 GHz and its
maximum power is 50mw. Sampling rate of EEG signal is
512Hz.

Fig. 4. The Neurosky mind wave sensor model

C. EEG rhythms and waveform

The recorded EEG signals from the scalp having amplitudes
ranging from 20 to 100 microvolts and a frequency content
ranging from 0.5 to 30-40 Hz can be conventionally classified
into five different frequency bands as the table below:

D. EEG Data Analysis

Signal processing methods can be divided into two general
categories: methods developed for the analysis of spontaneous
brain activity and brain potentials which are evoked by various
sensory and cognitive stimuli. The alteration of the ongoing



EEG due to the stimuli is called event related potential (ERP),
in the case of external stimulation called evoked potential (EP).
There are mainly three modalities of stimulation: auditory
stimuli are single tones of a determined frequency, or clicks
with a broadband frequency distribution. Visual stimuli are
produced by a single light or by the reversal of a pattern as for
example a checkerboard. Somatosensory stimuli are elicited by
electrical stimulation of peripheral nerves.
The power spectral analysis provides a quantitative measure
of the frequency distribution of the EEG at the expense of
other details in the EEG such as the amplitude distribution and
information relating to the presence of particular EEG patterns.
Hence timefrequency signal-processing algorithms such as
discrete wavelet transform (DWT) analysis are necessary to
address different behavior of the EEG in order to describe it in
the time and frequency domain. It should also be emphasized
that the DWT is suitable for analysis of non-stationary signals,
and this represents a major advantage over spectral analysis.

III. METHODOLOGY

The methodology is divided into two sections. The hard-
ware configuration and the software processing part. First,
we explain the proposed hardware model and then show the
algorithm used in processing of the brain signal with the
simulation results included in the following section.

A. Hardware Model

1) Data Acquisition: Unlike the electrocardiogram (ECG),
EEG has a very low amplitude (5-500 uV) and their noisy
nature make it hard to detect them. Another issue is the DC
offset of the signal due to electrode-tissue interface. This DC
offset is usually 20-50 mV and about 500 times bigger than
the signal. Thus, a very low noise, high input impedance and
high CMRR (Common Mode Rejection Ratio) instrumentation
amplifier is required to amplify these signals and reject the
DC offset[9]. The following block diagram shows the data
acquisition system.

Fig. 5. Block Diagram of the EEG acquisition system

Here, we propose the international 10-20 system of leads
as the electrode system.

2) Classification of data in the Microcontroller: The ac-
quired and preprocessed data is considered to be the input to
the microcontroller. Here the software part of the system will
be in use. A prestored matrix containing the feature vector
for the previously stored training data will be used by the
machine learning algorithm. The acquired EEG data will be
processed according to the algorithm described in the software
part to produce the test feature vector. The machine learning
algorithm wil be implemented in the microcontroller using the
following block diagram for KNN classifier[10].
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Fig. 6. Block Diagram of the KNN algorithm

3) Wireless Data Transmission: After the processing of the
brain signal, the acquired binary result is transmitted through
a bluetooth module to the desired receiver device. In our
system, we are currently controlling only one load and there
are two instructions, namely ON or OFF. But the system can
be upgraded easily for multiple loads at the same time.

B. Software Model

We are proposing a classification algorithm which uses the
statistical analysis of the bispectrum of the EEG signal. The
block diagram in Fig 8 shows the algorithm used in this
system. For a test run, we have used an available dataset which
features the time delay between the two datasets. It is to be
noted that, a real time BCI based system always faces the
problem of time difference between training and testing data
and most of the existing EEG classification algorithms fail



Fig. 7. Overview of the Proposed System

to perform well in this situation. Our proposed algorithm has
performed well in this circumstances (checked by simulation).

In our system, we will use two imagery motor tasks to detect
the corresponding ON or OFF signals. Corresponding to each
instruction a 1 or a 0 is generated.

Fig. 8. Proposed Algorithm

1) Details of the Dataset: The dataset used in this research
is the dataset I of the BCI competition III, it contains data of
imagined motor movement of left small finger or tongue. The
train set and the test set were recorded from the same subject
in two different days with one week in between. In the BCI
experiment, a subject had to perform imagined movements
of either the left small finger or the tongue. The time series
of the electrical brain activity was picked up during these
trials using a 8x8 ECoG platinum electrode grid which was
placed on the contralateral (right) motor cortex. The grid was
assumed to cover the right motor cortex completely, but due
to its size (approx. 8x8cm) it partly covered also surrounding
cortex areas. All recordings were performed with a sampling
rate of 1000Hz. Further details about the dataset I in the BCI
competition III can be found in [11].
After amplification the recorded potentials were stored as
microvolt values. Every trial consisted of either an imagined
tongue or an imagined finger movement and was recorded
for 3 seconds duration. To avoid visually evoked potentials
being reflected by the data, the recording intervals started
0.5 seconds after the visual cue had ended. The labeled
training data from the first session was stored in a file called
Competition train.mat. It consists of two parts: Part 1: the
brain activity during 278 trials. This part is stored in a 3D
matrix named X using the following format: [trials electrode
channels samples of time series]. Part 2: the labels of the

278 trials. This part is stored as a vector of -1 / 1 values
named Y. The unlabeled test data is also stored in a file called
Competition test.mat. It contains 100 trials of brain activity
in matrix X (3D format is the same as described above) but
it contains no labels Y.

2) Feature Extraction: In this method, we have used bis-
pectrum of the original ECoG signal and extracted some
higher order statistical features. The feature vector consists
of bispectral higher order statistical features of the whole
signal. Bispectrum is a higher order statistical analysis. It
is an ideal tool to investigate non-linear interactions. The
Fourier transform of the third-order cumulant is called the
bispectrum. For a non-Gaussian random process x(t), its third-
order cumulant is defined as

C3x(m,n) = E[x(k).x(k +m).x(k + n)] (1)

Where, E is the expectation of the of the multiplication of the
process and its two lagged versions. The bispectrum of this
process is defined as the 2D Fourier transform of the cumulant,

Bx(ω1, ω2) =

∞∑
m=−∞

∞∑
n=−∞

C3x(m,n).e[−j2π(mω1+nω2)]

(2)
On the other hand, if the process is Gaussian, then its third-
order cumulant is,

C3x(m,n) = 0 (3)

That is, any Gaussian noise in the system is nullified by the
bispectral analysis. We can define the brain signal as a sum of
non-Gaussian random process x(t) and Gaussian noise w(t).

z(t) = x(t) + y(t) (4)

Then, the third-order cumulant of the signal is,
C3z(m,n) = C3x(m,n) (5)

In this method, we have extracted 4 features from the cal-
culated bispectrum from each channel of a single trial. All
of these are statistical features. The following features were
considered,

a) The sum of the logarithmic amplitudes of the bispectrum,

F1 =
∑

ω1,ω2∈F
log(|Bx(ω1, ω2)|) (6)

b) The sum of the logarithmic amplitudes of the diagonal
elements of the bispectrum,



F2 =
∑
ω∈F

log(|Bx(ω, ω)|) (7)

c) The 1st order spectral moment of the amplitudes of the
diagonal elements of the bispectrum,

F3 =

N∑
k=1

k. log(|Bx(ωk, ωk)|) (8)

d) The 2nd order spectral moment of the amplitudes of the
diagonal elements of the bispectrum,

F4 =

N∑
k=1

(k −H3)
2. log(|Bx(ωk, ωk)|) (9)

So, the feature vector is formed as,

F = [F1 F2 F3 F4] (10)

3) Feature Quality: We have verified the qualities of the
proposed features. The quality is determined by two param-
eters: 1. Inter-class Separability, 2. Intra-class Compactness.
These two parameters for each of the features are shown here.
Inter-class Separability: The following figures show the inter-
class separabilities for the 4 features extracted from the
bispectrum of the signal.
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Fig. 9. Inter-class separability of feature F1
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Fig. 10. Inter-class separability of feature F2

0 10 20 30 40 50 60
−2

0

2

4

6

8x 10
4

Channel No.

F
e

a
tu

re
 V

a
lu

e

 

 

Task1

Task2

Fig. 11. Inter-class separability of feature F3
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Fig. 12. Inter-class separability of feature F4

So from the above figures, it can be easily seen that, the
feature values of each channel differ by a significant amount
for each task. The red line shows feature values for task-1:
movement of left small finger and the green line shows feature
values for task-2: movement of the tongue.
Intra-class Compactness: The following figures show the com-
pactness of the feature (taking the second feature as example)
for each of the two tasks. The black line in the figure represents
the mean of the feature values for each channel.
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Fig. 13. Intra-class compactness for task-1
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Fig. 14. Intra-class compactness for task-2

From the above 2 figures, the compactness of the features
can be seen for individual tasks. With the exception of 2 or
3 channels in some of the trials, all the feature values form a
compact band for each individual task.

4) Classifier: In our method, we have used KNN classifier
to predict the labels of the test set. K-nearest neighbor is a non-
parametric method used for classification. Its input consists
of the k closest training examples in the feature space. The
output is a class membership. An object is classified by a
majority vote of its neighbors, with the object being assigned
to the class most common among its k nearest neighbors. It
is among the simplest of all machine learning algorithms. In
KNN, k is a positive integer. The value of k depends upon the
data. Generally, larger values of k reduce the effect of noise
on the classification, but make boundaries between classes
less distinct. Smaller values of k make boundaries distinct and
computations easier; but noise will have a higher influence.
There are three tie-breaking rules: nearest, random and con-
sensus. In our method we have used the first two rules to check
the accuracy. The distance metrics are of five types: Euclidean,
Cityblock, Cosine, Correlation and Hamming.

IV. RESULTS

We have used accuracy as our performance parameter.
Accuracy is defined as the number of labels predicted by the
proposed method, matching the true labels provided by the
dataset providers.

Though the maximum accuracy falls for some cases, we still
get 87% accuracy for the cosine distance metric with nearest
rule. Moreover, the optimum value of k is reduced to a very
low value of 6. Thus the proposed feature vector can provide
a high accuracy with low classification complexity.

V. CONCLUSION

This research paper showed detailed overview of the general
EEG based BCI systems along with a proposed model that will
implement the system with the help of the microcontroller. A
relatively high performing and real-time efficient classifica-
tion algorithm is presented here. Moreover our designed and
proposed system has the advantage of single processing unit
compared to most of the existing systems. Our system is easily

upgradable to multiple load capacity without the increase of
the number of processing units. Most of the existing systems
include the processing unit with the load, hence increasing
number of loads becomes tedious and costly. Also, we have
designed the processing algorithm keeping in mind the time-
varying and random nature of EEG signals. Though some fur-
ther future expansions are needed, the proposed system surely
has the qualities to be an effective and efficient automation
system to be useful for the handicapped.
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Abstract—The demand and consumption of energy is increas-
ing day by day in the urban areas of Bangladesh due to the
radical growth and developments in the urban system. The major
concern is that even though generation of electrical energy has
increased significantly, the rolling blackout phenomenon is still
not decreasing in Bangladesh. This paper proposes a method of
reducing the rolling blackout phenomenon in the urban regions
of Bangladesh. Our proposed method involves implementing a
smart energy monitoring and management system which would
work as a subsystem of the existing electricity distribution
network using zigbee and PLC based network, where the central
control unit is situated in different substations across the country.
The electric loads, equipment and appliances have been classified
into different layers basing upon consumption and necessity. A
zigbee based sensor network will perform the metering and
monitoring of the power consumption of the building and
other structure. The substations central control unit acquire the
required data via power line communication (PLC), and control
loads based on layer classified. The proposed model ensures that
the area never goes to complete blackout, and the basic electric
demand of the consumers is fulfilled.

I. INTRODUCTION

The emergence of innovative technologies have enhanced
the living standards and quality of life in the modern age.
Electricity and electrical devices are a significant part in
the modern lifestyle. But such upsurges in the ingesting of
electronics and electrical appliances have unfavorably resulted
in an unprecedented escalation in energy consumption[1].
In Bangladesh the scenario is quite similar. The generation of
electricity and its supply was very low in the past. For instance,
in 2003 nearly a total of 2,428 MW power was supplied across
the nation, though the demand for electricity was much less
that time, about 3,944 MW[2]. The demand was low at that
time because the access to electricity was ony 32% of the total
population[2]. The generation of electricity and its supply has
increased significantly in the recent years, compared to the
past. The average generation of electricity in Bangladesh is
now about 8177 MW[3]. But the demand for electricity has
risen to 11,405 MW, even though 75% of the total population
has now the access to electricity[3]. This shows that even
though the generation has increased, the demand-supply gap
has yet to be neutralized.
Due to the demand-supply gap, load shedding percentage
has still not been decreased significantly. Bangladesh has

to go through rolling blackout load shedding scheme. This
demand response is necessary because the demand for electric-
ity sometimes heavily surpasses the power supply capability
of the nations current network[4]. Owed to the less power
supply capability, the frequency of the AC voltage in the
transmission and distribution line decreases. Such decrease
results in reactive drop in the transmission line. As a result, the
substation has to create load shedding in its controlling area, in
order to balance the supply-consumption level. In Bangladesh,
the power line frequency is 50 Hz. As per the national standard
for load shedding, if the frequency is decreased by a minimum
0.5 Hz in the area, the controller of the substation should
initiate load shedding.
Also, one of the other reasons of rolling blackout is low
generation capability. During the time of low generation
capability, the power stations passes message regarding the
generation to the substations. Low power generation can be
for various reasons. For example temporary closure of power
plants, failure in transmission lines, natural calamities etc.
Some of these situations requires mandatory load shedding
across the electrical network.
Load shedding affects Bangladesh’s economic and residential
sector of the urban areas heavily. A significant portion of
the urban areas runs with almost basic electric consumption.
Due to load shedding, people residing or working in these
areas are the worst sufferers, they are being deprived of their
basic electricity need. Also due to inefficient management the
load in the generation and distribution of electricity leads to
widespread load shedding, resulting in severe disruption in
various economic activities, industrial production, education,
medical services and so on. It is estimated that power outages
result in a loss of industrial output worth $1 billion a year[5].
Continuation of such huge loss is reducing the GDP growth
by about half a percentage point in Bangladesh[5].
While it is quite difficult to change the current infrastructure
or to make drastic increase in power generation, it is possible
to design integrated advanced power monitoring and control
mechanisms with the capability to efficiently monitor and
control power consumption, so that the power management
unit will have its own intelligence in determining proper
distribution, optimization and load balancing, instead of total
blackout. This can be an alternative solution by which the



country can reduce the rolling blackout, with the existing
power system and its infrastructure. Our proposed the model
of reducing load shedding phenomenon with smart power
monitoring, load control and management and thus maintain
stability in demand and supply of electricity using SEMMS.

II. RELATED WORKS

Systematic monitoring and management of energy ensures
adequate measures to save energy and to reduce rolling
blackout. In broader sense implementation of such systems
is imminent since the infrastructure of power sector in
Bangladesh is quite inefficient. Optimization and management
of energy can be started from the residences using zigbee
based HEMS [6]which proposes an implementation of an
intelligent remote energy management system, based upon
solar energy. Baig et. al [7]proposed a Zigbee based HEMS
for Monitoring and Scheduling of Home Appliances. The
suggested system primarily proposed a software based Energy
Management Center (EMC) using LabVIEW. The design of
the system is cost effective and has a single consumer centric
approach. Suryadevara et al [8] proposed a system which has
cost-effectiveness, exibility, and a management system which
is real time, based upon Zigbee WSN. Another feature of
the proposed system is that it is integrable with the existing
home power monitoring system.
An essential part of smart energy monitoring and smart grid
context is integration of smart meters in both consumer ends
and distributor end [9][10]. The study also showed different
categories of smart meters in different sections of the network
with automatic power reading and prepaid energy system for
smart meter.
Ciabattoni et. al [11] proposed a new system for managing
loads called ”shiftable loads”, which is a load management
technique aiming to maximize savings by transferring
household electricity demand from PV off-peak hours
production of the day to production hours which are peak.
Milioudis and Galli et. al [12][13] explained how power
line communication (PLC) devices are suitable for efficient
integration into the distribution lines for communication for
various robust applications.

III. SEMMS-SMART ENERGY MONITORING AND
MANAGEMENT SYSTEM

Smart Energy Monitoring and Management System
(SEMMS) is a proposed zigbee and PLC based control subsys-
tem which has the ability to monitor all the power consumption
activities in a building or any structure using zigbee network,
and transmit the information to the control substation via the
power lines where SEMMS’s central control unit will decide
which over consuming loads should only be shed off over a
certain time period, rather than total blackout, including basic
consuming loads. The simplified system model is given below:

In SEMMS the central control unit will be the substation.
The subject nodes are the buildings, homes, offices and other

Fig. 1. External system architecture of SEMMS

structures under the distribution area of the substation. The
subject nodes meter out the power consumption of pre-defined
layers of electrical elements. This metered data is then sent
to the central control unit for analysis. When SEMMS gets
information that there is a possibility of frequency reduction
in the electric line, the system automatically sends command to
the subject nodes to switch off the layer classified equipments.
When the frequency comes back to normal state of 50 Hz, the
central control unit sends command to turn on the equipments
back again.

A. Electrical Layer Classification

In order for SEMMS to operate correctly, the most important
methodology it needs to follow is Electrical Layer Classifica-
tion. Electrical layer classification means classifying electricity
consuming components and equipments basing upon some
certain parameters. Different parameters classifies electrical
components in different layers, such as: total consumption,
necessity, consumption pattern etc.
In the proposed model, we have modeled four consumption
layers based upon total consumption and necessity. These
layer classifications are significant because instead of total
blackout, SEMMS monitors and manages the layers separately.
By managing the individual layers, the system determines
which layer needs to be switched off when a possibility of
frequency distortion is found. The four layers are:

• Layer 1: Basic consumption layer; Electrical components
and equipments which serves the basic needs of consumer

• Layer 2: Living and secondary components; Electrical
components and equipments which are required for resi-
dential living and working.

• Layer 3: Comfort and casual; Electrical components
and equipments which are used for performing various
specific tasks that makes living and working comfortable.
These components also tends to consume more energy
than the previous layer, excluding some exceptions.

• Layer 4: Luxurious and High consuming components;
Electrical components which consumes extreme high



amount of energy, about 70-80% of the total consump-
tion. Some of the components falling under this layer falls
under the category of luxury.

A table consisting some examples of components of each of
the layers is given below:

TABLE: Electrical component examples of layer classified
for SEMMS[14]

Layer number Electricity consuming com-
ponents

Layer 1 Light sources like bulb, tube
light, corridor light; ba-
sic cooling component like
ceiling fan, table fan

Layer 2 Television, refrigerator,
water pump, exhaust fan,
radio, computer, device
charger, inverter, toaster,
blender, printer, sound
system etc

Layer 3 Electric iron, washing ma-
chine, oven, chapati maker,
dessert cooler, water cooler
etc

Layer 4 HVAC (heating, ventilation,
and air conditioning) com-
ponents like Air condi-
tioner, Split Air conditioner,
Geyser, Immersion heater
etc

B. Central control unit

In SEMMS, the central control unit will be set up in the
substation. The central control unit consists of server station
composed of a clustered computer with a PLC gateway and
an electric frequency sensor. The main sections of the unit are
discussed below:

1) Clustered computer: The clustered computer is modeled
as an ARM architecture processor with 3 Gigahertz processor
and 6 megabyte cache, 32 gigabyte RAM, Linux OS, over
clocking ability, built-in expandable web server, extension
capabilities and appropriate for parallel processing. An
ethernet router connects the computers inside the cluster.

2) PLC gateway: For the system modeling, the proposed
gateway is a Connected Grid Router suitable for smart grid
application. The CGR supports various wired and wireless
interfaces, in a modular platform. Supporting a 902- 928
MHz IPv6 RF mesh, CGR can conglomerate up to 5000
nodes, like smart meters. The router can connect to sensors,
capacitor bank controllers, recloser controllers, and remote
terminal units via integrated Ethernet and serial interfaces.
Also for easy integration to legacy (non-IP) devices onto an IP

Fig. 2. Block diagram of CCU

network, it follows SCADA protocol (serial-to-IP) translation
features. Supporting a variety of communications interfaces,
for instance ethernet, serial, cellular, WiMAX, radio-
frequency (RF) mesh, and power line communications (PLC),
its performance is robust in industrial and grid application[15].

3) Electric frequency sensor: The electric frequency sensor
is a sensor which senses both the transmission and distribution
line frequency. As stated before, another primary requirement
of SEMMS is to sense line frequency. The basic structure
of the sensor is made up of a microcontroller with a step
down transformer and a potentiometer. The sensor senses the
frequency as each iterations of the microcontroller processing
and sends the frequency data to the clustered computer.

C. Subject Nodes

In SEMMS the subject nodes which are the buildings,
homes, offices and other structures which falls under the man-
aging area of the substation. The main objective of the subject
node is smart monitoring/metering electric power consumption
of the layer classified loads. An example architecture of a
building as a subject node is given in the figure [3]. There
are several sections of the subject node. The metering of the
power consumption will be done in each of the apartments
of the building. Each of the apartment has multiple sensor
nodes in it with a small control unit. The control units of each
apartments will be connected to the building’s control unit.

1) Apartment monitoring and controlling architecture: The
monitoring and controlling system of the apartments will be
based upon a zigbee mesh network which interconnects the
sensor nodes with the control unit of the apartment. The zigbee
network has been chosen instead of wired or other wireless
networks because:

• Wired network’s connections’ can be disturbed or discon-
nected physically with ease.

• Open-source specification
• Unlike star, ring, bus or tree topologies, ZigBee supports

mesh network and allow for alternate pathways between



Fig. 3. Architecture of a model subject node

target devices and controllers. As a result the system
becomes scalable, and by keeping inside the range of
other devices, a new device can be placed anywhere[16].

• In order to create a mesh network topology using
wired connection, separate implementation is necessary,
whereas zigbee protocols and wireless are specifically
suitable for mesh network setup and is quite easy to set
up.

• Adequate data rate with a near real-time response com-
pared to wifi and bluetooth transmission.

• Zigbee is designed particularly for embedded systems
with low latency modes, short message modes, broadcast
messages etc which is suitable for IoT purposes with low
power consumption[17].

Due to above mentioned reasons, zigbee based network has
been chosen to integrate the sensor nodes with the apartment
control unit.However, since zigbee has short range, low
complexity and low data speed, connection between the
apartment’s control unit and the building’s control unit is
a PLC based connection. The architecture of the proposed
system inside the apartment is given in fig [4].

2) Sensor node: The sensor node will comprise a DC power
module, a MCU, an AC power control module and a zigbee
module. An MCU communicates with the power measurement
module by an analog front end (AFE) and with the ZigBee
module through universal asynchronous receiver/transmitter
(UART) interfaces. The ZigBee module communicates with
the control module by pulse width modulation (PWM) tech-
nique. The major functions of the sensor node are as follows:

• Specify electric consumption layer for the node
• Measurement of power parameters, such as the voltage,

current, and power of the outlet;

Fig. 4. Architecture model inside an apartment

• Control of the power output of the outlet via relay switch;
• Security protection from overload;
• Transmission of the information of each node to the

apartment control unit through ZigBee.

The block diagram of the sensor node is given in fig [5].

Fig. 5. Block diagram of sensor node

The working flowchart of the sensor node is given in fig
[6]. The flowchart contains a simplistic outline of work flow
of the sensor node. It also contains how the communication
network is established with the Zigbee cloud.



Fig. 6. Sensor node working flowchart

Fig. 7. Building control unit working flowchart

3) Building control unit: The building control unit consists
of a DC power module, an embedded home server and a PLC
base station. The PLC base station acquires data of each of
the apartments’ control unit. After that it sends the monitored
data to the substation’s cnetral control unit. The base station
receives analysed feedback from it and perform accordingly.
The working flowchart of the building control unit is given in
fig [7].

IV. CONCLUSION

In this paper we have proposed an efficient smart model
to solve Bangladesh’s national load shedding problem using
smart energy monitoring and management. We have proposed
a complete subsystem over the existing electrical distribution
system in the urban areas of Bangladesh. The study specifi-
cally modeled an intelligent electric network that is capable of
smartly controlling loads in order to reduce total blackout. A
detailed model of smart building including smart apartments
have been presented. The apartments are based upon a zigbee
based operational and monitoring network, while the building
control unit is based upon a PLC network. Also, an efficient
method of control over the loads connected to the substation’s
distribution has been presented. The paper also presents a
method of classification of electrical components based upon
various parameters.The vast significance of the electric layer
control in energy monitoring and management has also been
mentioned. By considering both consumption and generation,
the proposed architecture is expected to enhance energy man-
agement and to mitigate load shedding in urban areas of
Bangladesh.
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Abstract — In continuously upgrading world, women belief in 
their self-worth. They have the same participation like men in 
almost every sector of life. But lives of women have become so 
vulnerable these days. Security of their lives is one of the burning 
questions. Everywhere, they have to face sexual harassment, 
rape, murder, mug etc. Considering all these harassment towards 
female in present days, an idea of mobile application came in 
consideration. In this regard, a Bluetooth security device has 
been aligned with an android mobile application. Bluetooth 
security device will be placed in women finger ring. When the 
button of the ring is pressed, the Bluetooth security device pings 
the android Smartphone’s application to send personalized text 
messages to the pre selected contacts with the users present GPS 
location reported from the android smart phone. It also sends a 
voice call to the one pre defined contact number automatically.  

Keywords—Security; Bluetooth; location; button; application  

I. INTRODUCTION 

In modern era believes in women empowerment. Women 
are contributing in every sector of the country. But today 
female’s security at night and even at day time is big concern. 
Most of the time they are the victims, the criminal stays free. 
Rape, acid violence, dowry related violence, sexual 
harassment, mug etc. are very common indecent in our 
country, which is a very shameful fact. Every day these 
situations are found in the daily newspaper whose are full of 
violence against women.  

The result of VAW Survey 2011 identified that as many as 
87% of currently married women have ever experienced any 
type of violence by current husband and 77% reported any 
type of violence faced during the past 12 months from the 
survey time. The higher percentage of any type of violence is 
predominantly contributed by psychological violence. Almost 
90% of those who have ever violated by current husband has 
the past 12-month experience of violence which implies the 
persistence nature of violence by the spouse.  

Besides, a survey is conducted to measure the Gender-
based violence in [1].  According to this survey, it is seen that 
in Bangladesh 66% of married women are experienced 
violence by current as well as previous husbands, while 98% 
have ever been violated by either current or previous 
husbands. So, overall survey depicts that the women security 
has become very essential.  

In this section provide a descriptive summary of some 
technique that have been implemented and tested for women 
security. The Dhrubajyoti Gogoi et al. [2], proposes an 
Android Based Emergency Alert Button system which 
describes about an SOS application developed in android 
platform. The uniqueness of this application apart from other 

SOS application available is that the user need not spent time 
navigating inside the phone menu; unlock the screen, to 
trigger the service [2].  

Jorge Zaldivar et al. proposes a method providing 
Accident Detection in Vehicular Networks Through OBD-II 
Devices and Android-based Smartphone [3]. Alexandre Bartel 
et al introduced an automatically Securing Permission- Based 
Software by Reducing the Attack Surface: An Application to 
Android was proposed [4].  

Sharma et al. describes an android application which 
interprets the message a mobile device receives on possible 
intrusion and subsequently a reply (Short Message Service) 
SMS which triggers an alarm/buzzer in the remote house 
making others aware of the possible intrusion [5]. 

After analyzing all the ideas, an idea is emerged which is 
very helpful for women for helping themselves. This work 
consists of an android mobile application and a Bluetooth 
security device. The individuality of this application apart 
from other application available is that the user does not need 
to spent time to unlock the screen, open the application to 
search inside the contact list to make voice call and write 
message. At the emergency situations, user can directly press 
the button of the ring and thereby, a signal from the device 
will be received by the android mobile. After receiving signal 
an automatic message of their location information will be 
sent to selected numbers through the application and also a 
voice call will be sent to one of the predefined numbers. Many 
applications and device available which sends a custom 
message to the predefined number but not the location of the 
user .This feature of the application not only helps to find the 
exact location of the person in problem but also will help the 
nearest police to trace the location of incident immediately. 

The paper is organized as follows. In Section II proposed 
work is described. In the next section performance result is 
explained. The paper is concluded in Section IV. 

II. SYSTEM IMPLEMENTATION 

In this section, described the system work flow in details. 
The flow diagram shows the main target of this work. The 
working flow is divided into five major parts that are: 

1) Connecting the security device with the mobile  android 
application, 2) Security device signal process by the mobile 
application, 3) retrieve the GPS location, 4) Retrieve  the 
emergency contacts, and 5) finally, message and voice call  is 
sent to the selected contact numbers with the victim’s present 
location. The workflow of the proposed work is shown in Fig. 
1.    
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 Fig. 1. Workflow of the proposed system. 

A. Connecting  security device with the mobile application 

In the initial stage, the security device has to be turned on. 
Then android mobile need to be discovered the device. And 
complete the pair to the android cell phone. It requires security 
code to be paired to make the connection secured. Fig.2 shows 
the Bluetooth device with security device which sends the 
signal. The Bluetooth device is in the finger ring. It will be 
activated when the finger ring is pressed.   

 

Fig. 2. Prototype of the security device. 

B. Security device signal process by the mobile application 

This section describes the procedure of the mobile 
application that process the signals come from the security 
device.  The security device has a button for sending signals to 
the mobile application. At the emergency situation, the user 
will press the security button and it will send a signal to the 
mobile application. The mobile will receive the signal. After 
that, the mobile application performs the operation to send the 
user information to the predefined contact lists. For that, the 
mobile application has to be retrieved the GPS location of the 
user android smart phone.  

C. Retrieve the GPS location 

 In this section describs the process of retrieving the GPS 
lication from the user’s current locaiton through the android 
mobiel applcation. For this step, user needs to keep smart 
phone’s GPS on. As soon as, the application will get the signal 
from the security device which is in the user’s finger ring, it 
will start its main work on it. The application will retrieve the 
GPS location of the user’s present location. Fig. 3 shows  
result of  retriving  user’s GPS location.  

 

 
 

Fig. 3.  Retrieve the GPS location of the user’s current location.  

D. Retrieve the emergency contacts 

This section described the process of retrieving the specific 
number of emergency contacts from pre define contact list. 
After getting the GPS of user’s current location, the mobile 
application will retrieve previously defined emergency contact 
numbers. User can add as much number as the user want and 
modify it later on. Fig.4 shows the customized contact list. 
When user press the security device, the current location of the 
user will be send to those contacts that are in the top of the 
contact list. The number of the contact to which the message 
will be send is defined by the user. However, voice call will 
only send to the top of the contact number. That means, voice 
call is passed only one contact number and message will be 
send a list of the contact number that is defined by the user.  

Press Bluetooth 
button   

           Start 

Signal received by mobile 

GPS service 
available? 

Retrieve automatic location 

Retrieve saved emergency number contact 

Append location with sms custom message 

Send message and a 
voice call 

End 



 

Fig. 4. The customized contact list. 

E. Passing message  and voice call to the pre difine contacts  

This section defines the procedure of sending the message 
to the pre selected contact list. For that, current location of the 
GPS is retrieved and the contacts are selected in the previous 
section. Now, mobile application appends the retrieval user 
current location GPS link to the predefined alert message. 
Then the message will be sent to the emergency contacts that 
are selected previously. User can modify the message also as 
per user’s personal situations.  

To access the message with user GPS location, the receiver 
also needs to keep his mobiles GPS on to get the location and 
direction towards it. Fig. 5 shows the message received by the 
receiver of specific contact list. After receiving the user 
message, the receiver just accesses the link to see the user’s 
current location through the GPS system. From this GPS 
system the receiver can take necessary action to save the 
victim.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Sending message to the pre define contact numbers.  

Fig. 6 shows the direction towards the victim’s current 
location. According to the figure, the receiver retrieves the 
current location of the victim after opening the getting 
message which shows direction of victims via Google map. 

 

Fig. 6.Direction towards victim’s location. 

After sending the message to the pre defined contact list, 
the application sends a voice call to the top contact number. It 
is an automatic process of this application. When application 
completes the message sending task, it is automatically 
forward a voice call to the specific number. From this voice 
call the receiver can understand the current situation of the 
victim. The receiver also gets the message with user’s GPS 
location, so the receiver can take action to help the user 
according to the situations.   

 
 
Fig.7. Sending voice call  to the top contact number. 

 



III. PERFORMACE ANALYSIS 

This section explains the performance analysis of the 
proposed system. The criterion that is considered in this 
section is the distance between the security device and android 
phone. This criterion is selected because of during the 
accidental situation the phone in which the application is 
running would be thrown away from the security device.    

In the experiment it is tested whether it’s getting the signal 
from different distances and sending the message and voice 
call to the correct contact numbers. The experimental result is 
shown in Table I.  

TABLE I.   PERFORMANCE ANALYSIS  CONSIDERING DISTANCE 

Distance
(m)  

Different Parameters 

Signal  Location  Message  

2 Yes Found          Sent  

5 Yes Found Sent 

8 Yes Found Sent 

10 Yes Found Sent 

12 No Not found Not sent 

14 No Not found Not sent  

 

From the experimental result it is seen that the mobile 
android application recognized the security device signal 
efficiently with in the distance of 10 m. After that it is not 
recognized the signal from the security device. So, it is ensure 
that the system working perfectly within 10 m.  

IV. CONCLUSION 

 In this paper, a generic approach is presented to reduce the 
attack on women and ensure the maximum security. By using 
this system the user can protect them self.  And can get help 
from the relatives or known persons through the sending 
message and voice call automatically by pressing the security 
device. If this security device is used in extensively, it can be 
possible to reduce the violence towards the women and 
provide them a safe and secured life. For this system, user 
needs a security device made of Bluetooth device and an 
android mobile application. The system working properly with 
the distance between the security device and the mobile phone 
is 10 m.  

Yet, the system has some limitations. Both sender and 
receiver need to keep the GPS on. The system not working 
properly with the distance between the security device and the 
mobile phone is more than 10 m.   
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Abstract—For a promising academic career, nowadays it has 

become mandatory to publish a paper in a journal of good repute. 

One of the most important and possibly the least well-acknowledged 

aspects of the publication process is the choice of a suitable journal 

that is likely to help the researcher in future in various aspects. But 

when it comes to the assessment of ‘goodness’ of repute of the 

journal, there arrives a question how to judge this goodness. Often, 

the impact factor is considered an important criterion to decide the 

academic repute of a journal. But available impact factors present a 

number of shortcomings and it has become a mixed blessing 

nowadays. We are thus motivated to study alternative metrics that 

might provide a genuine measure of importance than citations 

alone. Such metrics exists in the form of the Google’s PageRank 

algorithm and Alexa ranking. In the developed system, Impact 

Factor, Google’s Page Rank and Alexa web traffic are taken into 

account while appraising the popularity of a journal. Considering 

these three factors, we developed an android based mobile 

application where users can find out the actual importance of a 

journal. The system provides more accuracy in determining the 

prestige of a journal than the existing systems. This system helps 

while comparing various journals to pick the right one for 

submitting one’s hard work.  

Keywords—Journal; ISI Impact Factor; Google’s PageRank; 

Alexa Rank; Prestige 

I.  INTRODUCTION 

For most research projects, the obvious goal is to have a 
publication in a peer-reviewed journal. The ultimate 
publication of one‟s manuscript effectively validates his/her 
work and can help to advance his/her academic career, attract 
bright students and garner funding for future studies. One of 
the most important aspects of the publication process is to pick 
a suitable journal that is likely to accept one‟s work and help 
the researcher in future in various aspects. 

The most well-known measure is the ISI Impact Factor. It 
is considered as the most important factor to determine how 
good the journal is. This has caused a mad rush for publishing 
articles in journals which possess higher impact factors. 
Nowadays, it has become a dilemma for the newcomers to the 
field that how to search for a “Good” journal for their articles.  

The most well-known measure of annually published JCR 
is the Impact Factor (Garfield, 1979) [1]. The impact factor is 
based on citations of papers published in a scientific journal. 
The impact factor of journal j in a given year is the average 
number of citations received by papers published in the 
previous two years of journal j. Because of its 
understandability and its fast availability, IF became very 
famous and widely used. However, one of the limitations of IF 
is that this ranking measure is based fundamentally on a pure 
counting of the in degrees of nodes in the network, and its 
calculation does not consider the impact of the journals in 
which the citations appear [2][3][4]. 

Impact factor may be regarded as a valuation of the 
citation rate of a journal‟s papers. Unfortunately, the JIF is 
now often used inappropriately, for example, in the evaluation 
of the quality of individual pieces of research or even the 
prestige of researchers. 

Google‟s PageRank is a popular webpage ranking 
algorithm; it views a hyperlink as a recommendation [5]. The 
computation of the scores of webpages is based on a 
combination of the number of hyperlinks that point to the page 
and the status of pages that the hyperlinks originate from. 
However, similar to other recommendation systems such as 
journal citations, the status of the recommender also bears 
importance. Google‟s PageRank takes into account the status 
of the recommender. A page can be considered as important if 
it is pointed to by other important pages. 

Alexa ranking is also a very popular web ranking method 
which works the same way as Google‟s PageRank. This 
ranking system is set by alexa.com that basically inspects and 
publishes the frequency of visits to various Web sites in 
various categories. The Alexa [6] is an authority site to 
evaluate the common webs, and the Alexa gives each website 
on the internet a ranking number to show its popularity. While 
ranking webs, the Alexa takes lots of properties, such as click 
rate, In-links and Out-links; they reveal the information 
performance from another aspect, which is different from the 
traditional evaluation in response time, reliability and so on.  

There are certain benchmarks that go along with the 
rankings. Ideally, any website wants high PageRank and low 



Alexa Rank. A PageRank of 5 is good. An Alexa Rank of 
anything under 100 thousand is great. 

We are proposing a way to measure the influence of a 
journal by taking into account some other factors rather than 
only impact factor. The system considers two ranking methods 
along with impact factor while evaluating a journal‟s 
importance. 

The main objective of this system is to provide a truer 
ranking for a journal with the help of three factors: 

 Journal Impact Factor 

 Google‟s Page Rank 

 Alexa Web Rank 

Impact factor gives an idea about the citation rate of any 
journal. While PageRank measures a website‟s relative 
strength and affects Search rank, Alexa is more like facts and 
figures based on web traffic. It shows how many people are 
visiting a site.  

So it is reasonable that we adopt PageRank and Alexa for 
journal ranking. PageRank and Alexa, as an alternative to the 
ISI‟s impact factor, undoubtedly represent substantial 
advantages. 

II. FACTORS FOR EVALUATING JOURNAL‟S IMPORTANCE 

A. The ISI Impact Factor 

The impact factor is based on citations of papers published 
in a journal. Institute for Scientific Information (ISI) has 
published them since 1961. The higher the value of impact 
factor, the higher the scientific esteem of the journal. The 
founder of the Journal Impact Factor (JIF) Eugene Garfield 
had originally designed it as a means to help choose journals. 

The impact factor is defined as a ratio of two elements: 
The total number of citations in the current year to any article 
published in a journal during a given time period and the total 
number of published citable articles in that particular journal 
within that time period. This timeframe is defined as two years 
by ISI. 

The impact factor of journal A in a particular year Y is 
calculated using the formula given below: 

IFA = [All citations in Y to articles in A during (Y-1) + (Y-
2)] / [All citable articles in A during (Y-1) + (Y-2)]             (1) 

  We observe that the ISI impact factor is based 
fundamentally on a pure counting of the in-degrees of nodes in 
the network. 

B. Google’s PageRank 

The inventor of Google‟s PageRank algorithm is the same 
as its founder; Larry Page and Sergey Brin. The scores of web 
pages are computed based on a combination of the number of 
hyperlinks that point to the page and the status of other pages 
from which the hyperlinks originated[6]. 

The original PageRank algorithm is given below: 

PR(A) = (1-d) + d (PR(T1)/C(T1) + ........ + PR(Tn)/C(Tn)) 

Where- 

 PR(A) = PageRank of page A 

 PR(Ti) = PageRank of pages Ti which link to page A 

 C(Ti) = Number of outbound links on page Ti 

 d = Damping factor having value between 0 and 1, 
usually set to 0.85. 

Every few months Google calculates pages PRs (PR 
update). During this update, all pages are assigned a new PR 
by Google and users will have this PR until a new update is 
done. New sites that are just launched will have a PR of 0 until 
a new PR update is done by Google. 

C. Alexa Global Ranking 

Alexa‟s Traffic Ranks are based on the traffic data 
provided by users in the global data panel of Alexa over a 3 
month period. Alexa updates Traffic Ranks daily. A combined 
measure of Unique Visitors and Pageviews determine a site‟s 
ranking. „Unique Visitors‟ is a variable which is determined 
by the number of unique Alexa users who visit a site on a 
given day. „Pageviews‟ is indicated by the total number of 
Alexa user URL requests for a webpage. Multiple requests 
from the same user for the same URL on the same day are 
counted as a single Pageviews. The site which possesses the 
maximum combination of Unique Visitors and Pageviews is 
ranked #1. 

The smaller ranking number in Alexa can show higher 
popularity in users‟ experience, which reveals higher 
performance in information providing evaluation. Therefore, 
we import the Alexa ranking result to assist evaluating the 
performance of a journal in our approach. 

D. Our Proposed JRanker Method 

For the proposed JRanker method, we considered all the 
three factors mentioned above.  

As Thomson Reuter Impact Factor is authentic, so we 
chose not to alter it in any way. But in case of Google‟s page 
rank and Alexa we did some modification. We converted it to 
a scale of 5 to combine these two factors together. 

After the input is given, the system retrieves the 
corresponding Uniform Resource Locator (URL) from the 
journal database. The retrieved URL is fed into the PR 
fetching function as an input. This PR fetching function 
returns the page rank of the website of the journal. It sets agent 
and host to request Google toolbar. After the response of 
agent, hash map is implemented on the received data to extract 
the desired page rank.  

Page rank is calculated on the scale of 10. As the final 
JRanker score is calculated on the scale of 10, we assigned 
both factors (page rank and Alexa rank) a measurement on the 
scale of 5. So, for the proposed system, the rank is converted 
to a scale of 5 by multiplying the result by 0.5 and Fb is 
obtained. 



In case of Alexa ranking system, the lower rank indicates 
the higher impact. But for the proposed JRanker system, this 
ranking is reversed according to the following algorithm. 

Let Alexa_Global_Rank = G. 

If G<=100000  

       { 

            Fraction = G/10000; 

            Reversed_Rank= 10 - Fraction; 

       } 

     Else  

      Reversed_Rank = 0.1 

If the rank is lower than 100000 then it is being reversed 
by subtracting a fractional value from 10. The fractional value 
is obtained by dividing G by 10000. This gives us a score up 
to 4 decimal places on the scale of 10. In case of global rank 
higher than 1 lac the reversed rank is set to 0.1. Because an 
Alexa rank that is high doesn‟t really bear much impact 
anyway. So, ranks higher than 100000 are set to 0.1 in 
reversed ranking. 

The retrieved URL from journal database is sent to 
data.alexa.com. When it responses, the Alexa global ranking is 
fetched by segmenting the received data. 

The received global rank is then reversed by using the 
formula explained above. For the proposed system, the rank is 
then converted to a scale of 5 by multiplying the result by 0.5 
and Fc is obtained. 

For final score, we combined our Fb and Fc which gives us 
the desired JRanker score on a scale of 10. 

III. SYSTEM DESCRIPTION 

A. System Architecture 

The development of this system requires two steps. First, 

we retrieve the impact factor of a journal and the 

corresponding website address of it. Then we obtain the page 

rank of the journal and Alexa global ranking for the website of 

the journal. Then these two results are combined together to 

produce a truer measurement of the popularity of the journal. 

In the first step, the name/title of the journal will be given 

as input. Then the processing module will request 2014 impact 

factor of the journal along with PR data and Alexa data. We 

couldn‟t use 2015 impact factors as they will not be published 

until June, 2016. 

In case of Alexa ranking, the obtained value will be 

reversed to get a similar result on the scale of 10. After 

reversing Alexa global rank and obtaining PR, they will be 

converted to a scale of 5 in order to generate a score on the 

scale of 10.  

The system also provides the user with the impact factor 

list of 2014 published by Thomson ISI for almost 800 

journals.  

There is also a side feature in the system which is called 

conference calendar. This feature provides the upcoming 

conference dates, venues and submission deadlines of the 

conferences to be held in Bangladesh. 
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Fig. 1. System Architecture. 

B. Mobile Application 

This application is developed on android platform. The 
front end is the visual part of the application that the user 
interacts with, and the back end, which contains all the code 
that drives the system.  

As the application is a Dynamic Application, it needs to 
access a server in order to properly function, i.e. it needs a 
data connection either through Wi-Fi or phone's carrier.  

When the network is established, the application loads the 
content from the server after the splash screen. If the 
connection is failed somehow, then it shows the error message 
just after the splash screen which is manifested in Fig. 2(a) 
and Fig. 2(b). 

There are three buttons/options on the home page. They 
are- 

 JRanker 

 Conference Calendar 

 About System 



The first two buttons provide the service to the users while 
the third button provides a brief knowledge about the system. 
The main page is shown in Fig. 2(a). 

    

  (a)    (b) 

Fig. 2. (a) Splash Screen, (b) Error Message. 

The main purpose of this system is to measure the 
popularity of a journal with the help of Impact Factor and two 
web ranking algorithm. The first button leads the user to the 
next page which contains three options. The system provides 
these to the user. They are single input via journal name, 
multiple inputs via journal keyword and the total 2014 impact 
factor list of journals published by ISI in June, 2015. These 
options are shown in Fig. 3(b). 

    

(a)    (b) 

Fig. 3. (a) Main Screen, (b) Three Options for Checking Popularity of 

Journals. 

In “Single Input via Journal Name” option, the user needs 
to type the journal name accurately in the given box. If the 
exact suggestion appears, the user needs to select it to see the 
result. The user needs to keep typing the journal name until 

he/she gets the desired journal name. Fig. 4(a) shows the 
suggestions which will appear if „journal‟ is typed in the given 
box as input.  

    
(a)    (b) 

Fig. 4. (a) Suggestions, (b) Output for JACM with Table & Bar Chart. 

   

     (a)           (b)           (c) 

Fig. 5. (a) Output for JACM with Donut Chart & Line Graph,  (b) Score 

calculation of PageRank, (c) Score Calculation of Alexa & Final Score. 

After selecting one suggestion, the system then connects to 
the database to retrieve 2014 impact factor and the 
corresponding URL stored in the database. The system calls 
the Google toolbar API and Alexa API and feeds the API 
calling functions the given URL as input. Upon receiving the 
data, the system implements hash function on them to extract 
the desired value. The values are showed as output with the 
help of bar chart, donut chart and line graph. The output for 
Journal of the ACM is shown in Fig. 4(b) and Fig. 5(a). 

The Score Calculation table gives the user a thorough idea 
of the three ranking system used in the application. In Fig. 
5(b) we can see the score calculation of PageRank. The global 
PR equation of calculating Google‟s page rank is given. Then 
we can see how the results are converted to a scale of 5. To 
provide a clear understanding, we showed the calculation 
precisely. 



The table in Fig. 5(c) shows the score calculation of Alexa 
rank. Alexa rank is reversed at first following the formulas 
described in section 3.4.3. After reversing the rank, it is then 
converted to a scale of 5 for the developed system. 

We combined the PR and Alexa global rank together to 
produce a score based on a scale of 10. Considering the two 
factors separately might confuse the user, that‟s why we 
combined them to produce the final score. 

In “Multiple Inputs via Journal keywords” section we 
introduced a different keyword system. The user needs to take 
the initials of the words from the journal name except for 
articles and prepositions. Such as, for journal name ACM 
Transactions on Architecture and Code Optimization, the 
keyword will be ACMTACO. For multiple inputs, the user 
needs to write the keywords using coma to separate them. The 
bulk input is demonstrated in Fig. 6(a). 

Four keywords have been given as input. The outputs for 
these four journals are shown in Fig. 6(b), Fig. 6(c), Fig. 7(a) 
and Fig. 7(b). 

   

Fig. 6.  (a) Bulk Input, (b) Output for CBM, (c) Output for JACM.  

    

Fig. 7. (a) Output for IMJNA (b) Output for ACMTMCS. 

The system can currently measure prestige or popularity of 
almost 1500 journals in the fields of CSE, EEE, Science and 

Mathematics etc. In this application, we provide the latest 
impact factor list published by ISI for these journals. A few 
screenshots of the total list are given in Fig. 8. 

   

Fig. 8. ISI Impact Factor List (2014) of Journals. 

 We created a database in the server to store 
corresponding website address for a given journal. When the 
application launches, the system connects with the database 
for further operation.  

IV. EXPERIMENTAL RESULTS & EVALUATION 

We applied our ranking system to measure the real impact 
of various journals. For evaluation part, the journals we used 
are Journal of the ACM (JACM), IEEE Computational 
Intelligence Magazine (IEEECIM), International Journal of 
Computer & Electronics Research (IJCER), International 
Journal of Scientific Research and Development (IJSRD). The 
first two journals are prominent and the latter two are known 
to be predatory journals. 

TABLE I.  DIFFERENCE AMONG THREE FACTORS FOR EACH JOURNAL 

Journal 

Name 

Impact 

Factor 

Page Rank Alexa Rank 

JACM 1.394 6 9.2382 

(Global Rank 7618) 

IEEE CIM 2.571 7 9.768 

(Global Rank 2320) 

IJCER 2.4025 5 0.1 

(Global Rank 11351408) 

IJSRD 2.3898 0 0.1 

(Global Rank 657323) 

 
The obtained values from the system are shown in Table I. 

The impact factors of these four journals are almost similar. 
The latter two journals used impact factor values from fake 
provider in their own websites in order to make publicity. If 
we only consider IF to evaluate the prestige of these journals, 
we cannot distinguish between prominent and predatory 
journals.  



TABLE II.  CONVERTED VALUES & FINAL SCORE 

 

Journal 

Name  

Converted 

PageRank 

(PR value x 

0.5 ) 

Converted ALEXA 

Ranking (Converted  

value x 0.5)  

Final Score  

(PR + Alexa)  

JACM  3  4.6191  7.6191  

IEEE CIM  3.5  4.884  8.384  

IJCER  2.5  0.05  2.55  

IJSRD  0  0.05  0.05  

 

Now considering Pagerank and Alexa rank of the websites 
of these journals, we can get a precise idea about the 
popularity of these four journals. The final score shows much 
discrimination in the popularity of these journals than impact 
factor. Table II shows the converted values and final score 
produced by our system. 
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Fig. 9. Comparison between JACM, IEEE CIM, IJCER and IJSRD based on 

final score. 

In Fig. 9, the red line shows the impact factors of the four 
journals and the blue line shows the final score produced by 
the developed system. By analyzing Fig. 9, we can see that 
though impact factor doesn‟t distinguish among the popularity 
of these four journals, the single score produced by the 
developed system based on Pagerank and Alexa rank clearly 
discriminate among these journals. The difference between the 
prominent journal and predatory journal is clearly visible 
based on the score produced by the developed system. 

The application isn‟t uploaded to Google play store yet. 
But anyone can download the apk file from the link given 
below: 
https://drive.google.com/open?id=0Bzcsx8v82dQSbFpQRFJT
aG1jRGs  

V. CONCLUSION 

    Choosing a journal with better reputation is very 
important before submitting one‟s research. Often, the impact 
factor is considered an important criterion to decide the 
academic repute of a journal though it is not advised. We 
developed a system which implements two web ranking 
algorithms to evaluate the popularity of a journal; Google‟s 
PageRank and Alexa global ranking. The developed system 
evaluates a journal‟s prestige precisely and far more 
accurately than Impact factor alone. The comparison section 
shows clearly how effective this system can be while 
appraising a journal and it discriminates among journals 
effectively. This application works very smoothly and without 
any delay. It will help a lot of people who are engaged in 
research work. Some future direction for this application can 
be the following: other webpage ranking methods can be 
considered for this evaluation. Again, implementation of this 
system can be for different platforms.  
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Abstract— Now-a-days, android based smart phones are very 
popular, because they offer novel ways of communication, 
information search, sharing, and entertainment. But still there 
are some issues related to memory usage, privacy and security 
which need to be considered. Many unused cache, cookies and 
junk files are generated by various applications which take 
unnecessary space and slow down the system. Besides, getting call 
from unwanted number with an intention to harass and disturb 
people is a common problem.   Moreover, users today are also 
concerned about keeping their personal files protected from 
unauthorized access. To eliminate all these problems, in this 
paper, we propose a system to ensure privacy for android users. 
It has four specialized features in one application such as call 
blocking, file locking, application manager and cache cleaning to 
make the operating system more user-friendly. Experimental 
results indicate that around 76% user found this application very 
useful. 

Keywords—Smartphone; android; cache cleaning; privacy; call 
block; file locking; 

I.  INTRODUCTION 
Android is a Linux based operating system made for the 

touch screen smart phone device. It is an open source 
platform, customized by many major companies. People are 
getting more attracted to this platform because of the vast 
functionality and easy access of the applications. Besides, it 
provides the facilities of faster and easier browsing.       

Android device provides a lot of functionality. Calling to 
the desired person is one of them. But it has drawbacks also. 
Sometimes repeated calls from unwanted caller with an 
intention to harass can be annoying and threatening. In 
addition to that, as android phone can be treated as a computer 
in respect of its multipurpose function. These files contain 
important as well as confidential elements such as personal 
information. Another most common function of android phone 
is running various types of application for the betterment of 
the device. These applications should be managed carefully. 
Some applications need huge space in the memory. When the 
internal memory becomes almost full, the device becomes 
slow. So, there should be an option in the device to manage 
the files properly and to uninstall any file when necessary.  

To run different kind of applications and other files cache 
memory is needed. A ‘cache’ is a temporary place where 
developers store data of a particular website or application 
software (apps). When the user accesses that specific website 
or apps again the data from the cache files are used to load the 

pages instead of downloading it again, because accessing  to 
the network is slow and expensive. The main purpose of 
caches is to improve browsing experience by boosting up the 
page loading speed. However, along with all the speed 
advantages they also have some disadvantages that are enough 
to get rid of them. These files are stored in user’s phone 
memory which means that they are definitely taking some 
space. Furthermore, if they are not deleted from time to time 
they can also lead to slowing down the phone’s speed or even 
stop the web pages and apps from working properly. There are 
many advantages of clearing cache files that easily outweigh 
the advantages of keeping them. To eliminate all these 
problems, in this paper we propose a system to ensure privacy 
for android users. The system has four specialized features in 
one application. These are call blocking, file locking, App 
manager and cache cleaning, respectively. By call blocking 
feature the user gets the opportunity to block several numbers 
or restrict them to call him/her. By this feature the user gets rid 
of unwanted and harmful calls. To boost up the speed of the 
phone the user can clean the cache frequently by using this 
system. The user also can know about the previously used 
cache memory by this application. To hide any confidential or 
important files from other users, he/she can lock any file 
he/she wants and can restrict the files from further access to 
other persons. By the app manager option, the user can 
manage an application running in his phone in a very suitable 
way. He/she can run any application very quickly. On the 
other hand, if any application is no longer needed, the user can 
uninstall it by using this system. All the four specialized 
features are implemented in the proposed system effectively. 
To the best of our knowledge, all these four features are 
incorporated in one application software for the first time. The 
android users can access their device more effectively by 
using this proposed application. 

II. RELATED WORK 
Memory usage, data protection and user privacy are 

challenging topics because of the diversity of potential issues 
and threats. There has not been any great advancement in the 
field of security and privacy for android mobile user. Finley et 
al. [1] proposed a system of caching the android mobile 
phone. This system presents a dynamic cache cleaner that 
aggressively pushes out unused cache data. But it can be done 
by manual process and it only manages the cache file.  In [2], 
authors described a system for multi-user environment which 
prevents unauthorized access of user. This system is specified 
for three users at a time and the primary user has to select 
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other user’s access option. Moreover, there is no specification 
of temporary file management of multiple users. An 
encryption file system is proposed by Wang et al. [3] for 
protecting personal identification information of removable 
and persistent storage to secure user’s privacy. It is applicable 
only for image file and music file. The authors of [4] 
presented a static analysis framework for finding potential 
leaks of sensitive information automatically in android 
applications. This system not only secures the selected private 
information but also notifies if any information is leaked. 
There is another application available named ‘Clean Master’ 
[5] provided by Google. This application software has the 
feature such as cleaning junk file manually and memory 
booster to speed up the memory. But android phone has its 
own application management system. Therefore, it does not 
need additional system for memory boosting. Yajinet et al. 
[6], showed a comparative analysis of the vulnerability of 
security for using various apps in android. They investigated 
how private data are leaking everyday and user’s information 
is getting public. A user friendly app named secure gallery [7] 
which gives the opportunity to hide the user’s private pictures 
and videos. 

In this paper, we propose a frame work that has four 
specialized features in one application such as call blocking, 
file locking, application manager and cache cleaning to make 
the operating system more user-friendly.   

The main advantages of proposed system over previous 
work are as follows: 

  All the four features like file locking, cache cleaning, 
call blocking and application management can be 
incorporated within a single system. 

 Any type of file can be locked by the file locking 
system. In previous work [3], only music and image 
files can be locked. 

 Multiple call blocking can be done using this system. 
System cloud is used by which blocked numbers can 
be updated and deleted easily. 

 Cache cleaning system is automatic. In previous work 
[5], the cache can be cleared manually. 

 

III. PROPOSED SYSTEM ARCHITECTURE 
    The schematic representation of our proposed system is 

illustrated in Fig. 1. The whole system consists of four major 
modules. These are File Lock, Cache Clear, Call Block and 
Application Manager. Detailed processing of these modules is 
given in the following subsection.   

A. File Lock 
File lock is one of the major features of our proposed 

system. By using this feature particular folder or file in the 
phone can be locked. A password can be used to lock the 
folder. After loading the file there are two options. If user 
wants to lock the file, he needs to give password. The system 
works by the following way. At first, the system gets the file 
to be locked. When the password is given, the file name is 

changed by adding an extension to the file name. The 
password is saved to the shared preference. When unlocking, 
the system checks for the correct password in shared 
preference. If it is matched, the extension is removed and the 
file will open. Otherwise it will show invalid password. Fig. 2 
shows the flow chart for file lock. 

 
Fig. 1. Proposed framework 

B. Cache Clear 
Caching is a mechanism for transparently storing data in 

such a way that the future requests can be accessed more 
efficiently. The performance of the application is directly 
affected by the size of cache memory. If the cache memory is 
not clean regularly, the phone may become slow. In this 
application, there is an option of cache cleaning. At first, the 
screen shows the total used cache. Then the cache cleaning 
option arises. Here, the cache cleaner works in a particular 
way. At first it accesses to the cache directory and check for 
the cache file. Then the size of the file is calculated (1 cache = 
Total cache/1024) which shows the total cache memory in 
megabyte. After that, the detected file is deleted. Therefore, it 
can clean cache automatically while other systems clean 
manually. Fig. 3 shows the flow chart of cache cleaning 
process. 

C. Call Block 
Call block is an important feature of this application. After 

the launching of application a particular option named ‘Call 
Block’ arrives. In this option, several numbers can be blocked 
or restricted. When the user gives the number, it will save it in 
memory. When there is a call from the blocked number, it will 
verify the number and disconnect the call. The user will not be 
notified about this call.  To keep aloof from unwanted calls 
this feature is very much effective. Fig. 4 shows the flow chart 
of call block. 



 
Fig. 2. Flow chart of file lock 

 

 
Fig. 3. Flow chart of cache clean 

 
Fig. 4. Flow Chart of Call Block 

To block multiple phone numbers, the user has to login to 
the system cloud. In the system cloud the user can add more 
numbers to block. After that Json array is updated and http 
requires Json parse. After creating SD folder, the system will 
search number and save the numbers in android shared 
preference database. Fig. 5 shows the flow chart. 

 
Fig. 5. Flow chart of multiple call block 

D. App Manager 
The last feature of this application is application manager. 

After starting the process, it will get access to the entire 
installed app in the device. Then the user may select whether 
to launch any app or uninstall it. By this feature particular 
application can be used. On the other hand, any application 
can be uninstalled. Fig. 6 shows the flow chart of app 
manager. 

 



 
Fig. 6. Flow chart of app manager 

 

IV. IMPLEMETATION 
The aim of this work is to build a common platform to 

ensure all the specified features. Fig. 7 provides screen shot of 
various user interfaces for our system. In order to develop this 
system JAVA, PHP, MySQL, Apache Server, NetBeans, 
Android Emulator, Symfony, JSON etc. have been used. 
Using these technologies we developed a system that can 
perform the following tasks: 

 Ensure unique and multiple file protection system 
 Speeds up the system 
 Ensure to clean unused cache files, cookies and junk 

files  
 Blocks specific phone calls 
 Easy access to all installed apps on device. 

Fig. 7 provides screen shot of various user interfaces for our 
system. 
 

V. USER RESPONSE AND FEEDBACK 
In order to measure the acceptability and usability of the 

system, we conducted experiment and then compared the 
proposed system with other existing application.  

We have collected data from the people who are using 
android for so many days. We asked them about their cache 
cleaning system, system speed, about unwanted phone calls, if 
they use any system for preventing unwanted calls, and what 
process they follow to protect their private files. Most of them 
use several systems for doing these and some are not much 
concerned about their privacy. We asked the user about their 
expectations of using android system more efficiently. Based 
on the conversation, we summarized the basic requirements of 
the user which are as follows: 

 Automated cache cleaning system 
 More speedy operating system 
 Easier File management system 

 To get rid of unwanted phone calls 
 Reduce the complexity of using different apps 
 A smart way to maintain all of these features properly. 
 

We then asked participants to fill out a questionnaire for 
each condition. The measurement was done using the grades: 
(1) Yes, (2) No, and (3) Not needed. The questionnaires had 
the following items: 

 Does the cache cleaning system make your device 
slow? 

 Does the application takes much space in memory? 
 Can you manage multiple numbers properly with call 

blocking system? 
 Are you satisfied with the call blocking system? 
 Does the system can protect multiple file/content? 
 Do you have easier way to manage your entire 

installed apps on your device? 
 Are you satisfied with content protecting system? 
Fig. 8 illustrates the assessment of questionnaires for the 

proposed system and the existing systems. In Fig. 8, x-axis 
represents the sets of questions and y-axis represents the 
ratings of the people on the basis of the questions. The user 
answers are mostly negative in case of existing system 
whereas user response is mostly positive in case of proposed 
system. This means that most of the users were satisfied with 
the system that fulfills their demand.    

In order to evaluate our proposed system, we have also 
collected feedback from 100 people and asked them to rate 
this application using three grades: (1) Very useful, (2) 
Helpful and (3) Need Improvement. Our findings regarding 
privacy settings and the evaluation results statistics based on 
the public opinion are presented in Fig. 9. Almost 76% of 
reviewers replied on this application as a very useful one. 18% 
people justified the project as helpful to them and the rest 6% 
people suggested for improvement. The evaluation of the 
statistics based on public opinion eventually gives us the 
concept that the application is applicable and acceptable to the 
android phone users.  

VI. CONCLUSION 
In this paper, we have presented an application which is a 

combination of various features such as call blocking; file 
locking, App manager and cache cleaning. This application 
will cost almost nothing to the users. It is a free version and 
can be easily downloaded or collected. To maintain the 
privacy of the users, it can be a great solution. This application 
restricts the device from any kinds of cyber crime. Leakage of 
personal data can also be prevented. The users can block any 
unwanted call. All the features can be accessed by using this 
single application. The android users will be very much 
benefited if they use this application. Our evaluation of the 
statistics based on public opinion demonstrates that the 
application is applicable and acceptable to the android phone 
users. In future, we will develop this application in cross 
platform. Moreover, the call block system, spam and malware 
detection will be improved.  
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Fig. 8. Results of questionnaire assessment (a) Existing System and (b) 
Proposed System 

 
Fig. 9. User Review of the Application 
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Abstract—Although present era is the age of the fastest
communication and travelling, some aspects are still there which
demand our noticing and adding comfort to. The unavailability
and poor quality of public transports like bus, subway or train
have made locating private vehicles such an alarming event.
People are frequently a victim of harassment to locate vehicles
at the right time and at the actual rent. To make an end of all
troubles in renting vehicle, we are proposing a location based
smart system to facilitate the passengers as well as the drivers.
This paper outlines a client server based smartphone application
having easy access for the passengers to locate their nearby
private vehicles, to invite drivers for a rent and to bargain
on the rate on private chat or voice call. Drivers will also
get convenience in searching passengers who are awaiting them
rather wandering randomly. To ensure safety, riders can rate
drivers instantly depending on driving skill and easily see their
overall rating. Reservation is attainable through this application.
The recommended system takes advantage of Java programming
language using android operating system for mobile client, PHP
as web server, MySQL as repository, GPS(Global Positioning
System) as location provider and Google map service for showing
location on mobile client in conjunction with the street view
between the passengers and the drivers.Emperical result shows
that the average location accuracy of the application is about
couple of meters.

Keywords: GPS, GSM, LAMP, MySQL.

I. INTRODUCTION

Searching out private vehicles or helplessly praying for one
to miraculously pass by our location has become a common
event in our everyday life. It is nearly impossible to rent a
vehicle at the right time and at the actual rent when people
are travelling to and from work at peak hour. Being absent
in workplace at proper time and causing death of emergency
patients due to unavailability of vehicles at the proper time
are emerging as a serious issue. Sometimes one has to go the
opposite direction in search for a private vehicle and wait a
long time in the street, which is tedious. Further one has to ask
same and several questions regarding rent by going driver to
driver which gives rise of untoward incidents every so often.

As a very little work in reality has been actually done in
this aspect, we are proposing a location based real time smart
private vehicles searching system that can solve such type
of problems without any annoying hold music and enigmatic
whereabouts of the vehicles.

The latest annual report from ERICSSON [1] reveals that
the number of smartphone users will reach a giant 6.1 billion
by 2020 which is almost 70 percent of the world popula-
tion. Since almost everyone, including passengers and drivers
of private vehicles carry smartphone, our proposed solution
takes the advantage of location based services that provides
the devices geographic position in real time based on the
information received from the satellites. The system uses the
GPS(Global Positioning System)receiver, GSM(Global System
for Mobile Communication) and internet connectivity services
found in smartphones. Using GPS receiver, one can find the
exact location, even set the navigation path from source to
reach a particular destination. Internet connectivity (Wi-Fi/3G)
plays a vital role to communicate with database residing in
the remote server. By using the proposed system, catching a
vehicle now just a click away without any cost of placing extra
device other than smartphone.

The rest of the paper is organized as follows: Section II
focuses on other existing related work on GPS service and
smartphone, while Section III articulates about related tech-
nology. Section IV and V includes the architecture and flow
of operation respectively to show the effectiveness of proposed
system to rent private vehicles at real time. Implementation and
evaluation are covered in section VI and VII correspondingly.
Section VIII includes a discussion about the result. Concluded
remarks and some future directions of our work are described
in Section IX.

II. RELATED WORK

Several works have been done and going on GPS, GSM and
internet connectivity features available in the smartphone. This
section describes the various existing location based researches
related to the proposed system, mainly, using tracking systems
through GPS.

Le-Tien, T.; Vu Phung [2] describes a practical model
for routing and tracking with mobile vehicle in a large area
outdoor environment based on the Global Positioning System
(GPS) and Global System for Mobile Communication (GSM).
The system includes the Compass sensor-YAS529 of Yamaha
Company and Accelerator sensor-KXSC72050 of Koinix Com-
pany to acquire moving direction of a vehicle. The system
will acquire positions of the vehicle via GPS receiver and
then sends the data to supervised center by the SMS (Short



Message Services) or GPRS (General Package Radio Service)
service. The supervised center comprises of a development
kit that supports GSM techniques-WMP100 of the Wavecom
Company. Finally, the position of the mobile vehicle will be
displayed on Google Map.

The paper presented by El-Medany, W.; Al-Omary et al [3]
describes a real time tracking system that provides accurate
localizations of the tracked vehicle with low cost. GM862
cellular quad band module is used for implementation. A
monitoring server and a graphical user interface on a website is
also developed using Microsoft SQL Server 2003 and ASP.net
to view the proper location of a vehicle on a specific map. The
paper also provides information regarding the vehicle status
such as speed, mileage.

Sultana et. al. [4] proposed a smart, location based time
and attendance tracking system, as manual attendance tracking
system is time consuming and erroneous. It is a client server
based android application where server is implemented on
a personal computer using Apache- Tomcat 7. Here, the
employees of the organization have to install the APK and
save the office coordinates by entering the latitude, longitude,
radius of area and IP(Internet Protocol) address of the office
internet. When an employee enters or leaves his working area,
the system sends the employee id and local time to the server
using GPS and stores the information in a database.

Though the system reduces the cost of heterogeneous
devices like electronic tags, bar code badges and magnetic
stripe cards, it is developed for only android platform and if
both the employee device and the whole system are not in the
same internet connection(Wi-Fi/3G), it will provide erroneous
result.

Shrestha R. et. al. [5] presented android-based location and
message sharing system which provides a secured two way
communication between web server and android based appli-
cation using symmetric cryptography. Symmetric cryptography
ensures the protection of data as existing android system has
no centralized database and fails to protect the privacy of data
causing the problem of data management and portability. The
system uses Java programming language for android mobile
application, PHP programming language to implement web
server, MySQL as external database to store the data and JSON
as intermediary between android platform and device.

G. B. Al-Suwaidi et. al. [6] proposed a client-server archi-
tecture based application Locating Friends and Family Using
Mobile Phones with Global Positioning System (GPS) that
helps the users to locate their family members and receive
alerts when their friends are nearby. The mobile application
was implemented using J2ME combining the most recent APIs
and other older APIs together in order to make the application
reliable on all types of mobiles. The server was implemented
using PHP scripting language along with MySQL database.

Tekawade et. al. [7] created a mobile tracking application
for locating friends using LBS(Location Based Services) to
locate the user, track his friends and receive an alert message
when nearby, based on radius set by administrator. By using
GPS it helps the users to reach his destination without any
suffering. To ensure the security of the user, it provides
anti-theft facility so that his location information is sent to
geographically the nearest police station. The system used

J2ME for developing fronted application and database was
maintained by MYSQL.

Turhan et. al. [8] developed a smartphone application
to locate the nearest available blood donor volunteers and
establish a communication with him/her, if the blood shares
are insufficient. An uninterrupted connection is built between
the donors and volunteers by updating the location information
of available donors to main system and sending blood request
to the donors. The application is written in JAVA for Android
Operating system along with SQLite database to store persis-
tent data using Android Studio IDE(Integrated Development
Environment) and ANT build tool.

Here, we can see that many applications have been de-
veloped using GPS, GSM and internet connectivity features
available in the smartphone. But a very few works in reality
has been done about renting vehicles at real time to make our
journey comfortable and safe. Our proposed system tries to
complete this lacking.

III. RELATED TECHNOLOGY

To build the system described in the given sections, we
have taken help of different technologies. In this stage we
familiarize the readers with our system related technologies
namely GPS, Android and LAMP to comprehend the essence
of our paper.

A. GPS

24 satellites are systematized to form Global positioning
system(GPS) and orbit the earth twice in a day maintaining a
very precise perimeter. It provides the users positioning, nav-
igation and timing facilities. Anyone can take these facilities
without any subscription fee. GPS consists of mainly three
segments:

1. The space segment

2. The control segment

3. The user segment

The space segment [9] consists of 24 satellites. Theses GPS
satellites are powered primarily by sun-seeking solar panels,
with nicad batteries providing secondary power. On board each
GPS satellite are four atomic clocks, only one of which is in
use at a time. These highly accurate atomic clocks enable GPS
to provide the most accurate timing system that exists.

The control segment checks the position, speed of the
satellites and transmits the updated navigational data. The
satellites get these updated data in the signals and send to
GPS receivers.

The user segment consists of the GPS receivers that detect,
decode and process the signals received from the satellites and
uses these informations to calculate users exact location.

B. Android

The Android operating system [10] is composed of a
virtual machine that runs on the Linux kernel, plus APIs and
a collection of built-in applications. It is open source and
Google releases the code under the Apache License. This open



source code and permissive licensing allows the software to
be freely modified and distributed by device manufacturers.
Additionally, Android has a large community of developers
writing application written primarily in a customized version
of the Java programming language [11].

C. LAMP

LAMP(Linux, Apache, MySQL and Perl/Python/PHP) is a
combination of Apache web server, MySQL database engine,
the Hypertext Preprocessor (PHP) and other popular scripting
languages such as Perl and Python. It is a powerful and robust
development environment for development and deployment of
web based applications. Apache is the most commonly used
web server on Linux system. Web servers are used to serve
web pages using Hypertext Transfer Protocol(HTTP). PHP is a
server side scripting language designed for web development
but also used as a general purposed programming language.
PHP code may be embedded into HTML code. The standard
PHP interpreter, powered by the Zend Engine, is free software
released under the PHP License. PHP has been widely ported
and can be deployed on most web servers on almost every
operating system and platform, free of charge [12].

D. Calculating distances using coordinates:

In order to calculate the distance between two points where
the coordinates of each point is given, we have used haversine
formula. The haversine formula is an equation important in
navigation, giving great-circle distances between two points
on a sphere from their longitudes and latitudes.[13]

For any two points on a sphere, the haversine of the central
angle between them is given by:

hav(
d

r
) = hav(φ2 − φ1) + cos(φ1)cos(φ2)hav(λ2 − λ1)

where hav is the haversine function:

hav(θ) = sin2(
θ

2
) =

1− cos(θ)
2

Here,

• d is the distance between the two points

• r is the radius of the sphere

• θ1, θ2 are the latitude of point 1 and point 2 (in
radians)

• λ1, λ2 are the longitude of point 1 and point 2 (in
radians)

On the left side of the equals sign d
r is the central angle,

assuming angles are measured in radians. d is solvable by
applying the inverse haversine (if available) or by using the
arcsine (inverse sine) function:

d = rhav−1(h) = 2r arcsin(
√
h)

where h is hav(dr ), or more explicitly d equals:

2r arcsin(
√
hav(θ2 − θ1) + cos(θ1)cos(θ2)hav(λ2 − λ1))

We are considering it as equation number (1).

IV. ARCHITECTURE OF THE PROPOSED SYSTEM

The architecture of our proposed system, depicted in Fig. 1,
indicates the main 5 elements that construct our system which
are GPS, mobile clients, repository, server and map service.

Fig. 1. Architecture of the proposed system

A. GPS satellites

The first and most important part of our system is tracking
user’s location and calculating the distance between the driver
and the passenger to find the nearest vehicle. To fulfill these
purposes, we have used GPS as it provides accurate user
location. When the users change their location, the mobile
client needs to update the user location in the server and it
gets these information from GPS. The latitude and longitude
of the user’s location is determined by the GPS and in turn it
sends them to the mobile client.

B. Mobile client

Mobile client means the mobile subscriber who is hooked
up to the network by using particular service. Our mobile client
consists of mainly two components :

1. GPS receiver 2. Android based smartphone

The inbuilt GPS receiver in smartphone, takes the signal
information about the users current location from the GPS
periodically and updates it in the server via internet.It uses
trilateration method to calculate users exact location. After
determining users exact location, it shows the list of the nearest
drivers around the passenger and vice versa. When a passenger
finds the nearest driver, he can make a voice call to the
driver by using the GSM feature or give an SMS by using
his phone. We have implemented the mobile client using Java
Programming language on android operating system.



C. Repository

Repository is the aggregation of multiple databases to store
various kinds of data for distribution over a network. The
database of our system contains all the information about all
subscribed users. It mainly consists of 4 attributes namely who,
latitude, longitude and distance which stores users name, pass-
word, mobile number, latitude and longitude of users current
location and updates the distance between the driver and the
passenger by calculating these. We have chosen MYSQL to
implement the database. Here we have used central database
instead of having own database stored on the mobile phone to
reduce the storage overhead on each phone.

D. Map service

Our system uses map service provided by Google. It makes
an easy solution to view places before going there. It uses
GPS to track the nearest vehicle around the user and provides
street view between passenger and driver for finding proper
spotPeople those who have come to a new city or are not
familiar with every nook and corner of the road will find it
useful.

E. Server

The architecture of our proposed system is server centric
and the application server manages all information in the
database. Passengers receive details information of all the
drivers on their mobile from the server and vice versa. Internet
works as the medium for transferring user data and service
request from mobile to server and the requested information
back to the user.

V. FLOW OF OPERATION OF THE PROPOSED SYSTEM

In this section, we have described the overall methodology
of our proposed system.

1. The application uses two user profiles, that of the
passenger and of the driver. Both have to install the required
system APK file into their Android device.

2. After starting the application, one will be asked whether
registered user or not, as only the registered users can use
this service. If not, he will be prompted to create account
by providing username and password, phone number, mail
address and whether s/he wants to use the system as a driver
or passenger which will then be sent to the server to be saved
in the central repository.

3. After successful registration, each time s/he wants to
run the app,s/he has to log in with correct username
and password as a proof of being authorised user. Then
the system will check whether the mobile location service
is on or not.If off, the system will prompt the user to turn it on.

4. Once the mobile location service is turned on, the
system traces passenger’s location, updates the location in the
database through the server. Now, it calculates the distance
between two mobile devices, that is, the driver and the
passenger, to determine the nearest drivers. Then it shows a
list of them on mobile clients.

5. Then the passenger send a rent request to a particular
driver specifying the location where s/he wants to go to start
a discussion. The driver receives the request and responses
either affirmatively or negatively.

Fig. 2. Flow of operation of the proposed system

6. When the driver responses in the affirmative, the pas-
sengers makes a private chat or voice call or sends SMS to
the driver about rent details. If the rent is not confirmed, the
system allows to send request to another driver. After the rent



is confirmed, the street view is shown between the driver and
passenger.

Figure 2 depicts the overall methodology of the proposed
system.

VI. IMPLEMENTATION

As our project consists of a wide range of activities, all of
them have not been fully implemented due to time constraint.
The goal of strict implementation is nothing more than a proof
that the concept generated here is completely achievable.

The mobile application was implemented using Java while
PHP was used for implementing server functions and MYSQL
was used for the database. It consists of five modules namely
Registration/ Login module, GPS module, Conversation mod-
ule, Showing street view module and Exit module. Due to time
limitation, we have not properly implemented the ’Showing
street view’ module.

Fig. 3. Functional module of system

VII. EVALUATION

This part gives an evidence about the average location
accuracy of our application. Here, we have defined two points
(named P and Q) on the ground and measured the distance
between the two points using a measurement tool. Again, we
used GPS receiver to get the coordinates of points and calculate
the distance using Equation 1.

The measured distance using measurement tool was 22
meters while using GPS coordinates gave a distance of 20.246
meters, so the error in measuring the distance was 1.754
meters[6].

VIII. RESULT AND DISCUSSION

To check the user friendliness and practicability of this
system, we have done a survey among 80 users to try this
and received positive feedback from almost all of them. This
survey was manipulated by asking several questions like ”how
quickly they have found vehicles by using this application?
Does it provide accurate information about the location of the
nearest vehicles? Do they think their personal information is
at risk?” and so on. According to users, it is a handy device
and also feasible. They have also found it as times saving and
think that it will serve as a saviour when emergency appears.

But almost all of them are concerned with location privacy.
Because without proper protection, the location information
generated by our system can be abused in almost any do-
main of human, social or economic activity. But our system
guarantees users’ safety because all data are exchanged by
taking users’ consent. Without users’ permission, their current
location will not be updated and drivers can not be able to
know the current location of the users’.

We are also trying to develop policy-based initiatives for
privacy protection, like PDRM(Personal Digital Rights Man-
agement), P3P(Privacy Preferences Project) and GeoPriv[14].

We have also got couple of suggestions regarding inclusion
of estimated rent service and more user friendly interface.

IX. CONCLUSION

This paper introduces a smart, location based private ve-
hicle renting system that can make an end of all sufferings
of people in renting vehicles only through a click. It will
change the transport service radically by facilitating both the
passengers and drivers. Passengers can easily locate their
nearby private vehicles, make a chat on rent and rate a driver
depending on his driving skill. Drivers can also find nearby
passengers without loitering here and there.

The application gets the location coordinates of passengers
plus drivers using GPS(Global Positioning System) as location
provider and show that location on mobile client along with
the street view between the passenger and the driver using
Google map service.

The mobile client is implemented using Java Programming
language on android operating system, server side program-
ming is done using PHP and repository is maintained by
MYSQL.

Finally, like any software product or design, there is still
room for enhancement. Features can be added to enhance the
system such as Geo-fencing, emergency alerts [15] and many
others. Our future extensions can be summarized as follows:

1. Design a more user friendly graphical interface so that
even a layman can use it without any confusion.

2. Provide an estimated rent by considering the distance
between the passenger and his destination so that drivers can
not take advantage of the ignorance of the passengers.



3. Propose newer algorithm to improve accuracy and lower
power consumption.

4. Develop this system for windows and iOS platform.
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Abstract—We aim to review available literature related to
the telemonitoring of maternal health care for a comprehensive
understanding of the roles of Medical Cyber-Physical-Systems
(MCPS) as cutting edge technology in maternal risk factor
management, and for understanding the possible research gap
in the domain. In this regard, we search literature through
google scholar for published studies that focus on maternal tele-
monitoring systems using sensors, Cyber-Physical-System (CPS)
and information decision systems for addressing risk factors.
We extract 1340 contents that address different maternal health
issues. Among the large number of contents, we have elaborated
26 prospective articles relating to sensor and Medical Cyber-
Physical-Systems (MCPS) based maternal telemonitoring. The
short-listed articles are categorized as follows: 12 articles for
maternal risk factors, 9 for synthesis matrices and 5 for other
essential factors. From our review, we have extracted different
vital symptoms as maternal risk factors during pregnancy.
Moreover, we have identified a number of cyber-frameworks as
the basis of information decision support system to cope with the
different maternal complexities. We have observed the Medical
Cyber-Physical System (MCPS) as a promising technology to
manage the vital risk factors quickly and efficiently by the care
provider from a distant place to reduce the fatal risks. Despite
communication issues, MCPS is a key-enabling technology to cope
with the advancement of telemonitoring paradigm in the maternal
health care system.

Keywords—Maternal Risk Factors, Medical Cyber-Physical-
System, Critical System, Sensor network, Telemonitoring

I. INTRODUCTION

The fact sheets of World Health Organization (WHO) 1

contain the real scenario of the present maternal mortality
status as a partial fulfillment of the Millennium Development
Goals (MDG) 4 and 5. WHO announces a new agenda, called
Sustainable Development Goal (SDG), as a follow-up of MDG.
The key target of the new agenda is to reduce the global

1http://www.who.int/mediacentre/factsheets/fs348/en/

maternal mortality ratio to less than 7 per 100,000 between
2016 and 2030. Now it is getting many researchers attention
to contribute to the reduction of maternal mortality rate through
introducing new technologies in the pathway.

With the recent advancement of Information and Com-
munication Technology (ICT), especially wireless sensor net-
works (WSN), medical sensors and cloud computing, re-
searchers pave the way for new attention to heterogeneous
data integration and automation in the health care domain to
attain the SDG, though isolated sensors such as ElectroCar-
dioGram (ECG), UltraSonoGram (USG), echo etc. are being
used in this domain since long ago. Sensors usually produce
lots of data instantaneously with important and unimportant
data as well. Automation often requires filtering unimportant
data at the physical level to ease communication technology
through transferring only important data to be used in the
cyber (computer) level. This technique is coined as Cyber-
Physical-Systems (CPS). CPS research is revealing numerous
opportunities and challenges in medicine and biomedical en-
gineering [1]. CPS in medicine and biomedical engineering is
often called as Medical Cyber-Physical Systems (MCPS).

Cyber-Physical-Systems (CPS) was identified as a key
research area by the US National Science Foundation (NSF)
in 2008 and was listed as the number one research priority
by the US Presidents Council of Advisors on Science and
Technology [2]. The advancement of WSN, medical sensors
and cloud computing may enable CPS a powerful candidate
for in-home patient care [3].

CPS in general health care domain has been reviewed [4]
recently, however the study of CPS in maternal health care
for telemonitoring is yet another important issue. As health
care mission is critical services, we need to focus on the
safety, security and sustainability (S3) issue in this domain [5].
Moreover, maternal health care systems are heavily affected
by the risk factor identification and integration to produce an
accurate alarm. Many issues are still open for future research



such as real-time processing, efficient data query, storage
management, and S3. Therefore, one of the aims of this review
paper is to indicate some unanswered questions or research gap
in CPS for health care.

In this paper, we have studied different systems, used tech-
nologies, various vital risk factors, and qualitative abilities. We
have investigated different systems in terms of maternal and
fetal monitoring, telemonitoring, storage, and Decision Making
System (DMS), while technologies have been elaborated by
means of CPS, sensors, communication. Various influencial
maternity health status are orserved through external factors,
environmental factors, vital risk factors, physical activity, and
behavioral factors. Moreover, privacy, security, interoperability,
adaptability, and reliability have been portrayed in this paper
as essential qualitative ability of a system.

The rest of the paper is organized as follows. Section II
adheres the literature search, study selection, data extraction
and analysis. Section III contains maternal health-related
detailed literature review that includes risk factors, synthesis
matrix and other literature contribution whereas discussion on
some interesting findings has been articulated in Section IV.
Concluded remarks of our work are elaborated in Section V.

II. MATERIALS AND METHODS

During conducting this review, we adhere to be focused
on our targeted keywords: maternal health care, maternal risk
factors, CPS or sensor.

A. Literature Search and Study Selection

We have conducted a comprehensive search through google
scholar for extracting literature on CPS/sensor based telemon-
itoring system considering maternal risk factors from 2010
through 2015. During our search, we have used free text (e.g.
CPS sensor maternal risk factors) to maximize the coverage.
We have customized our search by putting range from 2010
through 2015 that includes patent and citation in google
scholar. We have found 1340 articles from the search in the
google scholar 2.

Fig. 1 summarizes our process of literature search and
study selection. Initially, we have found 1340 articles through
google scholar with the free query text: CPS sensor maternal
risk factors. At the primary scrutinizing, we have eliminated
duplicate, non-relevant, and non-technical articles. We have
detected 173 relevant articles and have focused these articles
for further deeper analysis. In this stage, 60 review or editorial
articles, reports, case studies and a few not really relevant arti-
cles have been eliminated. Then we have remained 113 articles.
We have gone through the abstract of each article to detect
interesting findings and have found 87 papers non-relevant due
to the lack of CPS/sensor, absent of using Information and
Communication Technology (ICT) or not addressin maternal
risk factors. Finally, we have 26 prospective studies that focus
on our concentrated field of interest.

2https://scholar.google.fr

Fig. 1. Flow diagram for literature search and study selection

B. Data Extraction and Analysis

The final 26 articles are classified into three groups: 1) 12
papers are studied to identify vital risk factors associated to
maternal health care, 2) 5 articles are analyzed to focus on
other essential factors to pinpoint the research gap, and 3) 9
articles are analyzed to find attributes that can characterize any
other literature.

We have assessed 12 articles to identify risk factors and
have found the following risk factors evidently: age, body
mass index(BMI), blood pressure (BP), blood oxygenation
(BO), blood glucose (BG), body temperature, physical ac-
tivity, maternal ECG (MECG), nausea at the first-trimester,
vaginal discharge at the first-trimester, maternal serum alpha-
fetoprotein level (MSAFP) at the second-trimester, contraction
at the third-trimester, abnormal fetal position, electrical uterine
activity (EUA), mechanical uterine activity (MUA), fetal heart
rate (FHR), and fetal movement activity.

In the second group of 5 articles, we have noticed authors’
claims and considered as their strength to find some interesting
key-enabling ideas.

We have detected a number of attributes to characterize
any relevant articles. The attributes are as follows: CPS, sensor
technology, telemonitoring, interoperability, S3 (safety, secu-
rity and sustainability), adaptability, reliability, cyber repos-
itory or storage, external or environmental factors, commu-
nication technology, DMS, risk factors, physical activity, be-
havioral factors, privacy issues, maternal monitoring and fetal
monitoring.



III. MATERNAL HEALTH REVIEW RESULT

We have analyzed the articles in three aspects: risk factors,
synthesized matrices, and other contributions.

A. Risk Factors

As we concentrate our study on maternal health care,
we look for fundamental causes or risk factors of mater-
nal health care. The risk factors include age, body mass
index(BMI), blood pressure (BP), blood oxygenation (BO),
blood glucose (BG), body temperature, physical activity, ma-
ternal ECG (MECG), nausea at the first-trimester, vaginal dis-
charge at the first-trimester, maternal serum alpha-fetoprotein
level (MSAFP) at the second-trimester, contraction at the third-
trimester, abnormal fetal position, electrical uterine activity
(EUA), mechanical uterine activity (MUA), fetal heart rate
(FHR), fetal movement activity and so on. All the factors have
threshold values or measurement units. Medical professionals
or researchers research to find out the different factors for
further medication, clinical diagnosis or other management.
Due to the different factors, a pregnancy can be classified as
normal, moderate or high-risk pregnancy by an obstetrician [6].

In the paper [7], authors study on the range of maternal
ages and find out the lower and upper bound of age for high-
risk pregnancy. They have shown that the advanced maternal
age is associated with a range of adverse pregnancy outcomes.
Moreover, a study shows a method for comparing age factor of
a pregnant woman and a BMI model to classify as underweight
(< 18.5kg/m2), normal (18.524.9kg/m2), overweight (25 −
29.9kg/m2), obese (30− 34.9kg/m2) and morbidly obese(>
35kg/m2) [8].

A report [9] and a study [10] classify hypertensive disor-
ders of pregnancy into following categories: gestational hy-
pertension, chronic hypertension, pre-pre-eclampsia, and pre-
eclampsia superimposed on pre-existing hypertension. Accord-
ing to the international guidelines, the treatment of hyperten-
sion in pregnancy varies with respect to thresholds.

Authors in the paper [11] develop a method to fix up SpO2,
defined as Oxygen saturation by pulse Oximetry, value for
pregnant woman with pre-eclampsia by PIERS (Pre-eclampsia
Integrated Estimate of RiSk). They discover threshold values
of SpO2 as ≤ 93% which confers the particular risk.

Diabetes in pregnancy is well studied in the paper [12],
which proposes new diagnostic criteria for gestational diabetes
and finds fasting plasma glucose:5.1 mmol/l, 1 h plasma glu-
cose:10.0 mmol/l, 2 h plasma glucose:8.5 mmol/l. The authors
also discuss different management procedure of diabetes and
mention that diabetes may not be harmful to a pregnant woman
if it can be monitor properly, otherwise, gestational diabetes
may become a big issue comparatively with other risk factors
of a pregnant woman.

Hyperthermia has been studied in [13] to demonstrate an
association between high maternal fever in early pregnancy and
Neural Tube Defects (NTDs). The author makes experiments
with hot tub or spa used by pregnant women and find a
threshold body temperature value and maintained below 38.9C.

In the paper [14], authors survey through physical activity
questionnaires and find an interesting correlation of BMI and

Gestational Weight Gain (GWG). Women with higher BMI
have a larger decline in physical activity.

A researcher develops Maternal Serum Screening (MSS)
methods by using different case study. He has suggested
MSS level for Distribution of MSAFP levels with fetal neural
tube defects as 7.0 (unaffected), 2.3(Spina Bifida), 5.0(Anen-
cephaly) and MSS level for distribution of MSAFP levels
with fetal Down syndrome as 0.5/LR-2.0(Down syndrome),
0.8/LR-1.0,1.4/LR 0.5(unaffected) during the second trimester
of pregnancy period [15].

In the paper [16], authors develop a new method to
detect the uterine contraction by using changes of several
ElectroMyoGraphy (EMG) parameters. They have considered
the parameters power spectrum (PS) peak frequency and
propagation velocity(PV) to find out a summation value as
a cut-off. They observe an interesting finding that if the value
exceeds the cut-off as 84.48, the delivery will be within 7 days.
They have experimented against 100 women and theoretically
got a true labor time.

Fetal heart rate is observed in [17] with a methodology
based on the “delayed moving windows” algorithm. The
researchers have determined the normal fetal heart rate as 120
to 160 bpm.

B. Synthesis Matrices

Fig. 1 summarizes our process of literature search and
study selection based inclusion and exclusion criteria to select
9 prospective studies for detailed synthesis matrices. We have
selected the 9 contributions as they define a full system to
address maternal health care issues. The synthesis matrices
are developed based on the meta-information of the articles,
different systems used in their proposal, technology usage,
different maternal factors and qualitative attributes.

We summarize the meta information of the contributed
articles in Table I, which depicts the fact that the Cyber-
Physical-System based maternal health care systems have been
widely studied in USA, European countries and China.

TABLE I. META-INFORMATION ON SELECTED PUBLICATIONS

Source Publication Authors
Year Location

mMonitoring [18] 2013 China
homeCPS [19] 2014 Poland
wSensors [20] 2015 USA, The Netherlands, Belgium
fMDU [21] 2014 Poland
mMamee [22] 2015 Greece, UK
bsAcquisition [23] 2015 Poland
health-CPS [24] 2015 Saudi Arabia, China, USA, Taiwan
hTelecare [25] 2015 Poland
iWSN[26] 2015 Romania

In Table II, we have observed different studies with
maternal and fetal monitoring, telemonitoring, used storage
and Decision Making System (DMS) attributes to elaborate
properties of each of the articles. The table depicts that all
of the reviewed systems have maternal telemonitoring systems
with Maternal Heart Rate (MHR), Electrocardiogram (ECG)
and other common monitoring factors. However, two articles
do not take fetal monitoring into account. Fetal monitoring
often observes Fetal Heart Rate (FHR), ECG, Cardiotocog-
raphy (CTG), QRS (three graphical deflections on ECG),



fetal movement, Generalized Singular Value Decomposition
(GSVD), ST segment ANalysis (STAN), and so on. Moreover,
each study focuses on different monitoring factors along with
different DMS. Interestingly, almost half of the studies use
cloud storage, whereas the rest half of the studies use internet
enabled hospital system.

We have attributed technology with CPS, sensors and
communication technologies. Our observation on the studies
is articulated in Table III. Almost half of the studies have
already started using Medical Cyber-Physical-Systems, while
all of them are using different sort of sensors such as Body
Area Network (BAN), Personal Area Network (PAN), Micro-
Detectors (MD), Maternal ECG (MECG), Fetal ECG (FECG),
electrohysterography (EHG) and so on. Interestingly, bluetooth
is quite common as a sensor communication technology.

There are a number of factors that can affect maternal
health. These factors are characterized as external, environ-
mental, risk, physical and behavioral factors. External fac-
tors often address eating habits, maternal activities, and the
geographic location at which a pregnant woman is staying
instantaneously while environmental factors are temperature,
humidity, noise, the amount of CO2 in the atmosphere, water,
dust and etc. Risk factors are the main focusing points for ma-
ternal pregnancy risk calculation. However, behavioral factors
such as sleeping pattern, stress, diet and weight management,
smoking and drinking have hazardous relation with fetal de-
velopment and maternal health. Our observation on different
studies compares the facts in Table IV.

At last but not least the synthesis matrix focuses on
the qualitative analysis of our reviewed articles. Among the
qualitative factors, privacy stays on the top to make such
personal health care system successful. As the health care
is a critical issue, it needs a high level of safety, security
and reliability. Moreover, as the maternal health care has a
dynamic behavior over time, telemonitoring often requires self-
adaptability to make this a success. After all, maternal health
care often requires many sensors, technologies and systems to
work together. Therefore, interoperability plays an important
role in this critical issue. The comparison has been depicted
in Table V to point on some interesting research gaps.

C. Other contributions

Our study also observes the strength of a few other articles
in the discourse such that the strength can be addressed during
designing a new system.

Authors in the article [5] articulate S3, defined as safety,
security and sustainability, where safety focuses on the avoid-
ance of hazards, security on the assurance of integrity, authen-
ticity, and confidentiality of information, while sustainability
addresses the maintenance of a long-term operation of CPSs
using green sources of energy.

The article [2] introduces CPeSC3 (Cyber Physical en-
hanced Secured wireless sensor networks in 3 Cores) using
integrated cloud computing in a medical health care application
scenario focusing on 3C defined as, 1.communication core,
2.computation core and 3. resource scheduling and manage-
ment core.

Privacy issue in maternal health care system has a prevalent
impact on societal acceptance. This issue has been widely
studied in [33]. This study focuses on the services for pregnant
women at anytime and anywhere, with anything and anyone,
where the actors are pregnant women, gynecologists, and
caregivers.

The article [34] focuses on a real-time intelligent system
that uses data mining technique against continuous sensor data
kept in data center to produce service delivery. This study takes
distributed file system and privacy issue into account.

In the article [6], authors address a machine learning
approach for the early detection of the pregnancy risk based on
patterns gleaned from a profile of known clinical parameters.
It can predict and detect early complications of pregnancy
using clinical decision support system (CDSS), which uses
classification and regression trees to evaluate the risk category
of a pregnancy.

IV. DISCUSSION

As we have concentrated our study on maternal health
care, we observe the fundamental risk factors of maternal
health care. An author group, K. Horoba et al have done a
number of research on the maternal health care considering
Medical CPS and addressing important risk factors related to
a pregnant woman. To develop an MCPS based monitoring
system for maternal health care, it is always necessary to
consider the system as a critical application. Every pregnant
woman may have any two, more risk complexities, which are
usually combined to produce a final alert to the patient as well
as to the care -providers. As a critical domain, it often needs
an intervention of medical professionals.

Through our analytical review over risk factors, we have
found a research paper [6] that focuses on the automatic risk
assessment tool for pregnancy care using Clinical Decision
Support System (CDSS). They have addressed a process of
combining pregnancy risk factors to classify synthetically the
instantaneous pregnancy states as normal, moderate or high-
risk pregnancies. Our study also focuses on all of the respective
risk factors to find an interesting correlation.

Patients of pregnancy are called to be at high-risk if she or
her baby has an increased chance of a health problem. There
are thousands of risk factors for pregnant woman categorized
as physical, behavioral, environmental, lifestyle factors. As
our goal of this work is to study on maternal health care
targeting Cyber-Physical-Systems, we analyzed especially the
risk factors related to the pregnancy.

The recent advancement of medical devices, intelligent
sensors, Internet of Things (IoT), efficient telecommunication
and information based smart decision support system (DSS)
has paved a paradigm shift in maternal health care. However,
it necessitates the data filtering at a physical level, automatic
integration of filtered information before taking a decision,
avoiding data hazards, assurance of integrity, authenticity,
and confidentiality of information, data failure prevention,
sustainability using green technology are the key ideas to make
a great success of the critical mission in maternity health
care telemonitoring systems targeting Medical Cyber-Physical-
Systems.



TABLE II. STATE OF THE ART SYSTEMS

Source Maternal Fetal Telemonitoring Storage DMS
Monitoring Monitoring

mMonitoring [18] continuous ECG, CTG, STAN yes cloud yes

homeCPS [19] on demand FHR, QRS, yes hospital yes
movement, ECG surveillance center

wSensors [20] yes - yes - machine learning and
pattern recognition

fMDU [21] cardiotocograph FHR, amniotic fluid - - Butterworth filter

mMamee [22] yes - yes cloud analysis and correlation

bsAcquisition [23] GSVD FHR, movement yes hospital ICA, abdominal
CTG,QRS surveillance center signal analysis

health-CPS [24] MHR and electrocardiogram - individual cloud yes

vital sign

hTelecare [25] Uterine activity, blood glucose FHR, ECG yes hospital automated
MHR, blood pressure and oxygenation surveillance center quantitative analysis

iWSN[26] uterine contractions,respiration rate FHR yes cloud wavelet signal analysis
Pulse oximetry, hemoglobin in blood

TABLE III. USED TECHNOLOGY IN DIFFERENT SOURCES

Source CPS Sensors Communication

mMonitoring [18] - Wearable Wireless serial port, bluetooth, Zigbee,
RF433, smart-phone

homeCPS [19] MCPS BAN, PAN, maternal and fetal, Bluetooth, Zigbee, GSM,
external and environmental Internet PDA, Laptop

wSensors [20] - Mobile and wearable sensors -

fMDU [21] - Doppler ultrasound -

mMamee [22] - Smart sensors ZigBee, bluetooth

bsAcquisition [23] MCPS BAN,PAN, biosignal networked ZigBee, bluetooth
MD, MECG, FECG, EHG

health-CPS [24] MCPS Wearable BAN Internet, bluetooth

hTelecare [25] MCPS BAN, PAN, MD WAN/Internet

iWSN[26] - Mobile cardiotocograph and Internet, wireless network,
body sensors, Lilypad bluetooth, smart-phone

V. CONCLUSION

In summary of this review paper, our observations were
of three folds. We observed different risk factors associated
to maternal health care during pregnancy, while we studied
comparisons of a few proposed systems considering meta-
information of the articles, system, technology, factors and
qualitative attributes. Moreover, we observed a few other well-
designed prospective studies with the longitudinal assessment
to find out some more interesting attributes to be focused on
Medical Cyber-Physical-Systems (CPS) based maternal health
care telemonitoring system.
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Abstract—Stemming is an operation on a word that simply
extract the main part possibly close to the relative root, we define
as a lexical entry rather than an exact morpheme, by eliminat-
ing the suffixes, as they mean, without doing a morphological
analysis. Stemming is a widely used, however, a basic tool for
a language processing in the area of Information Access (IA).
Previous research on Bangla stemming has shown the capability
of eliminating a single suffix on a ‘longest match’ basis from a
word. Our proposed system has augmented the research through
introducing a recursive process to eliminate multiple suffixes
from a single word to retrieve more relevant relative root.
Our proposed algorithm contains three approaches in recursive
suffix stripping based stemming. We define them as conservative,
aggressive, and rule-based approaches. In our proposed method,
an inflectional word is stemmed in all possible ways by the
recursive suffix stripping algorithm before identifying the final
stem using the conservative, the aggressive and the rule-based
approaches. Our experiments and evaluation on a relatively larger
text corpora show the strength and efficiency of our proposed
algorithm with 92% accuracy.

Keywords—Bangla Stemmer, Natural Language Processing
(NLP), Information Access, Information Processing

I. INTRODUCTION

Natural language often contains inflectional terms or vari-
ants coming off a single lexical element, called stem. A stem
is often associated with an article, number, and other suffixes
to form morphological variances in a language. Stemming is
an operation that splits a terms into its constituent main part
and a single or a number of suffixes. Splitted main part is
not necessarily be the lexical root rather than it is another
lexical word close to the root. We call this main part of a
word as a relative root. Therefore, stemming is a different
technique than morphological analysis that splits a term into
its constituent root part and affix without doing complete
morphological analysis.

Terms with common stems tend to have similar meaning,
which makes stemming an attractive option in information re-
trieval (IR) domain. It improves the performance through aug-
mented term-weighting, document-weighting, query-document
matching, document indexing, and retrieval with query terms.
Bangla is a highly inflectional language that contains tens of
morphological variances on a single stem. However, a few
study has addressed this issue in Bangla Information Retrieval.

There are a number of stemming techniques to retrieve
word-stem in English. One of the simplest technique utilize a
list of frequent suffixes to reduce their relative roots [1], [2].
A more detailed evaluation of stemming algorithms [3] has
revealed the fact of significant improvement in the recall due
to stemming techniques against English documents. Other lan-
guages have similar stemmer to assist their IR area of research.
For the Dutch language, the suffix stripping is evaluated to find
out the effectiveness of stemming [4]. A detailed survey has
been conducted on existing techniques of stemming Indonesian
words to their morphological roots [5]. Moreover, Punjabi
language stemmer [6], Malaysian Malay language stemmer [7]
has been focusing on their languages. A more detailed survey
on stemming of Asian languages has been addressed in [8].
Ramanathan and Rao (2003) propose a lightweight stemmer
for Hindi which has performed longest match stripping with
a handcrafted suffix list [9]. Other stemming algorithms for
Information Retrieval (IR) applications have been developed
for different languages including Latin [10], Indonesian [11],
Swedish [12], Dutch, German and Italian [13], French [14],
Slovene [15], Turkish [16] and so on.

The Bangla stemming algorithms strip the suffixes using
a predetermined suffix list. Dasgupta and Ng [17] addresses
unsupervised morphological parsing to segment words into
prefix, suffix, and stem. Islam et al. [18] focus on a ‘longest
match’ basis, whereas Majumder et al. [19] uses clustering
approach to strip suffixes. Bangla is such an inflectional
language that has a tendency of containing more than one
suffices in a single stem. Therefore ‘longest match’ may
be inadequate to eliminate all suffixes from morphological
variances. To overcome this limitation, we propose a recursive
process to extract all possible stems. In our proposed stemming
technique, a candidate word is stemmed using the minimal list
of non-redundant suffixes recursively, which produces a list of
all possible stems for further analysis to detect a proper stem.

The rest of the paper is organized as follows. Section II
compares our idea with other existing related work to articulate
a research gap. Section III describes our proposed algorithm
along with some comprehensive examples of Bangla stem-
ming. Section IV includes experiments and evaluation to show
the effectiveness of our proposed stemming technique against
a relatively large corpus. Concluded remarks and some future
directions of our work is elaborated in Section V.



II. RELATED WORK

We have a few stemmer in Bangla: Dasgupta and Ng’s
morphological parser [17], a light weight stemmer of Islam et
al [18]. and Yet Another Suffix Stripper (YASS) of Majumder
et al [19].

Dasgupta and Ng (2006) proposed unsupervised morpho-
logical analysis parsed the root from Bangla words. It tried
to segmented words into prefixes, suffixes and stems with-
out language-specific prior knowledge of morpho-tactics and
morpho-phonological rules. Authors defined the parser in two
steps: inducing prefixes, suffixes and roots from a vocabulary
of a large, unannotated corpus, and segmenting morphological
variances based on these induced morphemes. The authors
evaluated their system against 4,110 human-segmented Bangla
words, and they claimed that their algorithm obtained F-scores
of 83% that substantially outperformed Linguistica, one of
the most widely-used unsupervised morphological parsers, by
about 23%. [17]

Islam et al. (2007) proposed a fancy lightweight stemmer
for Bangla and its use in spelling checker with a similar
approach as proposed in [9]. The authors developed a suffix
list and their proposed algorithm stripped the suffixes using the
predetermined suffix list. It stripped a morphological variant
based on the ‘longest match’ basis. They had collected a total
of 72 suffixes for verbs, 22 for nouns and 8 for adjectives for
Bangla language. The proposed stemming algorithm was pri-
marily used for operating on inflections reducing derivationally
related terms to the same stem. [18]

Yet Another Suffix Stripper (YASS) was a statistical ap-
proach developed by Majumder et al. (2007) [19]. The pro-
posed algorithm used clustering techniques based on string
distance measure. The authors claimed that it required no
prior linguistic knowledge to improve recall of Information
Retrieval (IR) systems against Indian languages. YASS was
based on string distance measure. It managed to cluster a
lexicon from a text corpus into homogeneous groups. Each
group was expected to contain similar morphological variants
of a single root word. They used Graph-theoretic clustering
algorithm in their experiments.

III. PROPOSED METHOD FOR BENGALI STEMMING

Bangla words may contain multiple suffixes in a single
stem. For example, the word “nirapottahInotai” contains three
different suffixes ‘hIno’, ‘ta’, ‘i’. In these cases, a ‘longest
suffix based’ single stripping may not be sufficient. Therefore,
we propose a recursive suffix stripping. We have developed a
novel stemming technique based on three different approaches:
conservative, aggressive, and rule-based. In conservative ap-
proach, we always ensure the stripped word to be in the
predefined root list. However, aggressive approach always tries
to eliminate all possible suffixes available in the word. The
rule-based approach considers those suffixes whose identified
patterns are different than the stripping patterns. Each of them
has been elaborated in the following subsections. Before going
into details of our algorithmic approach, we concentrate on the
study of Bangla suffixes.

A. Suffix Study

Bangla is a highly inflectional language with many in-
flected forms of verbs, noun, adjective, and adverbs [18].
However, we have observed the suffixes from three different
aspects. Some suffixes identify a specific class of words, like
verbs. Some words contain pseudo-suffixes, which are not
actually suffixes, rather they are part of the words. We have
identified this type of suffixes and their stems or relative roots.
We take these suffixes into consideration while working with
conservative technique. We have considered 105 suffixes for
our conservative approaches.

Moreover, we have observed a good variety of words,
coming from noun origin or different language family contains
218 different suffixes for their variations due to articles,
numbers, parts-of-speech conversion, and so on. These suffixes
are used in aggressive approach of stemming.

Apart from this, there are a few suffixes, which have
different nature than the suffixes described above. In case
of these suffixes, we use a pattern in suffix identification,
however, we hardly strip the whole suffixes. We strip quite
differently from the word. For example, ‘borrShay’. Here we
identify ‘ay’, but we strip only ‘y’. We use these suffixes in the
rule-based approach. For the time being, we have used three
different suffixes in this rule-based approach.

B. Recursive Suffix Stripping Algorithm

As we already described a word ‘nirapottahInotai’, which
contains three suffixes. Some other word may contain a single,
or two suffixes. In order to remove the undefined number of
suffixes, we have introduced a recursive Algorithm 1 to strip
the suffixes repeatedly from the morphological variances to
extract stem.

Algorithm 1: rsStripping(word, suffixes[], stems): An
algorithm to strip all possible suffixes from a word

Input: word:to be stripped; suffixes[]: suffixes to be
stripped; stems: vector of all possible stems

Output: Candidate stems list
1 if (word.length()<3) then
2 return;
3 for each suffix ∈ suffixes do
4 if (word.endsWith(suffix)) then
5 stem=word.strip(suffix)
6 if (stem.length()<2) then
7 continue;
8 if (lastChar(stem)==0x09CD) then
9 continue;

10 stems.add(stem)
11 rsStripping(stem, suffixes[], stems)
12 end

According to Recursive Suffix Stripping Algorithm 1, we
take two data as input, (word to be stripped and list of suffixes)
and one reference address (call-by-reference) that contains
a possible list of stems. The base criteria of the recursive
function is stated at line 1. Then a simple iteration starts for
all suffixes (refer to line 3). If the word contains a suffix at
the end (see line 4), algorithm strip it from the word to make a



stem (line no. 5). However, if the length of the stem becomes
less than 2 (as line 6), or the last character is ‘hosonto’ (refer
to line 8) then the stem is not acceptable and starts processing
for the next suffix. Otherwise, the stem is added to the stems
vector (line no. 10) as a candidate stems and the function starts
recursively for the stem word (see the line no 11).

C. Conservative Stemming

In conservative stemming, we use the Recursive Suffix
Stripping Algorithm 1 with the predefined list of suffixes.
Then the Algorithm 1 produces a vector or a list of candidate
stems. Here, we only consider the stems, which are available
in the root repository. This approach is called conservative as it
only accepts the predefined set of forms (or roots). Among the
short-listed stems, the stem with the smallest length is returned.
Currently, we have 459 verb stems and 28 other stems in the
root repository.

D. Aggressive Stemming

Aggressive stemming approach uses the same Recursive
Suffix Stripping Algorithm 1 with a different set of predefined
suffixes. Similar to the conservative approach, the Algorithm 1
produces a list of candidate stems. Unlike conservative ap-
proach, we consider all the stems and find the smallest length
stems. In fact, the largest suffix has been removed aggressively.
That is why, this approach is called as an aggressive approach.

E. Rule-based Stemming

Unlike conservative or aggressive approach, rule-based
stemming is primarily applied for a separate list of suffixes. In
reality, suffixes used in this list usually found at the end of a
word. Therefore, we apply the first iteration of the algorithm
as the rule-based approach, however, it becomes nothing but
an aggressive approach after the first iteration. Evidently, rule-
based stemming approach takes the essence of the aggressive
approach.

Algorithm 2: ruleBasedStripping(word, rsuffixes[][2],
asuffixes[], stems): An algorithm to strip all possible
suffixes from a word

Input: word:to be stripped; asuffixes[]: aggressive
suffixes to be stripped; rsuffixes[][2]: suffixes
for rule-based approach; stems: vector of all
possible stems

Output: Candidate stems list
1 if (word.length()<3) then
2 return;
3 for each suffix-pair ∈ suffixes do
4 if (word.endsWith(suffix[i][0])) then
5 stem=word.strip(suffix[i][1])
6 if (stem.length()<2) then
7 continue;
8 if (lastChar(stem)==0x09CD) then
9 continue;

10 stems.add(stem)
11 rsStripping(stem, asuffixes[], stems)
12 end

According to Rule-based Algorithm 2, we take three data
as input, (word to be stripped, rsuffixes[][2] be the suffixes
of n×2 array for rule-based approach, and asuffixes be a list
of suffixes for aggressive approach) and one reference address
(call-by-reference) that contains possible list of stems. The
base criteria of the recursive function is stated at line 1. Then
a simple iteration starts for each suffix-pair (refer to line 3).
If the word contains a suffix suffix[i][0] at the end (see line
4), algorithm strip suffix[i][1] from the word to make a stem
(line no. 5). However, if the length of the stem becomes less
than 2 (as line no. 6), or the last character is ‘hosonto’ (refer to
line 8) then the stem is not acceptable, and starts processing for
the next suffix-pair. Otherwise, the stem is added to the stems
vector (line no. 10) as a candidate stems and the function calls
Recursive Suffix Stripping Algorithm 1 for aggressive suffixes
that start recursion to find stem (see the line no. 11).

F. Proposed Stemming Algorithm

We have already discussed all of the components of our
stemmer: the conservative approach, the aggressive approach,
and the rule-based approach. Now, we put all the components
together to extract a stem from the word. As an aggregation, we
maintain three separate suffix-sets, conservative suffixes[],
aggressive suffixes[] and rule suffixes[][2] and roots as
a vector repository of some selected roots.

Algorithm 3: getStem (word): An algorithm to find stem
of a given word

Input: word:to be stripped; conservative suffixes[]:
suffixes usually associated with verb and
dictionary words; aggressive suffixes[]:
suffixes that can be associated with any words;
rule suffixes[][2]: suffixes that have
distinguished identification part and strip part;
stems: vector of a stem(s); stem: a relative root
of a word; roots: vector of selected roots

Output: Stem of a given word

1 rsStripping (word, conservative suffixes[], stems);
2 stem=conservativeStemming(stems,roots);
3 if (stem!=null) then
4 return stem;
5 ruleBaedStripping(word, rule suffixes[][2],

aggressive suffixes[], stems)
6 stem=aggressiveStemming(stems)
7 if (stem!=null) then
8 return stem;
9 rsStripping (word, aggressive suffixes[], stems);

10 stem=aggressiveStemming(stem);
11 if (stem!=null) then
12 return stem;
13 else
14 return word;

According to the Recursive Suffix Stripping Algorithm 1,
line no. 1 of the Algorithm 3 produces a vector of stems.
The function conservativeStemming() at line 2 checks
availability of every stem ∈ stems in the roots. If it finds any
match, it returns the smallest stem, otherwise returns null. Line
3 states the fact straight forward. It is like greedy method, out



of the three approaches, if any earlier approach finds some
solution, the rest is discarded (as line no. 3, 7, and 11).
ruleBasedStripping() function also generates a vector of
stems (line no. 5). The role of the aggressiveStemming()
is nothing but finding the smallest stem in stems blindly.
Therefore, the smallest stem is extracted in line 6. However,
if the stems is empty, then stem must be empty or null,
which means that the ruleBasedStripping() is unsuccessful
in finding any stem. According to line 9, the rsStripping()
function is applied to generate a list of candidate stems,
then the aggressiveStemming() produces the smallest stem
unless vector stems is not empty. If all the steps above fail,
the algorithm returns the original word as stem as stated in
line 14.

IV. EXPERIMENTS AND EVALUATION

To evaluate the effectiveness of our proposed Bengali
stemmer, we create a larger dataset by crawling news article
from a popular Bengali daily news paper, “The Daily Protho
Alo” 1. The dataset contains almost 0.78 million words with 62
thousand distinct words. Our stemmer reduced this 62 thousand
words into 32 thousand stems.

TABLE I. BASIC STATISTICS ABOUT DATASET

Topic Quantity

Number of documents 3772
Number of total sentences 64972

Number of distinct sentences 58058
Number of total words 779064

Number of distinct words 62367
Number of extracted stems 32074

In Information Access (IA) research, a document is con-
sidered as a vector of distinct words. Therefore, our proposed
stemmer certainly reduces the vector dimensions by an al-
most half, which may increase the performance twice faster.
Moreover, among the 31074 extracted stems 29479 stems are
closely accurate, which means that almost 92% extracted stems
are accurate with a minimal root repository. This experimental
result shows its strength and efficiency against other available
systems.

V. CONCLUSION AND FUTURE DIRECTION

In this paper, we proposed an efficient and effective method
for Bengali stemming based on three different approaches
(conservative, aggressive, and rule-based) during stemming.
Firstly, conservative stemming addresses mainly verbs and ex-
ceptional words heavily affected by stemmer. In this technique,
459 verb roots and 28 exceptional word roots are collected to
form a small repository. The conservative stemming approach
only considers the stems available in the repository. As the
name suggest, the fundamental criteria of the conservative
approach are that it does not allow stems beyond the predefined
root-set. In the aggressive stemming approach, suffixes are
eliminated repeatedly until the last suffix being removed. As
the name suggests it finds the smallest length stems through
eliminating the largest suffix from the word aggressively.
Other than these two techniques, rule-based approach focuses
on some right most suffixes, where stripping suffixes are

1http://www.prothom-alo.com

different than the identified patterns. Rule-based approaches
is a bit modified aggressive approach. With the essence of
these three techniques, our novel stemming algorithm becomes
unique and efficient for Bangla. We have experimented against
a relatively larger dataset containing 0.78 million words in
a 3772 real news documents dataset. The dataset contains
heterogeneous words, of which many have been imported from
different languages. In spite of the heterogeneous nature of
our dataset, we achieved 92% of accuracy. However, because
of the aggressive approach, we have observed several over
stemming, which can be our future direction. Moreover, we
will also focus on more purified suffixes and enlarged root
repository containing most of the exceptional words.

APPENDIX

Our stemmer can be downloaded from our laboratory
page http://skeim.org/projects-download/. It is a runnable *.jar.
Anyone can utilize this software not only his Information
Access (IA) research project, but also make use of it as
an application. The short description on operation has been
depicted in Table II. The basic command reflects:

java − jar jSkeimStemmer.jar < parameter > < data >

The basic operations has been articulated in Table II.
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Abstract— E-Commerce became popular among the affluent 

people in the world. However, a big portion of the population of the 

world cannot enjoy the advantages of e-commerce service because 

they do not have (1) access to online catalog (2) payment system to 

pay for online purchase (3) home delivery infrastructure in their 

community. This scenario ultimately increases the BoP penalty 

(people at Base of the Economic Pyramid pays more than the urban 

affluent people for the same product). This article introduces the 

existing e-commerce operation model and outline the barriers that 

limit its expansion to cover the underserved community. The recent 

penetration of 3G technologies and smart phones allow the 

villagers to access to internet based e-commerce services. 

Availability of mobile money transfer service made it easier for the 

villagers to make remote payments. A significant number of e-

commerce start-ups opened new windows for people in the urban 

areas to enjoy e-commerce services. The remaining biggest hurdle 

for the villagers is now the delivery mechanism in the rural areas in 

a cost effective way. We take this challenge to reduce BoP penalty 

by delivering goods in a cost-effective way. In this article, we 

propose a model to deliver the ordered product to a nearby service 

point. The model studies the required products in the village and 

their demand frequencies. Our approaches are 1) Collecting group 

order and 2) Efficient delivery mechanism. We have two 

experimental sites (population more than 0.3 million people in each 

site) in Bangladesh. We have simulated our model with a social 

good and found that 112.5% BoP penalty can be reduced in an ideal 

situation. 

Keywords—BoP Penalty; ICT; E-commerce; Last mile 

delivery; GramWeb 

I. INTRODUCTION 

Currently, there are 4 billion people at the BoP (Base of the 

Pyramid), comprising 69% [1][2] of the world population. 

Despite their low income and limited purchase capacity, they 

make frequent purchases within their limited spending 

power. The people at the BoP often pay higher prices for 

basic goods and services than do wealthier consumers [3]. 

Considering the definition of BoP penalty we can draw 

following equations: 

BoP penalty = Premium price – Original price……..(1) 

Poverty premium = 
𝑃𝑟𝑒𝑚𝑖𝑢𝑚 𝑝𝑟𝑖𝑐𝑒

𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝑝𝑟𝑖𝑐𝑒
 times…………(2) 

 



 

 

Original price of a product or service is the price determined 

by the seller of that product or service in a competitive 

marketplace. On the other hand Premium price is the 

increased price of the same product or service in a remote 

area due to extra delivery cost added with the original price 

of the product or service. From equation 1 we find BoP 

penalty is the difference between premium price and original 

price which is measured in monetary unit. In equation 2 

poverty premium is the degree of price difference. For 

example, if a product’s price in a competitive market place 

is 10 dollars and the price of that product in a remote area is 

15 dollars then poverty premium would be 1.5 times and 

BoP penalty would be 5 dollars. Table 1 shows some 

practical examples of BoP penalty and poverty premium in 

Bangladesh perspectives. 

 
Table 1: Examples of BoP Penalty 

Item Bheramara 

(Rural) 

Dhaka 

(Urban) 

Poverty 

Premium 

(times) 

Mineral water 

(500 ml) 

20 taka 15 taka 1.33 

Blood glucose 

test 

300 taka 150 taka 2.00 

Rice (per kg) 60 taka 50 taka 1.20 

Cost disparities between BoP consumers and the rich in the 

same economy can be explained only by the fact that the 

poverty penalty at the BoP is a result of inefficiencies in 

access to distribution and the role of the local intermediaries 

[4]. Table 1 shows three examples that describe how people 

in a rural area buy same products or services in higher prices 

than the people live in an urban area.  

 

Rural E-commerce can be used as a tool to reduce BoP 

penalty. It will enable villagers to purchase products from a 

village at any time of the day and get the desired products 

delivered to their doors. It saves time, money and labor [5]. 

A product seller can upload the product information on the 

web and can breach the boundaries of the local market to 

reach the customers on a global scale. A customer, on the 

other hand, can search for the desired product in a much 

more extensive selection space, and find a suitable product. 

In this way, e-commerce brings benefits for both the buyers 

and sellers as indicated by the trend in e-sales.  

 

In order to purchase a product through a web-based e-

commerce service, a customer needs access to the internet 

and an online payment mechanism, typically a credit card. 

Presently 40% of world population has access to the internet 

[6]. Fig. 1 shows a big gap between the users of internet in 

developed world and developing world. Four billion people 

from developing countries remain offline, representing 2/3rd 

of the population residing in developing countries [7]. Out 

of 940 million people living in the least developed countries 

(LDCs), only 89 million use the internet, corresponding to a 

9.5% penetration rate [7]. Similarly, most of the people of 

developing and least developing countries are unable to use 

credit cards due to the rules and regulation which are also 

designed targeting the rich people of our society. However, 

mobile money transfer is becoming popular to the local e-

commerce companies which is replacing the need of credit 

card in the developing and least developing countries. Still, 

product delivery in a cost-effective way is the biggest 

challenge at the BoP community.    

Toyota Motor Corporation and Kyushu University in Japan 

are jointly carrying out a research to create values by 

introducing two community cars in two experimental sites. 

Grameen Communications in Bangladesh is supporting the 

experiment. A 10 seated Toyota Hiace vehicle carries 4 

major services (healthcare, education, learning and 

purchase), we call it SSW (Social Services on Wheels) 

project [8]. In this research, we use this experimental 

platform to verify our rural e-commerce model. Our aim is 

to reduce BoP penalty. We design an ICT based product 

delivery mechanism and deliver social goods. By social 

goods, we mean the products that are required in the 

community, can solve a social problem and can create a big 

social impact.  People may be unaware of the product or the 

purchase volume is not big enough to justify financial 

benefits to attract a local seller. Examples of these social 

products are: malaria preventive mosquito nets, energy 

efficient bulbs, sanitary napkins for females, medicines etc. 

These products are available in Dhaka city but not widely 

introduced or sold in local markets. In our proposed e-

commerce system, we develop a villager-friendly online 

catalog to list the basic products and update the catalog based 

on villagers’ needs.  

 

Two experimental sites are in two districts in Bangladesh. 

One is in Kalhitari Upazila under Tangail district (105 km 

away from the capital Dhaka city) and the other one is in 

Bheramara Upazila under Kushtia district (235 km away 

from the capital Dhaka city).  

 

Figure 1: Internet Users Worldwide 



 

 

Table 2: Demographic information of experimental sites 

 Site-1 

(Kalihati) 

Site-2 

(Bheramara) 

Population (million) 0.41 0.2 

Area (sq. km.) 295.6 153.7 

Population Density (sq. 

km.) 

1388 1302 

Distance from Dhaka City 

(km.) 

105 235 

Courier delivery service 

point (km.) 

8 to 18 2 to 14 

Number of mobile phones 

(million)* 

0.18 0.09 

Percentage of people know 

about e-commerce 

Under 

survey 

Under 

survey 

Availability of Smart 

Phones (million)* 

0.0144 0.0072 

Percentage of young (10-24 

years) population (million)* 

0.13 0.062 

*Estimated 

We have identified the following reasons for the increased 

BoP penalty- (1) poor distribution network (2) low 

frequency of demand (3) unnecessary intermediaries in the 

supply channel. We argue that the penalty can be reduced 

completely or partially if the following can be implemented- 

(1) group purchase (2) group delivery. Group purchase and 

group delivery will increase the delay but will reduce the 

total cost of the product.  

 

Section II introduces the traditional e-commerce system 

wherein the participation of the local villagers are missing. 

Section III describes the obstacle of delivery model where 

the BoP penalty affects the most. Section IV explains our 

proposed model. We came up with a scheduling mechanism 

for group purchase, group distribution model in order to 

reduce the product cost i.e. BoP penalty. We summarize our 

findings in section V.  

 

II. TRADITIONAL E-COMMERCE SYSTEM 

We study traditional e-commerce system to understand most 

important e-commerce components and major stakeholders 

of e-commerce. Fig. 2 shows a typical e-commerce model. 

There are three major stakeholders in the present e-

commerce system: 

Buyer: In a web-based e-commerce system, a buyer visits 

the product website, selects the product, and makes the 

payment by credit card, PayPal or other online transaction 

system.  

Seller: A seller is a website that interfaces with buyers. Such 

a website offers a product catalog, an interactive interface to 

receive customers’ preferences, a shopping cart system for 

the purchasing process and an online payment system. The 

website needs to ensure a secure system to handle customer 

information. 

Supplier: A supplier receives purchase orders through the 

web, checks the payment process, and ensures the delivery 

of the product and post-sales services. A supplier can be a 

producer of the product, its representative, an agent or a 

distributor. 

There are three components of e-commerce essential to 

operate its function by the stakeholders. They are: 

a) Internet accessibility to explore online product 

catalog 

b) A payment mechanism such as credit card, mobile 

money transfer etc. 

c) Home delivery mechanism to transport the 

purchased product from supplier’s point to buyer’s 

point. 

Therefore, the model can work only in places where the basic 

infrastructure of e-commerce is ready. Unfortunately, the 

remote locations and low income people are not included in 

the customer list of the current e-commerce system. 

However, recent internet penetration and popularity of 

mobile money transfer in developing countries are triggering 

its popularity in the rural areas. E-commerce service lies 

incomplete for the rural people of developing countries due 

to lack of proper home delivery mechanism. In the next 

section, we explain current product delivery scenario for 

rural e-commerce in Bangladesh. 

III. THE BIG OBSTACLE 

In Bangladesh, there is an established product distribution 

channel among city areas of different districts through 

Figure 3: Existing Product Delivery Mechanism 

Figure 2: Traditional E-commerce System 



 

 

different courier service companies. E-commerce service is 

also getting popular in those areas. From the city areas 

products are delivered to the sub-district branches using 

rental transport facility but still with the responsibility of the 

courier service companies. However, there is a big gap of 

delivering products from the sub-district office to the rural 

households. From Fig. 3 we find using the courier service 

channel, products are transporting to Dhaka (central depot.) 

from divisional level. From Dhaka, the products for Tangail 

district are sorted and transported. From Tangail, products 

are again sorted and transported to Kalihati, a subdistrict of 

Tangail. From Kalihati, social goods are delivered to the 

rural service points using the GramCar of Toyota-SSW 

project. In next chapter, we discuss in-detail about social 

goods, GramCar and Toyota-SSW project.   

 

IV. OUR APPROACH: SCHEDULING OPERATION TOWARDS 

MAXIMUM UTILIZATION OF RESOURCES 

 

In order to reduce the BoP penalty, we have identified the 

following items – (1) number of products to be ordered from 

the same area (2) distance from the existing courier service 

point.  

 

For our pilot study, we used the research platform of 

GramCar, a joint research project of Kyushu University and 

Toyota with the help of Grameen Communications in 

Bangladesh. They are carrying out an experiment in 

Bangladesh to evaluate whether a vehicle can carry multiple 

services to the villagers’ doorstep. The social services are 

healthcare service (e-health, virtual blood bank), mobility 

service (college bus, emergency transport, and demand 

responsive transport), education service (e-learning) and 

social goods delivery. At the rural sites the village car 

entrepreneur (VCE) operates the services with direct support 

of urban head office including doctors call center, database 

management, software development and maintenance, social 

goods collection and supply, training of rural staffs, 

promotional design and all other logistic support. 

Under social goods delivery service a community car carries 

social good samples, Wi-Fi tablets and SSW ICT trainer to 

the service point. Social goods include, sanitary napkins and 

underwear garments, energy efficient bulbs, solar torches 

and charges, and mosquito nets and repellents. The social 

good samples allows the villager’s to see the purchasable 

items. The villager and SSW ICT trainer use a catalog to 

access online purchasing opportunities. To overcome any 

illiteracy issue, a catalogue with pictures and prices are 

shown to the villagers. The customer selects which items he 

or she wishes to purchase and the ICT trainer makes the 

order online on the customer’s behalf. The ordered products 

are delivered to the service point one week later by the 

community car. 

A. Shared Resource, Shared Cost 
In our model sites, the GramCar visits different service 

points in the community in a scheduled basis. The service 

points are scheduled in such a way as one service point 

serves the rural people once a week. Utilizing the empty 

space of the GramCar the social goods are delivered once a 

week in a specific service point without spending any extra 

money on last mile product delivery.  

B. Product Selection 
We select products based on the demand of rural community 

that adjusts with our delivery mechanism. Perishable 

products are excluded from the product list as the products 

are delivered one week after order placement. Products are 

also selected which have the attribute of solving rural 

problems. Locally unavailable products are included in the 

product list to save money, time, and effort of the rural 

people. Identifying community demand is an important task. 

We are analyzing different online/offline activities of rural 

people such as healthcare receiving, movement for family 

shopping, farming activities and so on. We are analyzing the 

data that we receive from ICT based social services as well 

as the data from different offline sources such as 

questionnaire survey and observation. Based on the analysis 

we carefully include new products in the product catalog. 

Fig. 4 shows a model of community specific online catalog. 

It will be prepared after the completion of community data 

analysis. The catalog will be displayed in GramWeb 

platform. GramWeb is an information platform for low-

literate people that connects each and every villages of 

Bangladesh.  

 

C. Service Point Optimization 

We plan and implement different service point models to 

design an appropriate product delivery mechanism for the 

rural community. Fig. 5 shows the model of bi-weekly and 

weekly service points which are already applied in the 

experimental sites. In the bi-weekly model the vehicle visits 

10 service points in the community per month. One service 

point deliver social services once in every two weeks.  
 

Figure 4: Model of a Community Specific Online Catalog 



 

 

On the other hand, under the weekly service point model the 

vehicle visits and deliver social services to 5 service points 

per month. One service point is repeated once a week. 

Findings from our experiment on the above mentioned 

weekly and bi-weekly service point models are the bi-

weekly service point model serves more new people than 

weekly service point model while weekly service point 

model serves more repetitive customers.  

 

 

In order to increase service frequency in the rural community 

we are working on a new service point model (Model-3). 

Under this model the vehicle will touch 6 service points in 

one day. There will be total 30 service points and every 

service point will be repeated after one week.  

 

Table-3 shows a comparison chart among different service 

point models. 

Table 3: Different Social Goods Delivery Service Point Models 

Measuring items Model-1 

(weekly) 

Model-2 

(bi-weekly) 

Model-3 

(proposed) 

Visiting 

frequency (per 

month per service 

point) 

4 times 2 times 4 times 

Total service 

points in one site 

5 service 

points 

10 service 

points 

30 service 

points 

Total customer 

reach (per Month) 

1000 

households 

2000 

households 

6000 

households 

Maximum 

product delivery 

time required 

7 days 14 days 7 days 

 

D. Social Goods Delivery Operation 

Current social good delivery operation is shown in fig. 6. 

The process starts from customer order placement. The 

village car entrepreneur (VCE) transfers the order 

information to the head office. The supplier receives the 

product request from the head office. Product delivery is 

taken place in an opposite direction. The payment flow is 

similar to the order flow which means it starts from the 

customer and ends at the supplier. Mobile money transfer 

technology is currently using for the payment mechanism. 

 

E. Group Delivery to Reduce BoP Penalty 

Aschorjo moshari, a long lasting insecticide-treated 

mosquito net, is now available in Bangladesh to protect from 

a mosquito borne disease malaria. The customers can buy 

one mosquito net from the urban market at 850 Bangladeshi 

Taka. If the product is ordered from the remote area of rural 

Bangladesh through e-commerce site it will add additional 

100 Taka and will be delivered until the sub-district level. 

They have to travel all the way through uncomfortable 

transport which will add additional money, time and labor. 

We have selected this product to deliver at the remote area 

of rural Bangladesh. We receive a group order from the rural 

entrepreneur. We collect the product from the supplier at 

Dhaka with a wholesale price 625 Taka. We send through 

existing courier service. The courier company delivers the 

package up to the sub-district point and charge 200 Taka for 

10 mosquito nets. SSW-GramCar collects the mosquito nets 

and distribute it at the rural service points. The rural 

consumers who ordered the product previously collect it 

from their nearest service point.  

 

By analyzing customer demand and collecting group order 

we can buy the mosquito net from the supplier at wholesale 

price and can send them in reduced delivery cost by 

distributing the cost among multiple products. Fig. 7 shows 

total delivery cost for 1 mosquito net from supplier to the 

service point is 38 Taka only. We sell one mosquito net at 

750 Taka. From this experiment we find the rural consumers 

are able to buy the mosquito net by reducing the BoP penalty 

more than 200 Taka with reduced time and effort as well.      

 

Figure 6: Social Goods Delivery Operation 
Figure 5: Service Point Design (Bi-Weekly and Weekly) 



 

 

 

           Figure 7: Financial Projection of Product Delivery 

 

V. SUMMARY AND CHALLENGES  

The article focused on the issue of BoP penalty. This article 

showed a way to reduce the BoP penalty by improving the 

prodoct delivery mechanism. We focused on the efficient 

product delivery mechanism and last mile delivery problem 

and came up with group delivery methotd after analyzing 

community demand. We simulated the model in two rural 

areas in Bangladesh to verify our model. Considering 

equation 1 of measuring BoP penalty and we found that BoP 

penalty for mosquito net is -100 taka which means neither 

the BoP penalty is reduced partially nor fully, rather we 

could deliver the mosquito net at a lower price than the urban 

marketplace price. The BoP penalty was reduced by 112.5%.  

The challenges we faced in delivering social goods outlined 

below:  

 Individual purchase is more popular than group 

purchase. Due to lack of promotion and/or source 

of information people are less aware about the 

benefit of group purchase. 

 

 Many people do not know about the advantages and 

the risks of e-commerce system. In the country, 

there are lot of fake items on e-commerce sites and 

there is no good platform to take care of post sales 

claims.  

 

 Not all the products can be sold through e-

commerce systems. Perishable products will not be 

popular until we have a safe and secure delivery and 

storage mechanism. 

 

 Mobile money transfer is not secure yet. 

Technology needs to be improved to gain the trust 

of the people for mobile money transfer. 

 

 Traditionally people are not accustomed with the 

culture of pre-paid system for unseen products. 

 

 The online catalog needs to be villager friendly. 

Consumers trust on buying certain goods that they 

can’t touch previously. Rural people checks the 

quality of the product by touching, tasting or 

taking closer look. The online catalog does not 

have a product before making a purchase decision. 

But in e-commerce shopping such kind of option 

is absent. 
 

Our next step will concentrate on the following 

items. 

 Prepare a community specific online catalog based 

on community demand. 

 Evaluate the new model with increased service 

points. 

 Outline the requirements to establish strategic 

alliance with new suppliers based on the demand 

of rural people. 

 Estimate the reduced BoP penalty for newly added 

products. 
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Abstract—   Most of the cardiac disorders are arise due to 

irregular rhythm of the heart.  Irregular heartbeats leads to 

abnormal PQRST values which can be traced from patient’s 

ECG.  This paper presents an automatic ECG signal processing 

system for detecting cardiac disorders as part of telemedicine 

application. The proposed system acquires ECG signal, 

processes it and extracts important parameters like PQRST to 

detect heart abnormalities.  This system also includes an 

integrated remote transmission module by which recorded data 

can be transmitted over the internet to the central healthcare 

database system.  The proposed system has been designed using 

Labview application software, MATLAB and C programming 

language and tested on ECG database obtained from MIT-BIH 

and synthetic ECG generated by NI DAQ device. 

 

Index Terms— Heart disease; ECG; Virtual instrument; G-

server; QRS complex; Telemedicine; DAQ. 

I. INTRODUCTION  

 Predicting and diagnosing heart diseases such as sudden 
cardiac death (SAD), pulmonary diseases, AV block etc 

through ECG has become one of the major topics in the field 

of medical science and biomedical engineering. Electrical 

activity of the heart can be traced using ECG which appears 

as periodic signal. A complete ECG cycle is marked as P 

wave, QRS complex, T wave and sometimes U wave. 

Diagnosis is performed based on these extracted features.   So, 

precise and accurate extraction of ECG signal is always 

essential as it provides invaluable information to the 

physician that helps them reach at better diagnosis decision 

and treatment for the patients. 
 According to medical terms, most of the important 

information can be derived from the P wave, QRS complex 

and T wave. These parameters are divided into PR interval, 

PR segment, QRS interval and ST segment as shown in 

figure 1. However, due to baseline wandering, power line 

interference, noise and amplitude of T wave similar to QRS 

complex create problems to separate each of this parameter 

properly and accurately. 

Several research activities have been dealing with the 

detection of the above mentioned ECG parameters. Various 

kinds of special digital filters [1-4] have been proposed to 

detect ECG features. Pan and Tomkin’s proposed [5] 
algorithms analyze peak value to recognize QRS complex. 

Multiscale Wavelet Transforms [2-4] also proposed by many 

researchers. First derivative based Slope Vector Waveform 

(SVM) [7] was proposed to detect the complex points. Pattern 

or template based methods [6] are discussed for detection of 

R point. All of the proposed method [8-13,28] requires large 

mathematical calculation and thus computational overhead 

became an issue for these proposed methods.  

The concept of remote healthcare system or Telemedicine 

has been introduced in the last few decades. Telemedicine 
system has gained a huge attention due to its huge potential 

and application [15]. As a result, the number of implemented 

telemedicine system has been increasing [15-17]. Generally, 

this system takes the patients data sent it to the central system. 

The central system processes the data to detect diseases (if 

any). A real time monitoring option is also included in some 

system [18-22, 25-27]. Central health system needs a good 

amount of time to process huge data of different patients and 

provide report to each patient. Real time monitoring is only 

available when the physician is present on the other side of 

the system. This scenario may increase the suffering of the 

patient especially with cardiac disorder if not detected at an 
initial stage. Detection of diseases within the system itself 

based on patients data can be a possible solution of the 

problem mentioned above.  

In this paper, fast and simple techniques have been 

employed to extract ECG parameters and detect cardiac 

disorder. First simple digital filters are used to remove noise. 

Then Wavelet analysis has been applied for further de-noise 

the signal and remove baseline wandering. From the clean 

ECG, it is easy to extract important ECG parameters using 

threshold method. All of the signal processing has been done 

using Labview in conjunction with MATLAB [2] and C 
which makes the proposed system less computationally 

intensive compared to the others.  After successfully extract 

the ECG parameters, a comparison is done with the normal 

ECG parameters. Any mismatch will indicate abnormality in 

the current ECG. In addition, the proposed system also 

includes a web based telemedicine module which can be used 

for real time doctor-patient interaction and also for sending 

the recorded data to the central remote station for further 

verification. 

 

Fig 1. Different segments of ECG [24] 



II.  STRUCTURE OF THE PROPOSED SYSTEM 

The general structure of the proposed system is shown is 

figure 2. The system is divided into four major segments 

which are described here: 

1)  Data acquisition and generation module:  This module 

takes ECG data from different sources. Sources include real 

time ECG data from the electrode through DAQ and from 

different ECG databases. In this work, ECG data are taken 

from the MIT-BIH[30] database and used this data to 

generate ECG signal through the analog output of the DAQ. 

The purpose of the generating ECG signal through DAQ is to 

include the effect of noise and interference of different 
sources in the signal. 

2)  Pre-Processing Unit: This module consists of lowpass 
and bandpass digital filters. These filters are used to remove 

the noise which is added to the signal. After that Wavelet 

analysis is applied to make the signal noise free which is 

shown in figure 3 [a,b].   

 

 

Fig 2. Structure of the proposed system 

3)  ECG features Extraction unit: When the noise free 
signal enters this module, it started detecting peaks/valleys 

[21-22] of the signal. Based on threshold method this module 

extract P,Q,R,S and T points. This unit also calculates R-R 

interval to calculate heart beat rate. For each ECG wave the 

threshold values are given in the table 1 and shown in figure 

4. 

 

 
                                                        (a) 

  

   

   
(b) 

Fig 3. a) Noisy ECG b) Filtered ECG 

                                                        TABLE I 

                                                Threshold values 

ECG parameter Amplitude(mV) 

P-wave 0.25 

R-wave 0.8-0.12 

Q-wave 25% of R wave 

T-wave 0.1-0.5 

 

4)   Web based communication and transmission module:  
The unit utilizes the G-server which is included in the 

labview application software. With the G- server the recorded 

data can be sent to central system or database. In critical 

situation where emergency steps are required, this module 

can provide a real time doctor-patient communication 

interface.      

 

Fig 4. ECG feature extraction method 

III.  DETECTION OF HEART ABNORMALITIES 

 Any changes in ECG parameters from their normal values 

reflect cardiac disorders. For example, any elongation in PQ 

segment and QT interval indicate heart block and congenital 

disorders.  After the extraction of ECG parameters, this 

system compares the values with the predefined normal 

values and indicates corresponding diseases (if any) from the 

current ECG. Table 2 shows the normal values of ECG and 

Table 3 shows the abnormal ECG values with associate 

diseases.    

    Primarily, heart diseases that the proposed system can 
detect are enlisted below with the detection technique and 

Figure 5(a,b,c,d,e) shows the enlisted diseases waveform.  

 

 1) Tachycardia: Resting heart rate exceeds more than 100 

bpm. But the upper limit is 150 bpm.  From R-R interval the 

heart rate (HR) can be calculated to detect tachycardia. 

 

 2) Bradycardia: HR falls less than 60 bpm and can be 

detected as mentioned above.  

 



3)  Hypercalcemia: QTc interval time is less than 0.32 sec 

 

4)  Hypocalcemia: QTc interval time is greater than 0.44 

 sec 

5)  Atrioventricular block: PR interval is greater than 0.20 

sec 
 
                                                 TABLE II 

                                  Normal ECG parameters 

 
Parameter Duration (sec) 

P wave 0.06-0.11 

PR Interval 0.12-0.20 

PR Segment 0.08 

QRS Complex <0.12 

ST Segment 0.12 

QT Interval 0.36-0.44 

T wave 0.16 

      

                                                 TABLE III 

                         Abnormal ECG parameters and its Effect 

 
Abnormal parameter  Heart disease 

Increased HR Tachycardia 

Decreased HR Bradycardia 

Increased  PR AV block 

Long QT interval Hypocalcemia 

Short QT interval Hypercalcemia 

 

 
                                                 (a) 

 
 
                                                                 (b) 

 

 
 
                                                            (c) 

 

 
                                                (d) 

 
                                                           (e) 

Fig 5.  a) Tachycardia b) Bradycardia c) Hypercalcemia d) Hypocalcemia e) 

AV block 

IV. TEST RESULTS  

  When tested on both MIT-BIH database and synthetic 

ECG, the proposed system successfully extracted ECG 
parameters and detected above mentioned heart diseases 

which reflect a positive sign. The remote transmission 

module also tested successfully to ensure proper data 

transmission and real time doctor-patient communication. 

Figure 6 shows the remote monitoring system. 



 

Fig 6. Remote monitoring panel on the web browser 

V. CONCLUSION 

An effective and fast automatic ECG signal analyzing 

system has been presented in this paper. The system is 

flexible and the number of technique to detect diseases can be 
increased without any complexity.  The proposed system can 

be very useful for an early detection of heart abnormalities 

which can help a cardiovascular patient from suffering. Thus, 

this system can open opportunity to provide medical services 

in the rural area where no medical healthcare center is found 

in the vicinity  
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Abstract— The rapid growth of bandwidth requirements for 

services like  IP television  and video on demand  over Internet 

together with high speed Internet access have demand for very 

high bandwidth to customers as well as the changing  role of 

enterprise networking are causing disruptive change in the 

enterprise local area networks. The most suitable solution for 

satisfying the high bandwidth demand with a long reach is using 

optical cable to customers through gigabit passive optical 

network (GPON) technology. In the last one decade many 

research work has been carried out on network architecture, 

transmission mechanisms, power budget, bandwidth allocation 

and scalability of GPON technology. But to tape the full potential 

of GPON and extends its last mile limit, there is no detail analysis 

regarding the convergence of synchronous digital hierarchy 

(SDH) connectivity as well as which particular wavelength 

should be optimum for transmission.  In this paper a new 

enhanced GPON architecture is proposed incorporating SDH 

transmission at optimum wavelength. 

 

 

Keywords -FTTH (Fiber to the Home), LDP (Local Distribution 

Point), Optical Network Terminal (ONT), ODN (Optical 

Distribution Network), OLT Erbium-doped fiber amplifiers 

(Optical Line Terminal), BDB (Building Distribution Box), 

EDFA(Erbium-Doped Fiber Amplifiers), SDH (Synchronous 

Digital Hierarchy). 

 

I. INTRODUCTION 

 

Data growth in telecom market has reduced the prominence of 

traditional wire line broadband technologies such as digital 

subscriber line and cable modem. These technologies are not 

efficient enough to meet the customers’ demand for high-

bandwidth applications such as high speed internet access, 

video-on-demand, high definition TV, IPTV and online 

gaming. In this scenario, fiber-to-the-home (FTTH) by GPON 

technology, which offers advantages like high bandwidth 

capacity and the delivery of high speed, high quality and 

multi-play services (data, voice and video) through a single 

channel, presents a strong business opportunity for telecom 

operators. Full Service Support, including voice (TDM), 

Ethernet, ATM, leased lines, and others. Strong Operations, 

Administration, Maintenance, and Provisioning (OAM&P) 

capabilities offering end-to-end service management. The 

GPON technology was developed to provide high speed 

Ethernet services for residential and small business customers.  

It increases the access layer bandwidth and builds a 

sustainable-development access layer network. OAN (Optical 

Access Network) adopts technologies: active point-to-point  

Figure 1: Open Access Network Structure ( FTTx) 

 

 

(P2P) Ethernet and passive optical network (PON). There are 

many common subsets of FTTx like- FTTN (fiber to the node 

or fiber to the neighbourhood), FTTC (fiber to the curb or 

fiber to the cabinet), FTTP (fiber to the premises), FTTB 

(fiber to the building or fiber to the basement), FTTH (fiber to 

the home) etc. 

 

The above figure shows that if Splitted fiber directly goes to 

client ode/Premises/ Home then client will enjoy the device 

dedicatedly and if splitted fiber goes to Building’s basement 

then from ONU/ONT client will enjoy their connectivity by 

short UTP cable. 

 

The rest of this paper is organized as follows. The background 

studies is introduced in Section 2. In Section 3, the cost 

calculation is compared between Ethernet connectivity and 

GPON. In Section 4, modified triple play architecture is 

briefed. Simulation and Performance analysis are shown at 

section 5 and 6. Finally Section 7 draws a conclusion to this 

paper. 

II. BACKGROUND STUDIES 

 

G.984.x Recommendations provide a typical GPON system 

model, which consists of optical line terminal (OLT), optical 

distribution network (ODN) and optical network unit (ONU)/ 

Optical network terminal (ONT). OLT is responsible for 

ONU/ONT upstream bandwidth allocation, and it is a central 

issue to allocate the bandwidth more reasonable [1]. I.Cale, A. 

Salihovic, M. Ivekovic [2] explained overview of Gigabit 

PON and analyses network architecture, transmission 
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mechanisms and power budget in GPON systems. But there is 

no idea regarding SDH connectivity. M. Leo, M. Trotta [3] 

mentioned an alternative solution based on Wavelength 

Division Multiplexing (WDM-PON) that seems to have more 

performances than GPON in terms of bandwidth allocation, 

scalability and capability of unbundling. There is no idea or 

on how wavelength should be optimum.   Ricciardi, S.; 

Santos-Boada, G.; Careglio, D.; Domingo-Pascual, J [4] 

shown an analysis between Ethernet Point to Point (EP2P) and 

GPON connectivity. It just an analysis of GPON general 

architecture. It didn’t mentioned about complex architecture 

(like-SDH, data, voice and video connectivity) of GPON. J. 

Lee, I. Hwang, A. A.Nikoukar, and A. T.Liem [5] mentioned 

only for bandwidth allocation scheme for general triple play 

architecture, there should a scope for discussing SDH 

bandwidth allocation. S. Milanovic [6] explored an 

opportunity to adopt Passive Optical LANs (POLs), based on 

Gigabit Passive Optical Network technology (GPON), rather 

than continuing with use of traditional two- or three-tier 

switched Ethernet solution. Mostly focused on Passive optical 

LANs. H. Nusantara, F. Dairianta [7] analyzed the design of 

fiber access network systems using GEPON technology for 

HRB. GPON for  HRB are designed to comply both for power 

budget and rise time budget standard. Mostly discussed with 

Splitting ratio for GPON system. E. J. C. González; M. E. 

Morocho Cayamcela [8] analyzed the integration of HSI, 

VoIP and IPTV services into the optical network owned by 

the National Telecommunications Corporation of Ecuador. It 

described a little bit regarding convergence of technology but 

it did not discussed about SDH network over GPON. M. Irfan, 

M. S. Qureshi, S. Zafar [9] explained an evaluation is 

performed of 2.5Gbps bi directional GPON based Fiber-To-

The-Home (FTTH) link using advanced modulation formats. 

Mostly described on mobile back haul network and a single 

wavelength and two wavelengths were used for triple-play 

services with different modulation schemes. A. Vesco, R. M. 

Scopigno, E. Masala [10] illustrated the advantages of Time-

Division Unbalanced Carrier Sense Multiple Access 

(TDuCSMA) in such a scenario compared to the Enhanced 

Distributed Channel Access (EDCA), currently provided by 

the IEEE 802.11 standard, in terms of both performance from 

the end user’s point of view and network resource utilization. 

There was an scope for discussing about SDH transmission 

system over GPON system. J. Frnda, M. Voznak, P. Fazio, J. 

Rozhon [11] worked with Network performance simulation 

and quality of triple play service in IP networks. Mostly 

worked with queuing policy and transmission speed of 

interface on routers on packet networks. T. Rokkas [12] 

explained the cost for the deployment of a PON FTTH 

network is calculated in terms of NPV, IRR and payback 

period. A comparison is made between three PON 

technologies: GPON, XGPON and NG-PON2. Different 

scenarios regarding population density and bitrates are 

examined. S. S. W. Lee; K. Y. Li; M. S. Wu [13] implemented 

all the OpenFlow functions including- packet forwarding, 

bandwidth metering, statistical data collection, and status 

reporting. The experimental results show that the GPON 

virtual switch can correctly perform all the functions defined 

in the OpenFlow 1.3 specification. 

 

There was an opportunity to work with SDH over GPON 

Network. But there are no clear idea about that. SDH 

connection through an optimum wavelength is important for 

GPON connectivity which will enhance the GPON triple Play 

architecture and as well as performance will also increase. 

 

III. GPON SYSTEM 

 

GPON or Gigabit Passive Optical Network is an optical 

technology based on the industry standard ITU-TG.984x 

which was ratified in 2003. This technology was originally 

developed to provide high speed Ethernet services for 

residential and small business customers. It supports higher 

rates, enhanced security, and choice of Layer 2 protocol 

(ATM, GEM, and Ethernet). A passive optical network (PON) 

is a point-to-multipoint, fiber to the premises network 

architecture in which unpowered optical splitters are used to 

enable a single optical fiber to serve multiple premises, 

typically 16-128. A PON consists of an optical line terminal 

(OLT) at the service provider's central office and a number of 

optical network units (ONTs, ONUs) near end users. A PON 

reduces the amount of fiber and central office equipment 

required compared with point-to-point architectures. A 

passive optical network is a form of fiber-optic access 

network.  

 

GPON has a downstream capacity of 2.488 Gb/s and an 

upstream capacity of 1.244 Gbp/s that is shared among users. 

Encryption is used to keep each user's data secured and private 

from other users. Although there are other technologies that 

could provide fiber to the home, passive optical networks 

(PONs) like GPON are generally considered the strongest 

candidate for widespread deployments. It provides 

unprecedented bandwidth (shared by up to 128 premises), and 

a greater distance from a central office (20 to 40 kilometers), 

allowing service providers to enable bandwidth-intensive 

applications and establish a long-term strategic position in the 

broadband market. In downstream GPON do broadcast to all 

of Connected ONU/ONT. 

 

Enterprise GPON is also a carrier class technology that 

provides a high level of Quality of Service (QOS) 99.999% 

for those customers with mission-critical requirements. GPON 

manufactures are now working on devises that will allow up 

to 10Gbs on bandwidth. In Upstream GPON use TDMA. 

 
As a result, the a new standard known as G987 or also known 

at 10-PON has 10 Gbit/s downstream and 2.5 Gbit/s upstream 

– framing is “G-PON like” and designed to coexist with 

GPON devices on the same network. This is great news for 

data network managers looking for low-cost, high-bandwidth, 

networking technologies in order to keep up with the demands 

on data applications and growth including “cloud” services. 

By GPON Technology service provider could provide several 

service to its customers like- IP TV, Voice (VoIP), Video, 

Data Connectivity, Internet connectivity, value added service ( 

Online gaming, Social networking, Video on Demand etc) and 

other services. 

 

IV. COST CALCULATION 

 
Each switch increases the carbon footprint of the organization. 

The lesser the efficiency of the switch, the greater the 

footprint. According to PG&E, 0.524 pounds (lb) of carbon 



dioxide (CO2) are emitted for every kWh of power consumed. 

A 100W switch running 24 hours a day emits close to 569 lb 

of CO2 every year. Such emissions increase the carbon 

footprint of an organization drastically. Thus, there exists a 

strong business and environmental need to study the power 

consumption of Ethernet switches. However an approximate 

cost calculation is given bellow for Ethernet Connectivity. 

 
TABLE 1: ETHERNET COST CALCULATION 

 

 

The protection for PON is very important to increase 

reliability. Meanwhile, access network providers need to keep 

capital and operational expenditures (CAPEX and OPEX) low 

in order to be able to offer economical solutions for the 

customers. Thus, minimizing the cost for network protection 

while maintaining an acceptable level of connection 

availability is an important challenge for the current fiber 

access networks. An approximate cost calculation for GPON 

connectivity is given bellow- 
 
 

TABLE 2: FTTX COST CALCULATION 

 

 FTTH (Fiber To The Home) connectivity scenario- 

 

 

 

 
 

 
                    

Figure 2: FTTH Connectivity Structure 

TABLE 3: FTTH COST CALCULATION 

 

    FTTB (Fiber To The Building) connectivity scenario- 

 FTTB (Fiber To The Building) connectivity scenario-  

 

 

 
Figure 3: FTTB Connectivity Structure 

 
TABLE 4: COST CALCULATION FOR FTTB CONNECTIVITY 

 

 

V. MODIFIED TRIPLE PLAY ARCHITECTURE  

 

The triple-play service is realized as a combination of data, 

voice, and video signals. The high-speed internet component 

is represented by a data link with 1.25 Gb/s downstream 

bandwidth. A traditional triple play architecture is like as 

bellow- 

 

Figure 4: Traditional Triple Play Architecture 
 

 

Instead of using EDFA combiner we could use MUX and 

direct modulated laser and could get the best performance for 

optimum wavelength. 

 

Figure 5: Enhanced Triple Play Architecture  

Ethernet Connectivity Cost: Passive Device 

(Including Outside Planning) 
Particulars Cost (USD) 

(Approximate) 
Descriptions  

Patch Cord: 

Switch Port to 
LDP 

5.00 20M Patch Cord Price 

ODF Cost at CO 4.00 144 Port ODF: 700 USD 

 

Space Cost at CO 

3.00 42U Open Rack: 106 USD. 

Considering 2U Price: 42.8. 1U for 
ODF and 1U for Switch 

 

Under Ground 
Fiber: CO to LDP 

 

280.00 

Considering 244 Core Cable 

Average Distance OLT/ODF to 
Splitter: 4,000 Meter Underground 

Fiber Cost/Meter: USD 15.00 

( Consisting of 216 Core Fiber, Duct 
& Fiber Laying Cost) 

ODF Cost at 

LDP/Port 

2.00 24 Port ODF: 70 USD Considering 

pigtail and adapter 

LDP Space 
Cost/Port 

2.00 1U LDP Space: 20 USD 

ODF Installation 

Cost/Port 

1.00 1U ODF Installation: 10 USD 

Per Connectivity 

Cost 

297.00 

FTTx per Client Cost (Including OSP) 
Particulars Unit Price (USD) ( 

Approximate) 
 

25 USD per 
Client Cost 

(1:32 Splitter) 
OLT Chesis including dual 
Power 

1,400.00 

Packet Switching and CPU 
Management 

2,000.00 

8-port GPON ports with SFP 
type line card 

7,500.00  
20 USD per 
Client Cost 
(1:64 Splitter) 

2 Port Gigabit Ethernet Unit 70.00 

PON SFP Module 300.00 

GE Uplink SFP Module  100.00 

Access 

Network 

Central 

Office 

OSP – Fiber 

Optic 

CPE Total 

Cost 

GPON 70.00 % 

( Less ) 

92.00 % 

( Less ) 

130.50 % 

( Higher ) 

49.00 % 

( Less ) 

Access 

Network 

Central 

Office 

OSP – Fiber 

Optic 

CPE Total Cost 

GPON 93.50 % 
( Less ) 

98.95 % 
( Less ) 

60 % 
( Less ) 

88.50 % 
( Less ) 
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VI. SIMULATION  

 

We have done the simulation by using OptSIM Simulation 

software. The simulation architecture has mainly two part, 

The OLT block and The ONT block. 

 

OLT block (Transmitter block) consists of Data/VOIP and 

Video components. The Data/VOIP transmitter modeled with 

pseudo-random data generator (PRBS), NRZ modulator 

driver, direct-modulated laser, and booster amplifier. The 

video component modeled as RF SCM (sub-currier 

multiplexed) link with only two tones (channels) for 

simplicity. The two channels we used are from standard 

NTSC analog CATV frequency plan - channel 2 and channel 

78 at frequencies 55.25 MHz and 547.25 MHz, respectively. 

RF video transmitter consists of two Electrical Signal 

Generators, summer, direct-modulated laser, and pre-

amplifier. Next, Data/Voice and Video signals are multiplexed 

at Multiplexer and launched into 20-km fiber span. Output 

from the fiber trunk goes through the 1:16 splitter and then to 

individual users. User’s ONT consists of splitter and data and 

video receivers. Data receiver configured with optical filter, 

PIN/TIA receiver, and BER Tester. The video signal receiver 

consists of optical filter, PIN/TIA receiver and electrical 

filters.  

 

The ONT block (Receiver block) can be represented as VOIP 

service (voice over IP, packet-switched protocol) and can be 

combined with data component in physical layer simulations. 

Finally, the video component can be represented as a RF 

video signal (traditional CATV) or as IPTV signal that also 

can be combined with data. To modify the traditional triple 

play service, we consider the former case with RF video link. 

To optimize the bandwidth in PON the transmission through 

the optical fiber path employs the CWDM technique with 

data/voice component transmitted at wavelengths in the range 

of 1480-1500 nm, and video within the 1550-1560 nm range. 

 

VII. PERFORMANCE ANALYSIS 

 

In first phase all voice, data and video signals are at same 

frequency and store the results and at second phase different 

signal combinations are simulated and results are stored. In 

first phase simulation there were no measurable outcome as 

there used same wavelength both for Data + voice and Video. 

There were different outcome at second phase simulation.  

 

  Second phase Simulation was like bellow- 

 
TABLE 5: SECOND PHASE SIMULATION WAVE LENGTH 

 

After both phase simulation we got the best result for 20 Km 

distance. We got the 1490 nm wave length for data and voice 

and 1550 nm for video are given the best output signals. 

 

 

 

   

 

 

 

 

 

 

 
     Figure 6: Output Signal_ Video and Baseband Electrical Signal after 

Electrical filtering 

  

 
            Figure 7: Input and Output Signal_ Data+Voice 

 
Figure 8: Output Eye Diagram and Baseband Signal_ Data+Voice 

 

 

VIII. CONCLUSIONS 

 

Analyzing various case for several wave length for Data, 

voice and video, it is found that by using Direct modulated 

laser and an optical MUX instead of signal combiner (EDFA) 

1490 nm wave length for Data+Voice and 1550 nm for Video 

are best for long distance triple play connectivity in terms of 

performance. To achieve the broadband targets set by the 

government under the National Telecom Policy, it will be 

important to drive FTTH growth along with other 

technologies. GPON, through the Generic Framing Procedure 

(GFP)-based adaptation method, offers a clear migration path 

for adding services onto the PON without disrupting existing 

equipment or altering the transport layer in any way. GPON 

Connectivity is more efficient then Ethernet connectivity. It is 

possible to provide 7/8 GPON Connectivity by the cost of one 

Ethernet connectivity. Quad play service (SDH, voice, video 

and data) is possible from single device. Industry based 

implantation could be future work.  

 

Data+Voice Video 

1310 1490 

1310 1550 

1490 1310 

1490 1550 

1550 1310 

1550 1490 
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Output Signal Analysis at end user side 
             

 

Fig. Input Signal:    Data+Voice and Video (1310 nm) 

 

 

 

 

 

 

 

 

 

 

 
 

 

 
 

 

 
 
 

 

     

 

                                 

 

 

Video_Data_Voice_1490 nm 

After 1 KM Distance After 10 KM Distance 

After 20 KM Distance 

Fig. Input Signal: Data+Voice and Video (1490 nm) 

 

After 1 KM Distance After 10 KM Distance 

After 20 KM Distance Fig. Output Signal: Data+Voice for different distance (1490 nm) 

 

Video_Data_Voice_1310 nm 

Output Signal for Video: There is no output signal for Video 

as using same frequency both for data+Voice+ Video (1490). 
 

Output Signal for Video: There is no output signal for Video as 

using same frequency both for data+Voice+ Video (1310 nm). 
 

Video_Data_Voice_1550 nm 

Fig. Input Signal: Data+Voice and Video (1550 nm) 

 

Fig. Output Signal: Data+Voice for different distance (1310 nm) 

 

Fig. Output Signal: Data+Voice for different distance (1550 nm) 

 

After 20 KM Distance 

After 10 KM Distance After 1 KM Distance 

After 20 KM Distance 



 

Video (1310 nm)_Data+Voice(1490 nm) 

 

Fig. Input Signal: Data+Voice (1490 nm) and Video (1310 nm) 

 

After 1 KM Distance After 10 KM Distance After 20 KM Distance 

Fig. Output Signal: Data+Voice for different distance (1490 nm) 

 

After 1 KM Distance After 10 KM Distance After 20 KM Distance 

Fig. Output Signal: Video for different distance (1310 nm) 

 

Video (1310 nm)_Data+Voice(1550 nm) 

 

Fig. Input Signal: Data+Voice (1550 nm) and Video (1310 nm) 

 

After 1 KM Distance After 10 KM Distance After 20 KM Distance 

Fig. Output Signal: Data+Voice for different distance (1550 nm) 

 

After 1 KM Distance After 10 KM Distance After 20 KM Distance 

Fig. Output Signal: Video for different distance (1310 nm) 

 
Video (1550 nm)_Data+Voice(1490 nm) 

 

Fig. Input Signal: Data+Voice (1490 nm) and Video (1550 nm) 

 

After 1 KM Distance After 10 KM Distance After 20 KM Distance 

Fig. Output Signal: Data+Voice for different distance (1490 nm) 

 

Fig. Output Signal: Video for different distance (1550 nm) 

 
Eye Diagram Comparison 

Fig. Eye Diagram 

Comparison for Different 

combination.  
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Abstract—In this paper, Basic Sequential Algorithmic Scheme
(BSAS) based blind Common Phase Error (CPE) compensation
method is proposed to abate the effect of Phase Noise (PHN)
in OFDM system to retain the system bandwidth. By using the
proposed algorithm, all the signal points are grouped according
to the constellation size and average angle of each group is
estimated. The estimated average angles are compared with the
corresponding ideal angles and averaged again to estimate CPE.
The performance of the proposed method is demonstrated by
several computer simulations using MATLAB.

Keywords: BSAS, OFDM, Phase Noise, Common Phase
Error, Inter-carrier Interference, Phase Locked Loop.

I. INTRODUCTION

OFDM system has been widely implemented in various
wireless and wireline communication systems, such as IEEE
802.11a/g, IEEE 802.16, HIPERLAN etc. It is vigorous against
inter-carrier interference (ICI) and inter-symbol interference
(ISI) caused by multipath frequency selective channel. But,
the most vital aspect, the orthogonality among the sub-carriers,
of OFDM system is intimidated by the presence of PHN. To
compensate for the effect of PHN, several pilot based PHN
estimation algorithms are proposed, such as in [1]-[3]. In most
of the existing pilot based methods, some pilots are sent with
each OFDM block to estimate the multi-path channel and these
pilot are also used to estimate the phase noise. The exploitation
of pilot symbols reduces the system bandwidth. Besides, due to
the time-varying nature of PHN, the pilot sequence requires to
be transmitted periodically, results further reduction of system
throughput. In order to improve the bandwidth efficiency, blind
methods for PHN compensation have attracted much attention.
In [4]-[13] the authors have proposed a blind algorithm that
suffers from higher computational complexity. In most of
the existing blind algorithms, there is a performance losses
arising from decision errors, since it uses the decision-directed
approach [7]. Recent advancement in wireless communication,
such as WiMAX has been adopted with one out of three
consecutive OFDM symbols are allocated for pilot while in
LTE one full OFDM is dedicated for channel estimation
once every seven time slots. Therefore, it is crucial to detect
data symbols with the help of pilot symbols, this motivation
directs this research to develop an algorithm to estimate the
data symbol as well as phase noise without pilot in each

OFDM symbol. In this paper, BSAS based [8] blind PHN
compensation method is proposed to abate the effect of CPE
in OFDM system caused by PHN. In the proposed algorithm,
the signal points are grouped according to the constellation
size by exploiting the BSAS algorithm.

II. SYSTEM MODEL

A block diagram of OFDM transceiver system with PHN
is shown in Fig. (1). The time-domain signal s[n] is obtained
by applying N -point Inverse Fast Fourier Transform (IFFT)
on frequency-domain signals, S[k] given by,

s[n] =
1√
N

N−1∑
k=0

S[k]ej2πnk/N (1)

where, k, n = 0, 1, · · ·N − 1. a cyclic prefix (CP) of length
Nc ≥ L samples are added at the beginning of each OFDM
block to prevent the effect of ISI, where L is the length of the
multi-path channel. The carrier frequency offset and channel
conditions are estimated in the training phase and compensated
for in the data detection stage, hence the effect of frequency
offset is minimized and the channel state information is
assumed available at the receiver. After removing the CP, the
received complex baseband signal of mth OFDM block in the
presence of PHN can be written as

ym[n] = ejφ[n]
L−1∑
i=0

hm[i]sm[n]modN + νm[n], (2)

where, h is L taps baseband channel and ν is AWGN noise.
To demodulate the received time-domain signal, N -point FFT
is applied on it and hence the frequency-domain signal Ym[n]

OFDM

Transmitter

OFDM

Receiver

Channel

h[n]

AWGN

s[n] y[n]

ejφ[n]

Fig. 1. OFDM Transceiver System with PHN



is given by

Ym[n] =

N−1∑
l=0

Hm[l]Sm[l]C[l − n]N + Zm[n]

= Φm[0]Sm[n]Hm[n]

+

N−1∑
l=0,l 6=n

Hm[l]Sm[l]C[l − n]N + Zm[n] (3)

It will discussed in the following sub-section that the PHN
angle is small and can be expressed as ejφ[n] ≈ 1 + jφ[n].
Therefore,

Φm[0] ≈ 1

N

N−1∑
n=0

(1+jφ[n]) = 1+
j

N

N−1∑
n=0

φ[n] = 1+jφ̄ (4)

where,

φ̄ =
1

N

N−1∑
n=0

φ[n]

is the angle of rotation caused by CPE. Φm[0] in equation
(3) depict the effect of CPE that causes the rotation of every
received symbol by an average angle φ̄ given by equation (4).
The second term of equation (3) is ICI. It will be discussed
later that the variation of generated PHN process is low and
the effect of ICI is small compared to CPE. Besides, the ICI
term can be approximated as zero-mean complex Gaussian
noise, and can be merged with AWGN noise. So, the equation
(3) can be rewritten as

Yk = Φ0SkHk + ξk (5)

where, ξk consists of ICI and AWGN noise. The main
objective of this research is to mitigate the effect of CPE, i,e
to estimate and compensate for the average angle that causes
CPE to demodulate the received data bit efficiently.

III. PHASE NOISE MODEL

A. Source of PHN

The output voltage of an ideal LO can be described math-
ematically as a pure sine wave of constant frequency and
amplitude. In practice, this type of oscillator is impossible.
A real oscillator output voltage is expressed in [9] given by

v(t) = [A+ α(t)]cos{2πfct+ φ(t)} (6)

where, α(t) and φ(t) are amplitude and phase noise modula-
tion respectively. If the oscillator is well-designed, amplitude
noise is less significant than phase noise. Practically, it is very
difficult to implement this type of oscillators. The rapidly
increasing demand of bandwidth leads to higher order and
more compact carrier frequency overlapping modulation tech-
niques. It gets pretty challenging to recover the transmitted
data in the presence of phase noise. Since, the oscillator
amplitude noise can be fixed-up by using an automatic gain
controller (AGC), the main issue in this paper is to deal with
the time-varying random PHN process.
The nature of PHN rely on the type of frequency generator

that may be a free running oscillator or frequency synthesizer.
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Fig. 2. Block Diagram of PLL.

Most of the wireless communication systems use phase lock
loop (PLL) based frequency synthesizer [10] due to its high
level of stability, easy control, wide range of frequency gen-
eration as well as higher accuracy. PHN is generated from the
non-ideal characteristics of PLL results PHN that is random
process caused by the phase fluctuation of the oscillators.

Better hardware design may reduce the effect of PHN but
improved estimation scheme is an important issue to estimate
the PHN. Most of the existing research works assume Wiener
model (Random walk) for phase noise [11]. Such a model
is only suggested when the carrier signal is generated from
a stand alone local oscillator. This type of design is almost
never adopted as a free running oscillator that slowly drift
away from the required phase and frequency. Whereas, the
gain of a PLL is almost constant within the loop bandwidth
and there is a 30dB/dec roll off outside the loop bandwidth.
The block diagram of a PLL is shown in Fig. (2) that consists
of a reference signal source, a phase detector (PD), a low
pass filter (LPF), a voltage controlled oscillator (VCO) and a
frequency divider. The function of PD is to detect the phases of
two input signals, then compare the phases and gives an error
signal depending on the phase difference. If the reference input
and the signal from divider are given by

sr = Arsin{ωct+ φr(t)} (7)
sd = Adcos{ωct+ φd(t)} (8)

then, the PD output will be

sp = sr × sd =
ArAd

2
[sin{φr(t)− φd(t)}

+sin{2ωct+ φr(t) + φd(t)}] (9)

The high frequency component is filtered out by the LPF and
the input voltage of the VCO is given by

sLP =
ArAd

2
sin{φr(t)− φd(t)} (10)

where, φr and φd are the phase of reference and detector
signals respectively. Using PLL and VCO, random phase noise
is generated as shown in Fig. (3) that illustrates the PHN is a
zero mean random variable.

B. Effect of PHN on OFDM

To validate the consequence of PHN on OFDM systems,
computer simulations were carried out using the following
parameters shown in section V. It is clearly seen from the
scatter plot shown in Fig. (4) that the received signals, blue



         













Fig. 3. The Random PHN.

        























Fig. 4. Effect of CPE on 64-QAM OFDM

marked (dot), are rotated counter-clockwise from its original
location, the place of signal without phase noise marked in
red (star), by an average angle φ̄. The main objective of
this research is estimate this average angle of rotation and
to mitigate the effect of CPE.

IV. CPE ESTIMATION

The signal points are rotated due to CPE and if the angle
of rotation exceeds threshold angle, then it is quite difficult to
detect the transmitted data symbols. Different threshold angles
depending on different M-QAM constellations are discussed in
[9]. In that case, different algorithms or special error correcting
codes are necessary to efficiently detect the symbol. In this
section, a CPE compensation algorithm is proposed to subside
the effect of CPE in OFDM. In the proposed algorithm, the
signal points are grouped according to the constellation size
by exploiting BSAS algorithm. Then, the angles of signals
of same group are calculated and compared with the idle

angle and averaged to obtain phase error for that particular
point. This process is repeated for all available constellation
points and averaged again to estimate the angle of rotation
caused by CPE. The performance of the proposed method
is demonstrated by the computer simulations. PLL frequency
synthesizer is used as the source of PHN [12], and for the
simplicity, only the receiver phase noise is considered. The
performance of the proposed algorithm is demonstrated by
the computer simulations. To do this, 64-QAM modulation
technique is exploited to modulate the frequency domain
signal. Firstly, the conventional pilot based method of CPE
estimation will be analyzed, and then the simple but robust
BSAS based CPE estimation algorithm will be proposed.

A. Conventional Pilot Based Estimation

Suppose Sp presents the set of indices corresponding to
pilots in an OFDM signal. To estimate the CPE angle φ̄, the
least-square (LS) method [3] is applied by minimizing the cost
function,

min
C0

∑
k∈Sp

| Yk − C0SkHk |2

The pilot based estimation of CPE angle can be obtained [13]
as follows-

ˆ̄φpilot = =

(∑
k∈Sp

Yk(HkSk)∗∑
k∈Xp

| HkSk |2

)
(11)

B. Proposed BSAS Based Estimation

For time-varying nature of PHN, periodical pilot symbols
are needed in each OFDM symbol at the cost of system band-
width. This motivation leads this research to develop a blind
algorithm to estimate PHN. The BSAS algorithm performs
a single pass on a given data set. In addition, each cluster is
represented by the mean of the vectors that have been assigned
to it. For each new vector s, presented to the algorithm,
its distance from the already formed clusters is computed.
If these distances are larger than a (user-defined) threshold
of dissimilarity,Θ, and if the maximum allowable number of
clusters, q, have not been reached, a new cluster containing
s is created. Otherwise, s is assigned to its closest cluster
and the corresponding representative is updated. The algorithm
terminates when all data vectors have been considered once.
The BSAS algorithm can be expressed as follows:
Let
m = 1
Cm = s1
for i = 2 to N,
Find Ck : d(si, Ck) = min1≤j≤md(si, Cj)
If (d(si, Ck) > Θ)AND(m < q),
m = m+ 1
Cm = si
else
Ck = Ck ∪ si
end
end
To find out the angle of rotation caused by CPE as shown



in Fig. (4), the received frequency-domain signal points were
divided into groups according to the constellation size. From
this group of signals, average angle w.r.t reference axis is
estimated. The average angles estimated for all groups are
expressed by

φav(p) =
1

Ns

Ns∑
j=1

arg{Cj} (12)

where, p = 1, 2, .....M be the constellation size. The averaged
angles were compared with the corresponding ideal angles that
gives M individual CPE angles,

φcpe(p) = φideal(p) ∼ φav(p) (13)

These CPEs were again averaged to figure out the desired
angle of rotation and given by the following cost function,

φ̂proposed =
1

M

M∑
j=1

φcpe(j) (14)

V. SIMULATION RESULTS

To investigate the performance of the proposed method,
several computer simulations were performed by using the
following system parameters; The total number of sub-carriers,
Ns = 1024, the data sub-carriers,ND = 824 and unused
sab-carriers were 200. The data symbols were modulated by
using 64-QAM. The known channel type was 10 tap Rayleigh
fading multipath channel. the sampling frequency and 3dB
bandwidth were 20MHz and 10kHz respectively. The rms
value of PHN was 30. The simulation results are depicted in
Fig. (5) and (6). In Fig. (5) the transmit and received symbols
after estimation are compared and it is clearly seen that most
of the symbols are decoded efficiently, whereas in Fig. (6) bit
error rate performance of proposed method is compared with
conventional pilot based method.
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VI. CONCLUSION

Though blind algorithm suffers from calculation complex-
ity, to save the valuable bandwidth with the cost of lower
calculation load an improved and bandwidth efficient new
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algorithm has been offered for CPE compensation in OFDM
systems. Simulations show that the proposed Basic Sequential
Algorithmic Scheme smash the conventional pilot based CPE
compensation method.
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Abstract—Recent research on robots has been trying to 

develop intelligent robots that can match human behavior on 

high level intelligent tasks that require sensing, complex motion 

and intelligence. In the recent few years robot is given some 

artistic behavior that robot can sing, dance even robot can play 

games. This paper presents a control method for a robotic arm to 

let the robot to acquire another human artistic behavior 

“drawing”.  In the proposed design MATLAB has been used for 

image processing interface and trajectory calculation. Value of 

co-ordinate position of a pixel of binary image is converted into 

joint angle applying inverse kinematics and servos are controlled 

with Arduino Mega. Sobel and Canny are applied for edge 

detection method and authors showed comparison between the 

output images after applying Sobel and Canny edge detection 

method. Image is given input through Matlab GUI, which is user 

interactive. 

Keywords—Matlab; GUI; Robot Kinematics; Edge Detection; 

Image Processing, Arduino Mega 

 

I. INTRODUCTION 

    Robotic industry has became a giant sector in the recent 
world. Scientists and technologists have been trying to add 
different dimensions in robot behavior. Modern developments 
on robotics have different types of applications in a wide 
range of industries, including education, health care, 
household services, military, entertainment, etc. Drawing is an 
art which requires high degree of artistic and innovative 
mentality of human mind. So it is a complex and challenging 
task to habituate a robot with this innovative art. Our research 
work is to add a different shade of robotic behavior in artistic 
manner that is eye catching, human friendly and inspiration to 
the general people to know about the robotic activities. 
Basically, Sketcher Robotic Arm is a 2 degree of freedom 
robotic arm that can sketch human face. It performs few basic 
actions of robotic control system that were intended to design 
with highly possible precise way with the locally available 
equipments. We built a Matlab Graphical User Interface to 
take the input image. Image is filtered with several filtering 
tools to make it a binary image which is suitable for the robot 
to understand. 

II. RELATED WORK 

There have been few researches on the human portrait 
generation system. Some researchers have conducted the 
study of drawing robots. ZKM laboratory created the first 
real-time robot portraitist system, in which an industrial robot 
drew the face portrait for the human sitting in front of the 
camera [7].  Switzerland LASA-EPFL laboratory developed 
the most complete cartography robot system integrating 
Fujitsu’s humanoid robot HOAP-2 with a new image process 
technology to draw the portrait [1]. Reference [2] presents a 
behavior-based robot control method of brush drawing where 
differential movement was adopted instead of traversal points. 
Reference [3] presents a 3 DOF robotic arm used for drawing 
on a paper sheet Which is constructed using LEGO NXT 
bricks. The research in [1] aims to develop a human portrait 
generation system that enables the two-armed humanoid 
robot, Pica, to autonomously draw the face portrait of the 
person sitting in front of Pica. Betty, a portrait drawing robot 
was developed using modified Theta-graph, called Furthest 
Neighbour Theta-graph [4].   

 

The different controlling methods were applied in the 
stated references. Some of them are too complex, some are 
expensive, some are extensive, although every research tried 
to find the finest way to draw. We wanted to make the robot 
free of complexity that’s why we used 2 DOF arm. We tried 
to give the robot an easy interface and scope to be modified 
easily, that’s the reason of using Matlab and it’s GUI . 

III. SYSTEM DESIGN 

A. Working Procedure 

The block diagram of working procedure is given in Fig.1. 

Image is taken input to the system through Matlab GUI. 

Image can be acquired by a camera connected to serial port or 

can be picked from a specified path in computer. The taken 

image is RGB, so the system converts the image into 

grayscale. Then the grayscale image is converted to a binary 

image by edge detection method. Binary image is nothing but 

a combination of black and white pixels. Matlab calculates the 

necessary inverse kinematics calculation taking black pixel’s 

coordinate position and sends joint angle for the servos to the 
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controller. Arduino receives the joint angle through serial 

communication and controls the servos. 

 

 

Fig.1. Block Diagram of Working Principle 

B. Robot Arm 

The designed arm is basically a 2 DOF planer robotic arm 
placed on a wooden board. The arm consists of two links 
made of aluminum sheet, one servo mount, two servo motor 
and a pen holder as an end effector. A suitable length of arm is  
maintained so that it can sketch on a A4  size paper sheet . 
Here end effector is a pen holder attached with a servo motor.  

 

Fig.2(a).  Robot  drawing image 

 

Fig.2(b).  Controller Section 

During line drawing pen is kept down and after drawing a 
line pen is kept up. 

C. Matlab Interfacing 

Matlab is an interactive software system for numerical 
computations and graphics. It is specially designed for matrix  

 

Fig.3.  Matlab GUI 

Computations, solving systems of linear equations. Matlab 
has a very large database of built in algorithm for image 
processing and computer vision applications. It provides many 
functions for image processing and other tasks. Most of these 
functions are written in Matlab language and are publicly 
readable that can be customized. Matlab can write serial data 
to serial port in different baud rate which are arduino readable. 
Serial communication between arduino and Matlab is a lot 
easier than any other system. Because of these advantages we 
choosed Matlab for image processing and inverse kinematics 
calculation. 

Due to easy access to the image representing matrix 
Matlab makes it easy to apply the inverse kinematics to 
translate the pixel coordinate information to the robot joint 
angle. There is another fantastic part in Matlab, which is 
Graphical User Interface (GUI). Graphical User Interface can 
be designed easily in Matlab. GUI gives an user advantages to 
interact with the system architecture. 

Fig.3  is our designed Matlab GUI which has been used to 
give an image as input. GUI has two input feature, acquiring 
an image by a web cam or from a folder inside computer.  

D. Arduino Mega 

Arduino is an open source physical computing platform 
based on a simple i/o board and a development environment. 
The Arduino Mega 2560 is a microcontroller board based on 
the atmega2560. Arduino Mega has been used for servo motor 
controlling. Arduino receives joint angle information as a 
serial data. After decoding the joint angle data arduino sends 
command to the servo how much should it rotate.  



E. Servo Motor 

Servo motor is an actuator that can be controlled precisely 
for linear or angular position. A servo motor consists of 
electric motor, feedback device and electronic controller. 
Servo is needed to feed a signal pulse to rotate for a particular 
angle. We used MG 996 servo motor which is high torque 
servo. To use the servo, firstly it needs to be calibrated. For 
544us pulse MG 996 servo stays at its zero position and for 
2400us that servo stays at 180 degree position.    

 

IV. INVERSE KINEMATICS 

 
Inverse kinematics is the method for determining the joint 

angle when the position of the end effector is known. Tasks to 
be performed by a manipulator are in Cartesian space whereas 
actuators work in joint space. The conversion of the position  

 

Fig.4.  Geometry of Inverse Kinematics 

and orientation of a manipulator end-effector from 
Cartesian space to joint space is called as inverse kinematics 
problem.     

Let’s establish few expressions to solve the inverse 
kinematics problem. In Fig.4, link 1 and link 2 forms a 
triangle with the joining line of the starting point of link 1 and 
ending point of link 2. So we can apply few equations from 
the concept of geometry. B is the angle of link 1 and A is the 
angle of link 2. 

So, we can write, 

 

 

 

 

 

 

 

 

 

A is the desired angle for link 2. The reference line for link 2 
to form angle is the line parallel to the link 1. Now we will go 
for the angle of link 1. 
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So, if we know the length of the arm and the position of 

the end effector, we will find how much the servo motor 
should be rotated to reach the end effector in desired position. 

 

V. IMAGE PROCESSING AND EDGE DETECTION 

Image processing is one of the vital segments of the 
designed system. The input image is a RGB image which a 
combination of millions of shed that is too complex to 
understand for a robot. So we need to convert an RGB image 
to grayscale where different color combinations are reduced to 
only black and white intensity. Then grayscale image is 
converted into a binary image. The process of converting a 
grayscale image into a binary image is performed by edge 
detection method. Edges characterize boundaries and are 
therefore a problem of fundamental importance in image 
processing. Edge detection significantly reduces the amount of 
data and filters out useless information.  

   Few consecutive steps must be followed to implement the 
canny edge detection algorithm. The following steps are 
followed to perform canny edge detection. Firstly smooth the 
image with a Gaussian filters. Then compute the gradient 
magnitude and orientation using finite difference 
approximations for the partial derivatives. Then apply non 
maxima suppression to the gradient magnitude. Then use the 
double threshold algorithm to detect and line edges.  

The sobel edge detection algorithm use two masks with 
3*3 sizes, one estimating the gradient in the x-direction and 
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the other estimating the gradient in the y-direction. The mask 
is slid over the image, manipulating a square of pixels at a 
time. The algorithm calculates the gradient of the image 
intensity at each point and fives the direction to increase the 
image  

 

Fig.5.  Canny and Sobel Edge Detection 

intensity at each point from light to dark. Edges areas 
represent strong intensity contrasts which are darker or 
brighter. 

Canny and sobel both are popular edge detection method 
but their working procedures are different. In Fig.5 we 
showed binary images after executing Canny and Sobel. 

VI. PATH DRAWING ALGORITHM 

A binary image is a combination of black and white pixel. 
When an edge detection method is applied an image is turned 
into a binary image where few lines or paths indicates the 
input image. Every line in the binary image contains black 
pixels attaching one with another. In Matlab a binary image 
represents a 2D matrix where every element contains the 
information of the pixel. White pixel represents 1 and black 
pixel represents 0. The first thing to draw a line is to detect the 
line from the edges after performing edge detection method. 
The basic idea is to search the image containing matrix for the 
black pixel from the first element of the matrix. Whenever a 
black pixel is found that is the beginning of the line and then 
path drawing algorithm is applied. Path drawing algorithm  is 

a simple algorithm where the system search for the 
availability of  a black pixel around another black pixel and 
calculate the joint angle from the black pixel coordinate value 
through inverse kinematics equations and transmit the joint 
angle  

 

Fig.6.  Neighbour Pixel Searching Method 

 

 
 

Fig.7.  Pixel Searching Precedence 
information to the controller to control the servo . Let it be 

described with the Fig.6. 

Fig.6 represents a binary image after performing edge 
detection. There is a single edge consists of black pixels 
touching one after one makes a chain. The system starts to 
search from the first pixel if there is a black pixel available 
and the system finds it in 12 number element of the image    
containing matrix. Now the system knows that 12 number 
pixel is the beginning of the edge. Then the system calculate 
the joint angle from the coordinate value of the 12 number 
pixel and transmit the joint angle to the controller to reach the 
end effector in that coordinate point position. Then it searches 
around the 12 number pixel i.e. 1, 2, 3, 13, 23, 22, 21, 11. If 
there is a black pixel available and 13 number element is 
found as black pixel and transmits it joint angle information to 
the controller. Again the system searches around the 13

th
  

pixel for a black dot and so on till the last black pixel of that 
line. 

There is followed a procedure (Fig.7) to search a pixel by 
its position priority. First, a pixel searches around itself for 
upper left pixel following by left, lower left, upper, lower 
upper right, right, lower right. 

 



VII. RESULTS AND DISCUSSIONS  

That robotic arm sketched few image of different peoples. 
After the thorough design of the robot hardware, we obtained 
a structure that was mechanically strong and got a stable    
control. Edge detection was performed by Canny and Sobel, 
In Fig.8 there are few sketches by robot.  

 

 

 

Fig.8.  Input Image and Output Image drawn by robot 

both of method has it’s own advantages and limitations. 
Although Canny is an efficient method for edge detection in 
the sense of keeping the characteristics of input image but it 
picks a lot of edges which is tedious and time consuming to 
perform for a robot. On the other hand, Sobel detects less 
edges that makes robot faster to perform but sometimes it can 
not represent the input image due to the lack of enough edge. 

VIII. CONCLUSION  

In this paper we developed a robotic arm which can sketch 
human face with a 2 DOF robotic arm. Our research work will 
motivate the peoples about robots through an interesting 
behavior of robot. Our designated system has few advantages 
such as, 

 It is a cost effective, frugality of complexity and user 

friendly robot. 

 Graphical User Interface gives user more interaction 

to control the robot. 

 Capable of producing higher quality output 

depending on efficiency of edge detection. 
Our designed robot has a versatile application in 

entertainment and educational purpose. It’s a great fun to 
watch that a robot is sketching image. It’s an inspiration to the 
general people to know about the robotic activities. 

Our future research is to develop the drawing quality by 
increasing the edge detection efficiency. Our target is to 
modify the current edge detection method to get finest 
drawing with less possible amount of edges. 
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Abstract— This paper proposed a design to control a PC with 

the virtual PC mouse by hand gesture. There are different 

types of methodology used to control virtual PC mouse i.e. 

kinetic sensor, webcam, optical sensor etc. But in our proposed 

design author used just an IMU, which is an inertial 

measurement unit. IMU combined with accelerometer and 

gyroscope. Firstly accelerometer and gyroscope track different 

gesture of the human hand. Then instruction sends over 

Bluetooth protocol. Inertial displacement data scaled for a 

frame and helps to move the pointer in different vector 

position. A JAVA programmed application is used in the 

Computer to perform the operation of Mouse. The total system 

and results are discussed later. 

Keywords-virtual; accelerometer; gyroscope; gesture; inertial 

measurement unit; JAVA programed ; bluetooth  

I. INTRODUCTION 

The use of computer makes human life easier. We cannot 
imagine our modern life without computer and its 
applications. In human computer interaction mouse is still 
commonly used input device. Now to control a PC mouse 
improved day by day. Many researchers used different 
methods to control PC mouse wirelessly. With rapid 
advancement in the field of human computer interaction, it 
has become possible to gain easy access and control of 
computer applications using gestures. The 2D mouse with 
three degrees of freedom can‟t satisfy their demands. They 
hope the mouse can control the rotations around the axes 
besides the movements along the axes.  

 Our proposed design based on accelerometer and 
gyroscope technology. We designed an artificial algorithm 
which helps to track the motion of hand and its gesture. 
Wireless device is interfaced over Bluetooth protocol.  

On the other hand the receiver section has a JAVA 
programmed startup application. Which is used to auto start 
the program when the computer startup. Then JAVA 
program detect the data from sender & calculate it for mouse 
pointer position change and clicking option.  

Moreover our proposed system is very cheap and user 
friendly.    

 

II. RELATED WORKS 

The hand and fingertips detection have been studied for 
several decades, for which methods designed for gesture 
recognition without any webcam and complexity.  

In 2008 PC mouse  operations using mouth open/close 

motions and head tilting is designed where a head sensor 

system is used . From the sensor, they collect the data from 

head movement angel & from this the roll & pitch is 

calculated. And a distance sensor is also placed in front  of 

the mouth to calculate the mouse   position.[3] 

Another design for this types of device use gyro opto 

sensors for the operation where Optical IR sensor used to 

calculate the eye blinking & gyro calculate the body 

movement. [4] 

Another work on this particular field works with image 

processing with the help of kinetic sensor. Here the 

movement of hand calculated for  displacement & click 

also. [5]  

III. SYSTEM OVERVIEW 

Our total system designed with two parts. One is remote 
device which is designed, and another one is PC processing 
unit. Remote part captures the hand gesture and motion. 
After that data processed by microcontroller then sends to 
PC unit over Bluetooth. PC unit have processing unit and 
then make decision to move the pointer in desire position 
according to hand gesture.   

IV. METHODOLOGY 

The whole system divided in two sections which are 
described below 

A. Block Diagram 

 

In this Proposed design there are two different sections 
first one is transmitter section and Second one is receiver 
section.    



 
Figure 1.  Block Diagram of Wireless Transmitter Section. 

From figure 1. there four parts in transmeter section .  

 Power suply unit  

 Sensor Unit  

 Processing Unit  

 Sender Unit 

 

In power suply unit it‟s a simple DC power suply of 5 volt.  

In the sensor unit author used 2 differnet types of sensor for 

this proposed device.                                                                      

 Accelerometer 

 Gyroscope  

 

Here 2 accelerometer is used as right click & left click 

option. And by using a single gyroscope this work is done.  

 

 

Figure 2.  Block Diagram of Receiving Section. 

On the other side the reciever unit have two differnt sections  

 Receiver unit – Bulethoot  

 Processing unit  

This system use a JAVA based program as processiing unit 

of the resciever section.  

B. Hardware Unit 

 HC-05 Bluetooth Module 

 Arduino UNO R3 

 Gyroscope 

 Accelerometer 

 Flex sensor 

 

a) HC-05 Module: 

HC-05 module is an easy to use Bluetooth SPP (Serial Port 

Protocol) module, designed for transparent wireless serial 

connection setup. Serial port Bluetooth module is fully 

qualified Bluetooth V2.0+EDR (Enhanced Data Rate) 

3Mbps Modulation with complete 2.4GHz radio transceiver 

and baseband. It uses CSR Bluecore 04-External single chip 

Bluetooth system with CMOS technology and with 

AFH(Adaptive Frequency Hopping Feature). It has the 

footprint as small as 12.7mmx27mm. Hope it will simplify 

your overall design/development cycle.[1] 

 

Figure 3.   HC-05 module 

 

b) Arduino UNO R3 : 

It contains Atmega AVR 328p micro controller. It has 14 

digital Output/Input pins (of which 6 can be used as PWM 

signals), 6 analog inputs, a 16 MHz crystal oscillator. 

Operating voltage of the micro controller is 5V. Contains 32 

KB of flash memory enough to store the data for this 

particular project.[1] 

 

In order to have proper mechanism and response from the 

robot , proper readings had to be taken for it. In this I have 

used 3 sensors: 

 

Figure 4.  Ardiuno Uno  

 

c)  ADXL335 : 

It is a 3- axis accelerometer sensor, which can measures the 

forces applied on to the sensor in all the 3 directions X, Y 

and 



Z axis. Further the raw data from the sensors are converted 

into acceleration by using some complicated equations. The 

advantage of the accelerometer was that the values do not 

change unless there is a change in position. But the problem 

with the accelerometer was that it contained high level of 

noise which makes the values inaccurate. So, to make these 

values accurate Gyroscope sensor was used.[1] 

 

 
 

 

Figure 5.  ADXL335 sensor  

 

d) L3G4200D: 

It is a 3- axis Gyroscope sensor which can measure the 

degree of rotation in all the 3 axis in form of alpha, beta and 

gamma. The values provided by the Gyroscope are very 

accurate but values do not remain static and tend to drift to 

the position Zero. To make the readings accurate as well as 

static both the values from the Accelerometer and 

Gyroscope were combined by using Kalman filters.[1] 

 

 

Figure 6.  Gyroscope sensor  

 

e) Flex Sensor : 

Flex is basically a strip of carbon material having metal 

pads inside it. As the sensor is flexed, the resistance across 

the sensor increases. The resistance of the flex sensor 

changes when the metal pads are on the outside of the bend  

Straight (un-flexed) resistance: 9000 ohm, 90 degree bend 

resistance 14000 ohm and at 180 degree bend resistance 

22000 ohms.[1] This resistance was calibrated and 

converted into angles and send the data of angel to the 

controller.  

C. Calculaton of angel by gyrosocope & acclerometer   
 

For calculating the amount of hand movement for cursor 

movement, some calculation has to be done from the raw 

data collected from the sensors.  
 

Let, acceleration component denote as xa ,ya  and za and 

gyro component denote as xg , yg and zg. 

 

If R vector on the XYZ axes. Please notice the following 

relation: 

 

R
2
 Rx

2
 Ry

2
 Rz

2
 

 
Since the tilt of the X-axis actually shows rotation around 

the Y-axis, and the angling of the Y-axis shows (negative) 

rotation around the X-axis. 

 
The rotation around the X-axis (φ) 

 

𝜑≈ tan−1  
𝑦𝑎

 𝑥𝑎
2 + 𝑧𝑎

2
  

 

The rotation around the Y-axis (ρ) 

 

𝜌≈ tan−1  
𝑥𝑎

 𝑦𝑎
2 + 𝑧𝑎

2
  

 

If the Z-axis is aligned along the gravitational acceleration 

vector, then it is impossible to compute rotation around the 

Z axis from the accelerometer. That‟s why need gyro values 

to find out Z rotational angle. 

 

GyroXgyroX/131.0 rate 

GyroY(gyroY/131.0) rate �

Where 131 is constant. 

The rotational angle along with Z-axis can be define as 

gyro_ angle _ z (gyroZrate×dt) lastZangle 

kalAngleXaccXangle, gyroXrate) 

kalAngleYaccYangle, gyroYrate) 

 

All of these equations are generalized form and shows the 

calculation methodology. To perform actual Kalman 

calculation library function needed. [2] 

 



 

Figure 3. Geometry of angle calculation using accelerometer and 
gyrometer.[2] 

 

D. Schemetic  diagram of transmiter section:  

 

 
 

Figure 7.  Schemetic Diagram for Transmiter Section  

E. Algorithm 

a) Transmitter section:  

 

Figure 8.  Processing Unit of Transmitting Section. 

From the above figure 7, when the power of our proposed 

sytem is turn on then it starts to collect data from the 

sensors. Then the raw data is come to the ardiuno uno for 

proper calcuation and filtering.  It calculate the hole plane a 

3D plane of 800-1200-600 . Then it calculate the current 

positing of mouse and then calculate the position change 

and filter the data for our desire level. After calculating the 

position change dta it sends it to the reciver via bluetooth .  

On the Other hand two different   accelerometer sensors are 

palced into tow finger position . One for right click and the 

second one is for left click. When used click his 2
nd

 finger it 

will send a 1 bit data to the controller & for middle finger it 

will produce a different bit. And when tow fibgers are 

moved at a same time it will work as double click.  

In proposed system , the transmitting Controller creats 

differnts signal for every command. And using the HC-05 

Module bluetooth Module it will send s to our reciever 

section.  

b) Reciever Secsion:  

 

Figure 9.  Processing Unit of Receiving Section. 

In the  this part from the flow chart shows in figure 8, we 

first recive a data via computer Bluetooth port or external 

bluethhot reciver.   

At first our designed JAVA language program set to startup 

manu for auto start the program when the computer starts. 

This JAVA program used ROBOT class for mouse pointer 

movement.  

When it takes a data bit via bluetooth then processing 

section stars to work. Calculate the change of position , 

instruct the pointer to move to the desire position.  

In case of Click „r‟ cherecter data from sender is processed 

to work as right click & „l‟ cherecter from sender work as 

left click. When the processor find two „l‟ data with in 0.2s 

it will work as double click.   



V. RESULTS  

 

Figure 10.  Designed transmission section.   

Figure 9. show our designed hardware unit. Where 2 

accelerometer & a gyroscope is connected with the 

transmiter bluetooth.  

O n the  other hand we collect some data from practical 

operation using our proposed design. We did it for different 

distances. bellow data table show the value of results.  

TABLE 1: RESULT  DATA  

Observation 

no. 

Distance 

from 

receiver 

(Meter) 

Time required 

Single 

click 

Double 

Click 

Cursor 

movement 

1 8 1s 1s (3-4)s 

2 7 .5s 1s (2-3)s 

3 6 0.5s 1s 2s 

4 5 No delay 0.5s 1s 

5 3 No delay No 

delay 

(0.5 – 1)s 

6 1 No delay No 

delay 

No delay 
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Abstract—Forthe high bit rate, large capacity multi-channel 

fiber communications the group velocity dispersion(GVD), 

non-linearity and loss effect has a great impact on the 

performance of fiber optic communication. On the other 

hand chirping plays an important role on pulse 

broadening. This paper represents an analytical model of 

pulse broadening factor with chirping and first order 

group velocity dispersion. For different values of chirping 

parameter the pulse broadening factor is analyzed for 

different bit rates and fiber parameters. Results showed 

that chirping has a significant impact on pulse broadening. 

For negative chirping  there is no pulse compression and 

when the bit rate of the system increases the pulse 

broadens more with the fiber length and limits the system 

performance.Results showed that large effective area fiber 

(LEAF) shows better performance than standard single 

mode fiber (SSMF) and non-zero dispersion shifted fiber 

(NZDSF). 

Keywords—GVD,SSMF,LEAF,NZDSF 

 

                                     I.  INTRODUCTION 

Group velocity dispersion (GVD) is one of the main factors 

limiting transmission length in high bit rate optical 

transmission system. When the fiber length is such that 

L<<LNL but L~LD then the pulse evolution is governed by 

group velocity dispersion .In this case the nonlinear effect is 

less [1].Most analytical expression showing the pulse 

broadening effect considering the Gaussian pulse envelope as 

input when considering first order GVD [2].The first order 

GVD effects with various chirp parameter is shown mostly 

[2].Analysis shown that a chirped Gaussian pulse broadens 

monotonically but at a rate faster than that of un-chirped pulse. 

In different dispersion regimes the un-chirped and chirped 

Gaussian pulse propagation comparison is shown[3].Most of 

the methods do not show the chirped Gaussian pulse behavior 

for various data rates with the different fiber parameters 

[4].One approach to  evaluate the performance of optical fiber 

link is to analyze the pulse broadening caused by different 

factors and how to compensate this broadening effect [5].In 

this research paper, investigation has been carried out to find 

pulse broadening factor by solving nonlinear Schrödinger 

equation(NLSE),considering the first order GVD with the 

chirped Gaussian pulse propagation at various data rates as a 

function of transmission distance using different fibers. Next, 

for different fiber parameters the pulse broadening effectsare 

analyzed for various positive and negative chirping values at 

different data rates. 

II.        THEORITICAL BACKGROUND 

If Gaussian input pulse is chirped prior to transmit it into the 

fiber then for the different chirp parameter they show 

interesting behavior when considering first and second order 

GVD. A chirped Gaussian pulse is mathematically represented 

by:          A(0,T)  =    exp - (1+iC)
𝑇2

𝑇02
               (1) 

Where, C illustrates thechirp parameterwhichmay benegative 

orotherwise.Ifweset C = 0,this equation will reduce to un- 

chirpedGaussianpulse. 

The fiberloss, GVDandnonlinearity effects 

occursimultaneously 

duringthepropagationofanopticalpulse.Theseeffectscan 

bemodeledinsinglemodefiber usingthe following nonlinear 

Schrödinger equation [1]. 

     𝜕𝐴  

 𝜕𝑧
+

𝑖

2
β2 (z)

𝜕2𝐴

𝜕𝑇2 -
1

6
𝛽3

𝜕3𝐴

𝜕𝑇3  +
∝(𝑧)

2
A = i𝛾|𝐴|2

A(2) 

WhereAis the slowly varying amplitude ofthe 

pulseenvelop; i is the imaginary vector,α is 

thefiberloss,γ=
𝑛2𝜔0

 𝐶𝐴𝑒𝑓𝑓
 represents the  nonlinear effect 

where,𝜔0represents the carrier frequency, c is the velocity of 

light,𝑛2is the nonlinear refractive index and 𝐴𝑒𝑓𝑓  is the 

effective cross sectional area of the fiberandβ2, β3 represents 

the first and second order GVDeffects respectively;T  is 

measured in  frame of reference moving  width the pulse at 

the group velocity𝑣𝑔(𝑇 = 𝑡 − 𝑧
𝑣𝑔 ) and  z  is the propagated 

distance. In equation (1),the effect of GVD 

isincludedthroughdispersion 

parameterthat’srelatedtoβ2asβ2= (-Dλ
2

)/(2πc);whereλis 

theoperatingwavelength, D is the dispersion 

parameterandcisvelocityoflightinfree space. If we use the 

normalized amplitude A(z,T) then we can write the linear 

partial differential equation in the form, 

i
𝜕𝐴

𝜕𝑧
 =

𝛽2

2

𝜕2𝐴

𝜕𝑧2        (3) 

If 𝐴 (z,𝜔) is the Fourier transform of A(z,T) then, 

A (z,T)=
1

2𝜋
 𝐴 

+∞

−∞
(z,𝜔)exp(-i𝜔𝑇) d𝜔  (4) 



 

The above equation satisfies an ordinary differential equation,  

i
𝜕𝐴 

𝜕𝑧
  = -

1

2
𝛽2𝜔

2𝐴      (5) 

whose solution is : 

𝐴  (z, 𝜔)=𝐴  (0,𝜔 ) exp(
1

2 
𝛽2𝜔

2𝑧)          (6) 

 This equation (6) shows that phase of each spectral 

component of the pulse changes due to GVD.Using  

equation (6) in (4) the general solution of (2) is, 

A(z,T)=
1

2𝜋
 𝐴 

+∞

−∞
(0,𝜔)exp(

𝑖

2
𝛽2𝜔

2𝑧 − 𝑖𝜔𝑇)d𝜔 (7) 

Where ,𝐴  (0,𝜔 ) is the fourier transform of the incident field  

at z=0 and is found by, 

𝐴  (0,𝜔 )= 𝐴 0, 𝑇 exp(𝑖𝜔𝑇)𝑑𝑇
+∞

−∞
 (8) 

By substituting equation (1) in (8) 𝐴  (0,𝜔 ) is given by, 

𝐴  (0,𝜔 )= 
2𝜋

1+1𝐶
 T0 exp 

−𝜔2𝑇0
2

2(1+𝑖𝐶)
      (9) 

𝐻𝑒𝑟𝑒, 𝑎 =
1+𝑖𝐶

2𝑇0
2 ,b=-i𝜔 

As for a general quadratic exponent we know, 

 exp[−(𝑎𝑥2  + 𝑏𝑥 + 𝑐)]
+∞

−∞
dx= 

𝜋

𝑎
 exp(

𝑏2−4𝑎𝑐

4𝑎
)      (10) 

To obtain the launched field ,put 𝐴  (0,𝜔) from (9) to (7).The 

integration can be performed analytically using (10), 

A (z,T)=
𝑇0

 𝑇0
2−𝑖𝛽2𝑧(1+𝑖𝐶)

exp −
(1+𝑖𝐶)𝑇2

2 𝑇0
2−𝑖𝛽2𝑧(1+𝑖𝐶) 

  

Here, a= 
𝑇

02

2(1+𝑖𝐶)
−

𝑖

2
𝛽2𝑧,b=iT,c=0 

Considering the dispersion length L= 
𝛽2𝑧

𝑇0
2  

The broadening equation considering the first order GVD with 

the chirped Gaussian pulse propagation is given by:      

𝑇1

𝑇0
 =   1 +

𝐶𝛽2𝑧

2𝜎0
2 

2

+  
𝛽2𝑧

2𝜎0
2 

2

  

           =  1 + 𝐿𝐶 2 + 𝐿2 

 

In our research work we use the following parameters to find 

our desired result. 

 

TABLE I. SIMULATION PARAMETERS FOR 

DIFFERENT FIBERS 

Parameter(Unit) Fiber types 

 

SSMF LEAF NZDSF 

Nonlinear Refractive 

Index,n2(m
2
/W) 

2.35×10
-20

 2.35×10
-20

 2.35×10
-20

 

Wavelength,𝜆(nm) 1550 1550 1550 

Input Power ,P(mW) 40-80 40-80 40-80 

Bit Rate ,B(Gb/s) 20-50 20-50 20-50 

Dispersion 

parameter, D(ps/nm-

km) 

17 3.5 5 

First order GVD, 

β2(ps
2
/km) 

-21.7 -4.46 -6.38 

Effective area, Aeff 

(µ𝑚2
) 

80 72 50 

Chirp Parameter Varied Varied Varied 

   

  III.  RESULTS AND DISCUSSIONS 

Fig.1 shows the analytical pulse broadening factor caused by 

first order GVD considering chirped Gaussian pulse in a 

standard single mode fiber (SSMF) optical transmission 

system ,operating in 1550nm wavelength at the data rates of 

20Gbps and 50Gbps considering input power is 40mW.At 

20Gbps data rate the pulse broadening factor is almost 

constant up to fiber length 1.4km for positive chirping, while 

at 50Gbps data rate the length is 1.24km.But for un-chirped 

pulse at 20Gbps the pulse broadening factor remains constant 

up to length 4.65km and 1.07km for 50Gbps bit rate. At bit 

rate 20Gbps and 50Gbps the corresponding half width of the 

pulse is 21.3ps and 8.5ps respectively. At this pulse widths the 

dispersion length, at which the pulse width becomes √2 times 

of the initial width defined by LD =
𝑇0

2

𝛽2
is 20.9km and 3.33km 

respectively. At 20Gbps data rate, the pulse broadening factor 

becomes double at 36.54km while it is 4.86km at 50Gbps data 

rate for positive chirping. Again for un-chirped pulse it 

becomes double at 36.13km and 6.12km for 20 and 50 

Gbpsdata rate respectively. 

 

 
 

Figure1. Positive chirping effect inSSMF 
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Fig.2 shows for negative chirping at 20Gbps bit rate the initial 

pulse broadening factor is 1.05 and at 50 Gbps it is 1.334. 

 
Figure 2. Negative chirping effect in SSMF 

 

It is also seen that for negative chirping there is no pulse 

compression and with the fiber length the pulse broadening 

factor increases rapidly.The pulse broadening factor becomes 

double at 18.74km when the system operates at 20Gbps but it 

becomes 4.4km when the system operates at 50Gbps for 

negative chirping. Whereas for un-chirped pulse that is for c=0 

at 20 Gbps bit rate the pulse broadening factor is almost 

constant up to distance 4.72km  while at 50Gbps it is 

1.5km.After this length the pulse broadening ration increases 

rapidly. 

 

 
                      Figure 3. Positive chirping effect in LEAF 

Fig. 3 shows the pulse broadening factor with the distance for 

LEAF fiber. From figure it is observed that at bit rate 20Gbps 

the pulse broadening rate is almost constant up to distance 

3.72 km for positive chirping, while at 50Gbps it is 1.14km. 
At bit rate 20Gbps and 50Gbps the corresponding half width 

of the pulse is 21.3ps and 8.5ps. The corresponding dispersion 

length is 101.72km and 16.2 km respectively. The pulse 

broadening factor becomes double at 183.5km when the 

system operates at 20Gbps but it becomes 28.13km when the 

system operates at 50Gbps for negative chirping. For un-

chirped pulse, the pulse broadening factor is almost constant 

up to distance 21.63km and 3.72km for bit rate 20Gbps and 

50Gbps respectively. At 20Gbps bit rate the broadening factor 

becomes double at 175.8km and 28.12km at 50Gbps. 

 

In Fig.4 for negative chirping at 20Gbps bit rate the initial 

pulse broadening factor is 1.01 and at 50 Gbps it is 1.063.It is 

also seen that for negative chirping there is no pulse 

compression and with the fiber length the pulse broadening 

factor increases rapidly. It is observed that at bit rate 20Gbps 

the pulse broadening rate is almost constant up to distance 

2.34 km for negative chirping, while at 50Gbps it is 

1.2km.The pulse broadening factor becomes double at 

85.02km when the system operates at 20Gbps but it becomes 

14.91km when the system operates at 50Gbps for negative 

chirping. Whereas for un-chirped pulse that is for c=0 at 20 

Gbps bit rate the pulse broadening factor is almost constant up 

to distance 22km  while at 50Gbps it is 3.6 km.After this 

distance the pulse broadening ratio increases rapidly. 

 
Figure4. Negative chirping effect in LEAF 

 
Fig.5 shows the pulse broadening factor with the distance for 

NZDSF fiber. From figure it is observed that at bit rate 

20Gbps the pulse broadening rate is almost constant up to 

distance 2.56 km for positive chirping, while at 50Gbps it is 

1.07km.At bit rate 20Gbps and 50Gbps the corresponding half 
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width of the pulse is 21.3ps and 8.5ps respectively. The 

corresponding dispersion length is 71.11km and 11.32 km 

respectively. The pulse broadening factor becomes double at 

127.9km when the system operates at 20Gbps but it becomes 

19.24km when the system operates at 50Gbps for negative 

chirping. For un-chirped pulse, the pulse broadening factor is 

almost constant up to distance 15.33 km and 3.5km for bit rate 

20Gbps and 50Gbps respectively.  

 
Figure5. Positive chirping effect inNZDSF 

 

In Fig.6 for negative chirping at 20Gbps bit rate the initial 

pulse broadening factor is 1.014 and at 50 Gbps it is 1.112 in 

NZDSF.It is also observed that for negative chirping there is 

no pulse compression and with the fiber length the pulse 

broadening factor increases rapidly.  

 

Figure 6. Negative chirping effect in NZDSF 

It is observed that at bit rate 20Gbps the pulse broadening rate 

is almost constant up to distance 1.71 km for negative 

chirping, while at 50Gbps it is 1.21 km.The pulse broadening 

factor becomes double at 59.87km when the system operates 

at 20Gbps but it becomes 11.25 km when the system operates 

at 50Gbps for negative chirping. Whereas for un-chirped pulse 

at 20 Gbps bit rate the pulse broadening factor is almost 

constant up to distance 15.58 km  while at 50Gbps it is 3.79 

km. After this distance the pulse broadening ratio increases 

rapidly. At 20Gbps the broadening factor becomes double at 

125.2km and 21.7km at 50Gbps. 
 

 

      IV.           CONCLUSION 

The combined effects of chirping and GVD on the 

transmitting pulse in optical transmission system have been 

investigated.For this an analytical model is 

developedconsidering chirped Gaussian pulse. Then the output 

pulse behavior at different bit rates, power and GVD 

parameters arevisualized graphically by MATLAB 

program.After analysis, the results showed that the 

impairments of chirping and GVD are more on SSMF than 

LEAF and NZDSF.It is also found that the negative chirping 

effect on pulses is more than positive chirping in all the 3 

different types of fiber. It is also observed that input power has 

no effect on pulse broadening. 
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Abstract— This study provides a brief review of the different 

methods of using patterned nanostructures to improve light-

coupling efficiency in Photo-voltaic (PV) cells.  The different 

kinds of patterned nanostructures reviewed include nanowire 

solar cells with nanopillars placed periodically on top of a Si 

substrate, quantum dot solar cells, mesoscopic solar cells, and 

plasmonic solar cells.  For plasmonic solar cells, the relationship 

between energy conversion efficiency in thin-film Si solar cells 

and the type of metallic nanoparticle, the size of the metallic 

nanoparticles, and the distance between neighboring metallic 

nanoparticles in a periodic array of the metallic nanoparticles 

deposited on top of the Si substrate are explored.  Of the different 

metallic nanoparticle systems studied, it is found that silver 

nanoparticles with diameter of 100 nm and spaced 220 nm from 

neighboring nanoparticles in a periodic array of the metallic 

nanoparticles deposited on top of the Si substrate provides a 

significant increase in the generated short circuit current density 

(JSC) in the wavelength region of λ = 400 – 1100 nm.  Aluminum 

nanoparticles with diameter of 100 nm and spaced 220 nm from 

neighboring nanoparticles provides a significant increase in the 

generated short circuit current density (JSC) in the relatively 

bluer wavelength region of λ = 200 – 600 nm.  This can be 

attributed to the plasmon resonance wavelength of Ag being 

more red-shifted than that of Al.  The increase in JSC appears to 

be strongly correlated to the plasmon resonance wavelength of 

the metal nanoparticles.   Additionally, this study also shows the 

near-field enhancement image for an Ag nanoparticle on top of a 

Si substrate.  The near-field images suggest that enhancements in 

the near-fields can eventually lead to the increase in JSC as shown 

in this study. 

Keywords- photovoltaics, plasmonics, thin-film solar cells, light 

trapping, nanoparticles, surface plasmons, silver nanoparticles, 

gold nanoparticles, aluminium nanoparticles. 

I.  INTRODUCTION 

As we delve further into a future where our dependence on 
fossil fuels must be curtailed due to the non-renewable nature 
of fossil fuels, the interest in alternative and renewable sources 
of energy has been greatly peaked. Solar energy is the most 
promising of these alternatives. Photovoltaic (PV) cells are 
utilized to convert the energy from the Sun into electrical 
energy [1] – [3]. Theoretically, this should provide a potentially 
unlimited source of clean and sustainable electrical energy. 
However, two major complications prevent them from 
revolutionizing the generation of energy. Firstly, the 

conversion efficiency of commercially available PV cells 
leaves a lot a to be desired – at their most optimum conditions, 
the efficiency is no more than 20%. Secondly, the cost of PV 
cells is an issue. Although costs have decreased greatly over 
the past few decades, they are yet to be at a financially viable 
level [4]. The record efficiencies for Si based PV cells is 25%, 
while overall it is 41% for GaAs PV cells – both have too large 
a cost-to-efficiency ratio [4], and thus are commercially 
unfeasible. The challenge, therefore, is to reduce this ratio to as 
low a value as possible, as the possible benefits are immense. 

The energy conversion efficiency depends on certain 
factors [5], including 

• Optical absorptivity 

• the minority carrier lifetime, which is the average time 
a carrier can exist in its excited state. 

• diffusion length, which is the average length a carrier 
can travel before recombination.  

To keep these factors in check, significant amount of 
research, including ours, has been focusing on thin-film PV 
cells (less than 10µm thick), as they reduce the mismatch 
between the electronic and photonic length scales [6]. 
However, the reduced thickness results in lower number of 
electron-hole pairs produced, and hence adversely affects the 
overall efficiency of thin-film PV cells. If light absorption 
could be improved in thin-film cells of Si substrate, it could 
directly lead to higher energy conversion efficiencies. 

II. THE EFFICACY OF NANOSTRUCTURES 

To improve light-coupling efficiency, patterned 
nanostructures are designed and implemented in tandem with 
PV cells. These structures can be made of different materials 
depending on their optical properties, and are designed to 
enhance the light coupling efficiency. The nanoscale 
dimensions of these structures mean that they have a high 
surface-to-volume ratio, which complements their overall 
purpose. The usage of nanostructures provides a significantly 
cost-effective method to improve cell efficiency, and 
simultaneously improve efficiency beyond theoretical limits 
(Shockley- Queisser limit) [7]. 

 

 



Examples of nanostructured solar cells include 

a) Nanowire solar cells, with nanopillars placed 
periodically on top of the Si substrate 

b) Quantum dot solar cells 

c) Plasmonic solar cells 

d) Mesoscopic solar cells 

The advantages and challenges of these designs are 
discussed in Figure 1 [4]. 

Nanostructures, in many cases, implement principles that 
are adhered to in other fields to enhance optical and electrical 
efficiency of solar cells. For example, moth-eye anti-reflective 
coatings (ARC) are inspired by the structure of the cornea of 
nocturnal moths which they utilize to have better vision in the 
dark [8] – [9]. Mesoscopic solar cells couple photo-sensitive 
pigment within the PV cell itself to provide a cheap thin-film 
solar cell that in recent studies have proved to be flexible in 
nature, allowing them to be coated on other machineries and 
equipment [10]. Organic solar cells utilize materials 
synthesized from organic substances or polymers that are 
optically and electronically active, facilitating them to be used 
as an environmentally friendly source of electrical energy [11]. 

Advantages 

Anti-reflective coat 

Reduced amount of 

material used 

 

Challenges 

Reflection at top contact 

Efficacy of dopants 

 
(a) 

Advantages 

Several possible band-gap 

energies 

Multiple electron-hole pairs 

 

Challenges 

Long-term stability 

 

 
(b) 

Advantages 

Large spectral efficiency 

Useful for thin-film 

 

Challenges 

Effective cost 

Loss due to resonant 

scattering in different 

direction 
(c) 

 
Figure 1.      Examples of nanostructured solar cells (a) nanowire solar 

cells, (b) quantum dot solar cells, and (c) plasmonic solar cell 

III. PLASMONIC SOLAR CELLS 

The use of plasmonics in a variety of applications have led 
to significant research and development in this field over the 
past three decades. Surface plasmon polaritons (SPP) are 
generated by electromagnetic fields due to the oscillation of 
electrons on a metal-dielectric interface [12]. The use of these 
SPPs in improving PV efficiency has garnered great interest 
and research [13]. Studies conducted recently demonstrated the 
optical absorption and photocurrent generation in 
semiconductor photodiodes induced by scattering from SPP 
resonances in metallic nanoparticles deposited on the 
photodiode surface. Furthermore, they have been coupled with 
amorphous thin-film Si cells as well [14]. In order to properly 
optimize the usage of SPPs, detailed analysis of the 
dependence of the improvement of PV efficiency on the 
physical parameters of plasmonic nanostructures must be 
performed. This study will provide a brief analysis of this 
optimization as an example of how plasmonic nanostructures 
can improve the optical and electrical efficiencies of solar cells 
in general, and that this can be achieved by modifying physical 
parameters of the nanostructures used. 

Plasmonic solar cells allow the thickness of the PV cell to 
be less than 2µm. Surface plasmon polaritons undergo 
resonance at certain frequencies, depending on the metal with 
which the nanostructure is made and the size and shape of the 
nanostructure [13]. At this state, SPPs demonstrate maximum 
resonance (e.g., scattering) with the incident electromagnetic 
waves (e.g., sunlight), which results in greater absorption 
within the cell substrate. This phenomenon can be manipulated 
to improve light coupling efficiency within thin-film solar 
cells. The metal with which the plasmonic nanoparticles are 
made is important, as different metals exhibit distinguishable 
surface plasmon resonances, and thus have varying impacts on 
the overall absorption enhancement. Below are examples of 
three possible configurations to incorporate plasmonic 
nanoparticles/nanostructures in thin-film Si solar cells: 

a) Nanoparticles on the surface the substrate 

b) Nanoparticles within the substrate 

c) Nanostructures as/on back contacts 

 

A. Optimization of Parameters 

As part of this study, we wished to observe the overall 
influence that the physical parameters of plasmonic 
nanoparticles distributed periodically over a Si substrate had on 
the substrate’s light coupling efficiency. In order to do so, we 
defined a quantity that would be an appropriate indicator for 
any form of enhancement or otherwise. Hence, we defined the 
parameter of absorption enhancement, g, which is the ratio of 
the power absorption within the Si substrate with the 
nanoparticles to that without the nanoparticles (g = power 
absorbed within the Si substrate with nanoparticles/power 
absorbed within the Si substrate with no nanoparticles).  We 
then chose to calculate the short circuit current density, JSC, to 
analyze how the absorption enhancement translates to the 
electrical energy conversion efficiency. Furthermore, to 
visually analyze the flow of the electric fields within the 



substrate as a result of the interaction of the plasmonic 
nanoparticles on the Si substrate, we generated and analyzed 
the near-field enhancement images. 

B. Simulation Setup 

All of the simulations were performed with cells placed 
under a plane wave source at a solar spectral irradiance of 
AM1.5G, with the average intensity taken to be 1000 W/m2 at 
25°C. The analysis was done using the solvers FDTD Solutions 
(for optical absorption enhancement) and DEVICE (for the 
calculation of JSC), developed by Lumerical Solutions, Inc. For 
each simulation, boundary conditions of anti-symmetric in the 
x-axis, and symmetric in the y-axis, were chosen to reduce 
simulation time.  The simulation setup is illustrated in Figure 2. 

Figure 2.     Simulation setup 

C. Results and Discussion 

Initially, we analyzed the absorption, scattering and 
extinction spectra for three metals (e.g., silver – Ag, gold – Au 
and aluminum – Al) with diameters of 50nm, 100nm and 
200nm respectively to determine the exact range of 
wavelengths over which their resonances occur. The particles 
were then placed periodically over a 2µm thick Si substrate at a 
pitch (center-center) of 300nm. The absorption enhancement 
graph for the Si substrate coupled to each type of metal with 
the diameters of interest were then generated. The pitch was 
kept constant in order to observe the variation in optical 
absorption with respect to the diameter of the nanoparticles. 
The source wavelength range was chosen to be 400nm to 1100 
nm for Ag and Au, and 200nm to 1100nm for Al as Al 
exhibited resonance on the bluer region of the spectrum. The 
results obtained are illustrated in Figure 3. 

It can be seen that there is almost no absorption 
enhancement for Si substrate with nanoparticles of diameter of 
50nm on the surface for all three metals. The absorption 
enhancement factor is observed to have a peak for 100 nm Ag 
at approximately λ ~ 420nm and for 200 nm Ag at 
approximately λ ~ 470nm, while the same for Au is around 
560nm (diameter = 100nm) and no clear peaks for the D = 
200nm nanoparticle, respectively. For Al, the peaks lie closer 
to the λ ~ 350 nm. This is in agreement with our scattering 
spectra analysis (data not shown), as the plasmon resonance for 
each of these particles are around the same wavelengths. 

                              (a)                                                             (b) 

(c) 

Figure 3.      Absorption enhancement graphs for (a) Ag, (b) Au, and (c) Al at a 
pitch of 300nm 

The analysis was then repeated for a pitch of 220nm 
(center-center). Absorption enhancement graphs were once 
again generated for all three metals with the three different 
diameters, and the results are shown in Figure 4. The 
absorption enhancement for particles of diameter 50nm is the 
same as before. 

                               (a)                                                            (b) 

(c) 

Figure 4.      Absorption enhancement graphs for (a) Ag, (b) Au, and (c) Al at a 
pitch of 220nm 

 



For particles of diameter 100nm, however, a greater 
enhancement is seen, as the peak absorption enhancement 
factors for all three particles are now greater than it was with a 
pitch of 300nm. Furthermore, it is observed that for particles 
with diameter 200nm, the absorption enhancement factor is 
less than 1 for a greater part of the spectrum. One possible 
explanation for this could be that for this diameter of metallic 
nanoparticles, the scattering is occurring towards a direction 
away from the Si substrate. 

The short circuit current density JSC was calculated for all 
of the possible physical parameter combinations with the three 
different types of metals (Ag, Au and Al), three diameters 
(50nm, 100nm and 200nm) and two separate pitches (300nm 
and 220nm). JSC was also calculated for the nanostructures at 
an incident wavelength range of 400nm to 700nm for Ag and 
Au, and 200nm to 600nm for Al, as it is within these ranges 
that the solar cell exhibited the highest respective absorption 
enhancements. The resultant JSC are given in the following 
tables. 

TABLE I.            JSC FOR THE LARGER INCIDENT SPECTRUM 

 

(a) 

For Pitch = 300nm 

 

(b) 
For Pitch = 220nm 

 

The most significant rise in JSC is found to be for Ag 
nanoparticles with a diameter of 100nm placed at a pitch of 
220nm, which is in compliance with previous studies that have 
been made. Furthermore, in conjunction with our observations 
for absorption enhancement, it is found that JSC is reduced 
significantly for nanoparticles of diameter 200nm and pitch of 
220nm. For the analysis with reduced spectrums of 400nm to 
700nm for Ag and Au, the increase in JSC is lower. 

TABLE II.         JSC FOR LIMITED INCIDENT SPECTRUM 

 
(a) 

For Pitch = 300nm 

 

 Ag (λ=400nm to 

700nm) 

Au (λ=400nm to 

700nm) 

Al (λ=200nm to 

600nm) 

Structure 
JSC 

% 

Change 
JSC 

% 

Change 
JSC 

% 

Change 

No 

Particles 
64.1602 0 64.1602 0 60.0142 0 

D =  

50nm 
65.1141 1.487 63.8908 -0.420 61.1944 1.967 

D = 

100nm 
75.6064 17.840 59.8337 -6.743 75.1950 25.295 

D = 

200nm 
59.2331 -7.679 26.0504 -59.398 61.7457 2.885 

 
(b) 

For Pitch = 220nm 

 Ag (λ=400nm to 

700nm) 

Au (λ=400nm to 

700nm) 

Al (λ=200nm to 

600nm) 

Structure 
JSC 

% 

Change 
JSC 

% 

Change 
JSC 

% 

Change 

No 

Particles 
64.1602 0 64.1602 0 60.0142 0 

D =  

50nm 
65.8854 2.689 63.6557 -0.786 62.1060 3.486 

D = 

100nm 
79.7938 19.691 56.1374 -12.504 81.4004 35.635 

D = 

200nm 
32.9415 -48.657 8.44858 -86.832 32.2894 32.389 

 

This can be attributed to the fact that the absorption 
enhancement is occurring across all the wavelengths 
(frequencies) studied, and thus curtailing the frequency range 
also lowers the percentage increase in JSC for the case of Ag 
and Au.  For Al, the opposite phenomenon occurs.  This may 
be explained by the fact that the majority of the absorption 
enhancement for Al occurs in the limited incident spectrum 
range (i.e., λ=200nm to 600nm range). 

D. Near-Field Enhancement 

Near-field plots would demonstrate the transmission of the 
electric field within the nanoparticle and the Si substrate at the 
resonant wavelength of the particle. To this end, we chose the 
physical parameters at which each Ag nanoparticle exhibited 
the highest absorption and JSC enhancement. This was found 
for Ag nanoparticles with a diameter of 100nm placed at a 
pitch of 220nm. We also had to first identify the approximate 
wavelength at which the nanoparticles of Ag displayed surface 
plasmon resonance ~ λ = 460nm. Three near-field images were 
generated – (a) the substrate without the particle at the given 
wavelength (b) the substrate with the Ag particle at the given 
wavelength and; (c) the enhancement image, which was 
calculated by dividing the raw data of the second image (Fig. 
5b) with the raw data of the first image (Fig. 5a).  All three 
images in that exact order are shown in Figure 5. The images 
were generated at a wavelength of λ = 460nm, which is 
approximately the wavelength at which the plasmon resonance 
phenomenon for Ag nanoparticle of diameter 100nm occurred. 
For the enhancement image, the color scale is in the log scale, 
and hence the areas which are dark red color have an 

 Ag (λ=400nm to 

1100nm) 

Au (λ=400nm to 

1100nm) 

Al (λ=200nm to 

1100nm) 

Structure 
JSC 

% 

Change 
JSC 

% 

Change 
JSC 

% 

Change 

No 

Particles 
76.2793 0 76.2793 0 109.366 0 

D =  
50nm 

78.2283 2.555 76.5712 0.383 111.636 2.076 

D = 

100nm 
95.5242 25.230 76.6562 0.494 135.808 24.178 

D = 
200nm 

41.1047 -46.11 19.2681 -77.362 59.7525 -45.365 

 Ag (λ=400nm to 

1100nm) 

Au (λ=400nm to 

1100nm) 

Al (λ=200nm to 

1100nm) 

Structure 
JSC 

% 

Change 
JSC 

% 

Change 
JSC 

% 

Change 

No 

Particles 
76.2793 0 76.2793 0 109.366 0 

D =  

50nm 
77.3442 13.961 76.4398 0.210 110.743 1.259 

D = 

100nm 
89.7007 17.595 77.0183 0.969 127.488 16.570 

D = 

200nm 
77.0193 0.970 48.9927 -35.772 122.772 12.258 



enhancement of 1 in the log scale that corresponds to a near-
field enhancement of x10 (10 times). 

        (a)                                      (b)                                         (c) 

Figure 5.     Near-field plots for (a) without particles, (b) with Ag particles of 
diameter 100nm, and (c) enhancement image, at λ=460nm 

The near-field enhancement image (Fig. 5c) shows us the 
presence of the Ag nanoparticle on top of the Si substrate leads 
to significant increases in the electromagnetic field intensity 
around the Ag nanoparticle and within the Si substrate in the 
vicinity of the Ag nanoparticle.  It is important to note that the 
near-fields calculated in Figure 5(b-c) can represent enhanced 
propagating radiation within the Si substrate. In Figure 5c, a 
significantly large portion of the image around the Ag 
nanoparticle is bright or dark red which depicts significant 
near-field enhancements in the region immediately surrounding 
the Ag nanoparticle which is induced by the incident radiation. 
These near-field enhancements which also carry into the Si 
substrate immediately surrounding the Ag nanoparticle can 
eventually lead to the absorption enhancements and increase in 
JSC as shown in Figures 3 and 4, and Tables I and II. Hence we 
see that nanoparticle systems displaying large absorption 
enhancements and increase in JSC also show very strong 
enhancements in the near-fields around the Ag nanoparticle. 

IV. COLNCLUSION 

This study provides a brief review of the different methods 
of using patterned nanostructures to improve light-coupling 
efficiency in PV cells (e.g., thin film Si solar cells).  The 
patterned nanostructures described can be designed and 
implemented in tandem with PV cells. These structures can be 
made of different materials depending on their optical 
properties, and are designed to enhance the light coupling 
efficiency of the PV cell. The different kinds of patterned 
nanostructures discussed include nanowire solar cells with 
nanopillars placed periodically on top of the Si substrate, 
quantum dot solar cells, mesoscopic solar cells, and plasmonic 
solar cells.  The review discussed the advantages and 
disadvantages of using the different kinds of patterned 
nanostructures for enhancing PV cell efficiency. 

In particular, this study expands upon the use of plasmonic 
metal nanoparticles for increasing the efficiency of thin-film 
Si solar cells [15].  This study explores the relationship 
between energy conversion efficiency in amorphous thin-film 
Si solar cells and the type of metallic nanoparticle, the size of 

the metallic nanoparticles, and the distance between 
neighboring metallic nanoparticles in a periodic array of the 
metallic nanoparticles deposited on top of the Si substrate.  
The different configurations of metallic nanoparticle systems 
studied were as follows: D = 50 nm, D = 100 nm, and D = 200 
nm Ag nanoparticles spaced with a pitch of 300 nm (center-
center) and a pitch of 220 nm (center-center); D = 50 nm, D = 
100 nm, and D = 200 nm Au nanoparticles spaced with a pitch 
of 300 nm (center-center) and a pitch of 220 nm (center-
center) and; D = 50 nm, D = 100 nm, and D = 200 nm Al 
nanoparticles spaced with a pitch of 300 nm (center-center) 
and a pitch of 220 nm (center-center), respectively.  Of the 
different metallic nanoparticle systems studied, it was found 
that Ag nanoparticles of D = 100 nm and spaced 220 nm 
(center-center) from neighboring nanoparticles in a periodic 
array of the metallic nanoparticles deposited on top of the Si 
substrate provides the maximum increase (i.e., 25%) in the 
generated short circuit current density (JSC) in a specific 
wavelength region of the electromagnetic spectrum (λ = 400 – 
1100 nm).  It was also shown that Al nanoparticles of D = 100 
nm and spaced 220 nm (center-center) from neighboring 
nanoparticles in a periodic array of the metallic nanoparticles 
deposited on top of the Si substrate provides the maximum 
increase (i.e., 35%) in the generated short circuit current 
density (JSC) for the bluer wavelengths of the electromagnetic 
spectrum (i.e., of λ = 200 – 600 nm).  This can be attributed to 
the plasmon resonance wavelength of Ag (λ ~ 430 nm) being 
more red-shifted than that of Al (λ ~ 320 nm).  So the increase 
in JSC appears to be strongly correlated to the plasmon 
resonance wavelength of the metal nanoparticles.   
Additionally, this study also shows the near-field enhancement 
image for a D = 100 nm Ag nanoparticle on top of a Si 
substrate (Figure 5a-5c).  The near-field enhancement image 
(Figure 5c) shows the presence of the Ag nanoparticle on top 
of the Si substrate leads to significant increases in the 
electromagnetic field intensity around the Ag nanoparticle and 
within the Si substrate in the vicinity of the Ag nanoparticle 
when the system is illuminated by incident electromagnetic 
radiation.  This observation suggests that such near-field 
enhancements can eventually lead to the absorption 
enhancements and increase in JSC as shown in this study. 
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Abstract— A course management system (CMS) is a tool that
facilitates faculties and students of any educational institution to
develop and to support online education management system. By
creating a virtual classroom, CMS provides an online platform
where students and faculties can share and can access course
resources. Moreover, functionalities that come with managing a
large class room can be organized and controlled by using such
system. Due to its flexibility, interactive features and delivery
medium satisfaction, CMS is getting more popularity over the
years. Thus, incorporating CMS with Web of Things (WoT), the
cutting edge web technology, is getting more importance in the
research community. This paper proposes a novel cross-layered
WoT based CMS framework, named “WoTCoMS”. Design and
operational features of the proposed WoTCoMS have been
highlighted in this paper. While designing the proposed
framework, different layers of WoT are considered, however, the
proposed system is designed as a cross-layered approach. The
proposed CMS also considers that strengths and limitations of
the existing CMSs. To the best of our knowledge, this is the first
course management system with the integration of the features of
WoT.

Keywords—Course Management System (CMS); Web of Things
(WoT); Web-based learning; WoTCoMS; E-learning

I. INTRODUCTION

Now-a-days web of things (WoT) has become one of the
most widely used areas for research. The terms web of things
is used to define that any object of the world is allowed to use/
access the World Wide Web (www). Web of things is a layer
based model where the layers are impactful in real world. In
general there exist five layers in WoT, Where Layer 0 contains
the networked things like teleconferencing, RFID code etc.
Layer 1 which support to access coding part like PHP,
Android, Windows etc. Layer 2 actually contains the finding
parts like Rest crawler, Semantic web, Search engine and so
on. Sharing part of a system such as social network,
authentication, encryption etc. is contained by layer 3. Layer 4
contains the composing parts namely web application, system
integration etc. The WoT is very important for online course
management system.

The utilization of online instruction frameworks has
increased exponentially in the last couple of years. Online
course management system (CMS) is a tool or engine that
allows instructors, universities, and corporations to develop
and to support online learning or education. Specially, shared
and specialized tools of CMS are generally utilized as a part of
instructive settings. Therefore, Virtual Learning Environments

(VLE) are introduced more by universities, community
colleges, schools, businesses, and even individual educators.
In some cases, such e-learning frameworks are called as
Learning Management System (LMS), Managed Learning
Environment (MLE), Learning Support System (LSS), Course
Management System (CMS), Learning Platform [1] or
Learning Content Management System (LCMS) and so on [7].

E-learning is much more effective to maintain all the tasks
properly of a classroom based education system. There are
many factors in a bigger classroom such as large number of
enrolled students, role type of various faculty members,
different types of assistantships, grades, assignments, class
lectures, assignment collection, scores etc. Learning
management system accumulates an extraordinary arrangement
of log information about understudies’ exercises [5]. Many
institutions choose to use e-learning because of many reasons
such as - (1) providing consistent and worldwide training, [2]
lessen conveyance process duration, (3) building learners’
comfort, (4) reducing cost and so forth.

Thus, considering the benefits of WoT, a framework for
course management system named “WoTCoMS” is proposed
in this paper. Though, there are several different course
management systems, however all of these CMSs fail to
extract the maximum benefit of WoT technology in their
design. For instance, in many CMSs, there is no feature to see
all course results at a glance. Moreover, existing CMSs are
also incapable to notify run time updates to the users in
different social media platforms or/and incapable to notify the
users using the existing telecommunication systems.
Therefore, this paper proposes a novel WoT-based framework
for course management system. This proposed system
includes the standards for identification, discovery and
interoperation of the services across platforms from several
vendors. It also involves the need for rich descriptions and
shared data models, as well as concern about the security,
privacy, scalability, accessibility and many things. Different
layers of web of things are considered while designing the
proposed WoTCoMS system. Moreover, while designing the
proposed framework, these layers are merged to make the
system more efficient. Thus, WoTCoMS is considered as a
cross-layered WoT-based course management system. The
layered diagram of this proposed system is shown in Figure 3.
The Design aspects and features of the proposed WoTCoMS
are discussed thoroughly in the later section of this paper.

The paper is organized as follows. In section II, a brief
study on the existing CMS tools has been presented. This
section also discusses about different CMS tools with their



pros and cons. Section II also highlights current global trends
of CMS usages. The existing state of CMS usages in
Bangladeshi University is highlighted in section III. The
proposed model is presented in Section IV. Conclusion and
future works have been discussed in section V.

II. BACKGROUND STUDY

Currently different types of Learning Management Systems
(LMS) [1] or Course Management Systems (CMS) are used
such as Moodle [2], Blackboard [6], Edmodo [3], Schoology,
etc. Moodle is much more popular than the other CMS. Nearly
74% of associations currently use Learning management
systems (LMS) and Virtual classroom or web-casting or video
broadcasting or course management system (CMS) [2].

Table1. The growth rate of CMS usage country

Rank Country Growth rate (Percent)
1 India 55
2 China 52
3 Malaysia 48
4 Romania 38
5 Poland 28
6 Czech Republic 27
7 Brazil 26
8 Colombia 25
9 Indonesia 20

10 Ukraine 20

Online learning management places the most important role
for many academic training or courses, where many CMS are
used for the academic purposes, which contain many features.
Most of the CMS have user friendly interface, personalized
dashboard, convenient file management system, simple and
intuitive text editor, notifications or get alerting features,
tracking progress, customizable site design and layout, secure
authentications, multilingual capability, roles & permission,
direct learning path, encourage collaboration, group
management, marking workflow, assignment module,
workshop, badges, grade booking, embedded external
resources and so on. All of these features are the benefits of
these CMS. There are also many drawbacks in existing CMS. It
is worth to mention here, the admin side of the CMS is not
much user friendly. Thus, it is not so easy to maintain all the
features properly. The existing CMS have no easy way to
manage groups of students whereas it would be easier if there
exist a way to manage groups site wide rather than course wise.
LMS has no grading system that can show all grades as a report
to the user. User can only see the grade of each of the courses
at a time. Current researches on e-learning or course
management systems focus e-learning management system [7],
design of e-learning [10], evolution of e-learning [11], impact
of online learning management system [17-18],  online
management to improve classroom [17], characteristic of usage
e-learning [11], [20], cloud computing based e-learning [13-

14], web based learning management system [15-16],[18], [21-
22] and so on.

E-learning can be characterized as the utilization of PC
system innovation, essentially over an intranet or through the
Internet, to convey data and direction to people. To highlight
the importance and its trends of CMS development rate of self-
managed e-Learning by developing nation is given with a
Table 1 [4]. As a test case, Bangladesh is taken into
consideration, where current state of CMS is highlighted in the
next section.

III. EXISTING STATE OF CMS USAGES IN BANGLADESHI
UNIVERSITY

Course management system is used by some of the private
and public universities in Bangladesh. Developing countries
all over the world uses the course management system very in
a wide scale. Comparing with other countries, Bangladesh has
some lacking to use the online course management system.
Some private and public universities use the CMS but the
number of the users is not that high and many of the
universities use CMS partially. In Fig. 1, all universities of
Bangladesh are denoted with a pie chart. Our survey shows
that almost 70% of the universities don’t use CMS which is
denoted with red in Fig. 1. Few departments of some
universities use CMS partially, which is denoted as partially in
the figure. Approximately 9% of the universities are using
CMS. Only 21% universities use the CMS properly and
regularly as shown in Fig. 1 with blue zone.

Fig. 1 Current state of CMS usage in Bangladeshi universities

In Bangladesh the universities use different platforms of
CMS. Fig. 2 shows the usage ratio of the different platforms
users of the course management system. Most of the CMS
users use moodle [1-2], [22] in Bangladesh. Black box and
Schoology are also used. Other types of platform are also used
such as edmodo [3], google classroom etc. However usage of
these platforms is quite rare among all of the existing course
management systems. As shown in Fig. 2, it is observed
Moodle is the most popular in Bangladesh. After analyzing the
strengths & limitations of existing CMS, WoTCoMS is
proposed and presented in this paper. The proposed system



also considers standards for identification and interoperation
of the services over the different platforms.

Fig. 2 Usage ratio of different CMS Platforms in Bangladesh

WoTCoMS also involves the need for flourishing
descriptions and shared data models, as well as concern about
the authentication, privacy, scalability, accessibility. The
proposed WoTCoMS is described in the following section.

IV. PROPOSED FRAMEWORK

This section is discussed about the model that is proposed
in this paper. The overview of the proposed framework is
detailed with a flowchart view in Fig. 4. The key features of
the proposed CMS tool is briefly discussed here.

A. Portability
Most of the web-based CMS have the flexibility to run on any
platform like Linux, Windows, Mac OSX and so on. The
proposed system is design with the help of existing system and
also adds some other features to ensure portability.

1) Platform
Considering platform dependency, the proposed

system is designed as platform independent. Thus, it can
run on any OS such as windows, Linux, Mac OSX etc.

2) Environment
This system works in different environments like iOS

application, android apps, windows app, desktop app and
web application.

B. Design Features
While designing the proposed system, firstly we are

interested to understand how the system will be used and how
the proposed system will be able to fulfill the requirements of
the users. Thus, some policies and rules are integrated in this
system that can override on case-by-case basis and also can be
able to notify the users (particular user) of the updated
information via mobile phone and social media.

1) Teleconferencing
This option can be used by both teacher and students. By

using this feature, the users are able to make a teleconference

or video call. This features is quite unique as it has one to one
conferncing and many to many conferncing abilities. Our
present research shows very few systems has this option.

Fig. 3 Cross-layered Design of the proposed Model

2) Plagarism Check
This option gives the opportunity to the faculties to

check plagiarism of the individual or group assignments. It
is a very important feature for any course management
system.

3) Search Engine
In this section faculty, admin and students can search

any keywords for this system. By using this section user
can optimize their search engine.

4) Crawler
By using this section sudents and faculties are able to

crawl among several libraries such as world research
library, university’s online library, some other digital
library and so on.

5) Dsicussion Forum
This option gives the opportunity to make discussion

forum for the students. Users can give their philosophy or
view and share with the entire user by using this feature.

6) User friendly interface
It is very important to have a system with user friendly

graphical view that can help the users to use the system
easily to learn and also can provide the environment to
work perfectly in a secure way. The proposed system is
designed with a very user friendly graphical interface.



Fig. 4 Overview of the proposed CMS

C. Security
1) Authentication

“WoTCoMS” users are authenticated by their
identification number. Fine-grained access control model
also support this system. It is design with several level of
access for the course staff, students and the admin officer.
Any entity, which is not authorized, cannot access the
course material.

2) Attendance
This system can track the student RFID. In

WoTCoMs the attendance of the student can be taken by
tracking the RFID of the student.
3) Course management for the administrator and the user

The administrator is responsible for adding, deleting
or updating any information in the proposed system. For
updating any course info, students or faculties information,
or any kind of changes the administrator must be
authenticated and after that they can able to do the
changes. At the end of the each semester the faculties are
able to update the grade of the students and the system can
automatically make a final mark sheet in a file which
contains all courses grade for each of the students. At the
end of the semester the students whose registration date is
finished are not able to access the particular courses.
However they can check their grade sheet or others
information.

D. Course management system for the faculties view point

Faculty memebers must need to register to use this system.
After completing their registration the memebers are able to
select the courses and their consultation hour from the system.
After finishing all these steps, faculty can manipulate or
maintain the CMS by doing the following steps.

1) Virtual classroom management
This section is used for placing the marks distribution

for a particular course by a faculty member. When the
faculty member enters into this section s/he can see the
registered students for this particular course. And only the
registered students can access the course material. Faculty
can add some students if s/he wish to add unregistered
students to this course. This features gives extra flexibity
for the faculties. From this section the teacher can also
take attendance in online rather than the manual one. There
is also another feasibility, where once the students open
their RFID the students automatically detect in this system
and assign as an attendee.

2) Updating grade system
Grading policy may vary from terms to terms, course

to course and faculty to faculty. This section gives the
opportunity to the faculty members to set the grading
system in their own way for a particular subject or course.



3) Marks distribution policy
Sometimes it is needed to change the grading policy

and this section gives the user to change their grading
policy or can add new content or new policy.

4) Final grade  calculation
In this section faculty can overview the grade of all

students in a file. If any faculty wants to change any marks
of the students they can change that particular part by
using this option.

5) Students marks
To search any examination marks of a particular

course or student of a particular exam, assignment or quiz,
this section can be used.

6) Uploading lectures, materials and assignments
In CMS faculties need to upload their lectures,

materials, assignments and so on for the students. This
option can be used to upload their necessary things. The
uploaded documents by the students like assignments, quiz
paper can be downloaded by the faculties.

7) Course calender
Course calendar is one of the most important things

for the online course management system. The faculty
member can add the event details for the particular courses
by using this section.

8) Notify students with message
By using this option faculty can be able to notify the

students via text message using web to SMS technology.
9) Notify students via social media

If any faculty post the update anything to the CMS
and wants to notify the students, faculty can be able to
notify the students via social media like facebook,
linkedIn, yahoo or gmail by using this option.

E. Course management system for the students view point
The particular students who are approved their registration

by the administrations can access the proposed CMS and their
particular courses. Each student requires ID number and a
password to login to this system.

After login to the system, the students will find all the
facilities of the online course management system. This
system may create a virtual classroom for the students and the
faculties. The students can enjoy the following facilities by
using the proposed system.

1) Marks view
Students can see all their examination, quiz or

assignments marks that are given by their course teacher.
Students can also be able to find their grade on the basis of
marks where the grade is automatically calculated by the
system from the policy which is assigned by the course
teacher.

2) Downloading Assignments & Lecture Slides
Students can download their necessary lectures,

course materials or others thing by using this option.
3) Lectures viewing

Lecturers can record their lecture and upload to the
system. Thus, using this option, students of a particular

course can view any missed lecture or important lecture for
better understanding the topic.

4) Uploading assignment
This section enables the students to upload their

assignments for the courses.
5) Course events

Course calendar option gives the opportunity to the
students to be informed about the upcoming course events.
It may also work as notice board for the students.

6) Final Grade
At the end of the semester students can able to view

their final grade.
7) Communicate with the faculties

By using this option the students can communicate
with their course teacher by the chat box.

F. Updating Notification
This option is used by the faculty and also by the students

to make the notification for any change or update in any things
such as new upload lectures, assignments etc.

G. Mobile apps

This system can be also used by the mobile application. For
any update, users can check their update through mobile
application. Students can also submit their assignments using
mobile app. Faculties can also upload their lectures using the
mobile application to the proposed course management
system.

V. CONCLUSION AND FUTURE WORKS

In this paper, a novel Cross-Layered Web-of-Things Based
Framework for Course Management System is presented. The
proposed model aims to provide all the features described in
the earlier sections. Though there exist many CMS however
features considered in the proposed CMS differs from others
because of its uniqueness. It is worth to mention that features
of the proposed “WoTCoMS” are very important for the CMS
users and make the system very friendly and easier to use. Our
next research step is to introduce WoTCoMS to different
universities and based on the feedbacks enhance the proposed
system. Moreover, more components of WoT are intended to
be integrated with the proposed model.
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Abstract--Ad-hoc mobile/802.11 networks are considered 

as networks with no fixed physical line connections. Having 

no fixed topology and open to movement of the end nodes, 

Intervention, multiple paths creating and losing paths. Each 

node taking part in the network acts host and routing node and 

mobile nodes forward packets to other nodes. Thus some kind 

of routing protocols are needed for these mobile nodes to fully 

operate and function properly. Ad-hoc network requires 

routing protocol to send data to destination node. The 

significant one is the dynamic routing protocol, which quickly 

change the topology. The dynamic routing protocol minimizes 

the periodic update messages. Each node updates the routing 

table to send data to destination node. Reactive protocol 

searches a route to destination/remote node on needed basis 

while Proactive protocols maintain the whole routing table at 

each node. This study investigates the performance of two 

widely known ad-hoc routing protocols, namely AODV and 

DSR, in terms of packet delivery ratio, average end-to-end 

delay and routing overhead by changing the mobility. The 

simulation has been carried out using NS2 2.29 as the 

simulation platform.  
 

Keywords—routing; Ad-hoc; mobile nodes; dynamic routing; 

I. INTRODUCTION 

Mobile ad-hoc network/802.11 has different applications, 

which can be used in commercial and industrial site. Some of 

the applications are defined below [2].  Important applications 

of ad-hoc applications are emergency services, commercial 

services, Education services, enterprise application, and 

Entertainment services. 

Ad-hoc networks are implemented with type of remote 

data transmission system that uses some form of waves as a 

media, which are electromagnetic and radio waves, for the 

carrier and this implementation normally takes place at the 

physical layer. In the last few years, the world networks have 

increasingly become a mobile. This is because the recent 

advancement in nodes such as laptops and PDA (personal data 

assistant), which has brought these nodes to the lower prices 

and increase the high data rates.  

Ad-hoc networks can be characterized into two forms  

I. Infrastructure network  

II. Ad-hoc network.  

 In infrastructure mobile network, mobile nodes have wired 

base stations in a specific range. The base station contains the 

central controller for an infrastructure network. In contrast, 

mobile ad-hoc networks are self-organized networks without 

infrastructure support. Nodes move in a random manner, 

therefore the network may experience a quick and unknown 

topology changes. Furthermore, because nodes in a mobile ad-

hoc network normally have limited communication range, 

some nodes will not send or receive data packets directly. 

Hence, routing paths in ad-hoc networks contain multiple 

hops, and every node in ad-hoc networks has the responsibility 

to act as a router and send and receive the data packets. [1] 

 

 
         Fig. 1. Ad-hoc network (mobile nodes)    

 

II. ROUTING PROCESS 

Routing is a process of taking data over the network from 

source to a defined destination. Routing operate on layer 3 of 

the OSI model. Routing is almost defined with switching. The 

main difference between routing and switching is that routing 

http://en.wikipedia.org/wiki/Electromagnetic_waves
http://en.wikipedia.org/wiki/Radio_waves
http://en.wikipedia.org/wiki/Carrier_wave


operates at layer 3 and switching operates at layer 2 of the OSI 

model.  

 
 

Fig. 2. Routing process from source to destination 

 

Using both switching and routing mechanism with 

different information the whole process moves the data from 

source to destination. Routing process is different than 

switching process. In routing process when the source router 

sends the information to the neighbor router, then the neighbor 

router checks the route of the destination router in the routing 

table, if the route is available in the routing table, then it will 

send the information, if not then the router will discard the 

packet. If the router has more than one route available in the 

routing table then router select the best available path to the 

destination and sends the information [3]. 

 

RELATED WORK: 
In this section the followings routing protocols are 

discussed. 

 

A. Ad-hoc On-Demand Distance-Vector protocol (AODV) 

   
AODV is a hop by hop routing protocol or in other words 

AODV is an on demand distance vector routing protocol.  It 

has some features of DSDV protocol, for example using hop 

by hop, periodic notification messages and sequence numbers 

[4]. It can be seen as an updated DSDV protocol. It can also 

be seen as an updated DSR protocol. By means of an updated 

DSDV, it reduces the amount of broadcasting messages and 

only creates routes on need basis [5]. When a mobile node 

needs to send some information/data, then AODV find out a 

route to a destination, and it keeps the routes in the routing 

table up to the time, when they are needed by the source. In 

AODV the sequence numbers guarantee the loop free and 

freshness of routes in the routing table. AODV is relatively the 

same as the bellman-ford distance vector algorithm but it does 

work in mobile environment. [5-15] 

 

B. The Dynamic Source Routing Protocol (DSR) 

In [7] The Dynamic Source Routing Protocol (DSR) is a 

reactive unicast routing protocol. DSR is popular for some of 

its important features, which are, it is simple, dedicated to ad-

hoc networks and very efficient. DSR has two methods for 

communication, which are, 

 

 

 Route discovery  

 Route maintenance 

 

C. Destination sequenced distance vector Protocol 

DSDV in [1], [8] is a proactive routing protocol in ad-hoc 

network, which uses bellman-ford algorithm. By using 

bellman-ford algorithm in ad-hoc network, it increment the 

sequence number of the new entry in the routing table for each 

device in the network. In order to operate correctly, DSDV 

end device has to send its full routing table to all neighbours 

periodically and vice versa to update its own routing table by 

getting the latest information from neighbour. All the end 

devices in the network have to update the routing table as soon 

as they get any update from neighbour. DSDV uses sequence 

number as its routing table attribute [16]. The sequence 

number shows the updated information. A route with higher 

sequence number is favourable than lower sequence number. 

Higher sequence number shows most updated information. If 

the two routes have same sequence number then the route with 

lower hop count will be preferred [2]. The sequence number is 

incremented with each broadcast. If there is any broken link 

the sequence number is tagged as infinity.Optimized Link 

State Routing Protocol (OLSR) 

D.    Optimized Link State Routing Protocol 

Optimized link state Protocol (OLSR) is a proactive 

routing protocol. OLSR is the updated version of link state 

routing protocol. This means that the active routing paths will 

always be available in the routing table, if any mobile device 

needs them for communication. As soon as the topology gets 

changed, then every device sends a full routing table to all 

other mobile devices in the network. This will create an over 

head and bottleneck on the actual link. In order to reduce the 

overhead created by a big pile of broadcast messages, there is 

a technique used to reduce these broadcast messages. A 

network protocol uses Multipoint Relays (MPR). The basic 

job of MPR is to reduce the broadcast messages in some areas 

in the network and also to provide the shortest path [7]. 

According to [14] OLSR is an independent routing protocol, 

which does not have a fixed central administration and 

perform flat routing. OLSR is proactive routing protocol 

which requires all nodes have full updated routing information 

in the network. On the other hand the limitation of OLSR can 

be that it sends the updated information across the network 

which use a lot of the link bandwidth. But it has still 

minimized the flooding by the selection of MPR, which are 

only allowed to advertise Hello message. By changing the 

time interval between the broadcast timing the protocol can be 

more suitable for ad-hoc network. OLSR is very easy to be 

integrated in the existing operating system without changing 

header of IP.  

 

 

 

 



III. SIMULATION RESULTS 

 

 Mobility Sequence: 

 

The mobility file is generated using NS2 set-dest script. 

This model used by set-dest is changing position in mobility 

model. The model imposes a randomly motion, which a node 

move towards a different destination with a speed varying 

between zero and high speed parameter, while at the same 

time generating the mobility file. After stopping at this 

different destination for a specified ‘pause time’, the node 

continues this changing motion and stopping at a different 

destination until the simulation come to an end. The pause 

time parameter controls the motion of the node and is 

therefore a measure of mobility. For this reason, the pause 

time is varied to see its total effect. The selected pause times 

for this simulation are 10s, 15s, 20s, 30s, 50s, 100s and 110 

sec. All parameters used to generate mobility file along with 

pause time is shown in the following table below, 

 

No of nodes 30 

Pause time 10, 15, 20, 30, 50, 

100, 110 

Maximum speed 

(m/s) 

20 

 

Simulation Time (s) 110 

Area – X,Y 1500,300 

(rectangular) 
                                                   Table 1 

A. Traffic pattern 

 

Traffic files have been generated using cbrgen.tcl script 

which is part of NS2. Constant bit rate (CBR) traffic sources 

have been used. The parameters used for the traffic files are 

shown below in the table,  

 

No of nodes 30 

Seed 1 

Maximum 

connections 

10 

 

Rate (Packet per 

second) 

2.0 

Table 2 

 

 

Performance Metrics 

 The three performance metrics have been counted and 

plotted against the pause time. The results of the simulation 

are shown in the following graphs along with a detailed 

discussion. 

Packet delivery ratio 

Packet delivery ratio is low for both AODV and DSR at lower 

pause time i.e. when the motion is too high. Higher mobility 

causes often route breaks which means more route discoveries 

are made in case of reactive protocols. With lower mobility 

the route breaks are not very often which results in few route 

discoveries and hence better performance for reactive 

protocols. Between AODV and DSR, it is clear that AODV 

outperforms DSR in packet delivery ratio in case of high 

motion/mobility. The fact is that AODV uses fresh routes each 

time in case of route failure while DSR has route caching 

feature which means multiple routes to a destination are 

maintained. After one route fails, the other routes in tried 

instead of trying to discover another one. In case of high 

mobility, link breaking is often occur so chances for stale 

routes in DSR routing cache is high which is obvious from the 

results [17]. DSR route caching has a positive effect at lower 

mobility as shown in the graph since they are not very often 

route failures. Figure 4 shows the packet delivery ratio below, 

 

 
Fig. 4 Packet Delivery Rate vs. Pause Time 

 

B. Average Delay 

Average delay of AODV was higher than DSR at low 

pause time i.e. high mobility. This is because AODV 

generates more routing packet for discovering new routes in 

case of route failure which consumes bandwidth and therefore 

contributes to the delay in the network. On the other hand, 

DSR is utilizing route caching ability and making less route 

discoveries in case of route failures thus using little bandwidth 

and therefore delay is low for DSR. But the difference 

between the two is not much even though DSR is using route 

caching. The reason for this is that when stale routes in DSR 

cache are chosen it adds to the delay as well as to the 

bandwidth utilization and delivery time is wasted. As the 

pause time is increased i.e. mobility is decreased, the average 

delay for both AODV and DSR starts decreasing. Both start 

performing better with low mobility with AODV matching 

DSR at pause time of 110. Figure 5 shows the plotted graph 

below,  

 

 



 
Fig. 5 show Average Delay vs. Pause Time 

 

C. Average Routing Load 

 

Average routing load for AODV is higher than DSR. The 

difference is high at lower pause time i.e. high 

mobility/motion. The reason for high overhead of AODV is 

the often route request packets for route discoveries which 

send this to every mobile node in the network. With high 

mobility this overhead is very high for AODV which relies 

upon fresh routes.  DSR produces less overhead than AODV 

by utilizing route caching feature and using non-propagating 

route request packets for route discovery. With high pause 

time i.e. with lower mobility. The difference reduces with the 

decreased mobility. Figure 6 below shows the average routing 

load. 

 

 

 
 

Figure 6 shows Average Routing Load vs. Pause Time 

 

IV. CONCLUSIONS 

 

Many routing protocols designed for mobile ad hoc networks 

are proactive, reactive or the combination of the two (hybrid). 

The proactive derives their mechanism from traditional fixed 

line network to the ad hoc networks. These protocols maintain 

a table of all the routes in the network. These protocols have 

high routing overhead in maintaining and updating these 

tables and are therefore recommended in situation where 

bandwidth is not a problem. While typical mobile ad hoc 

networks have bandwidth constraint, reactive routing 

protocols were designed for mobile ad hoc networks to 

address the issues in proactive protocols and conserve the 

bandwidth and power. Being reactive in nature, these 

protocols adapt to topological changes better than proactive 

protocols and are therefore best suited for mobile ad hoc 

networks.  

 

PROPOSED SOLUTION 

      In a general perspective about the reactive routing 

protocols, it is clear from the results below that both the 

protocols perform very well under high pause time i.e. low 

mobility but their performance tends to degrade at higher 

mobility. This is due to the fact that high mobility often results 

in route failures which mean often route discoveries will be 

made by these protocols due to their reactive nature. 

Performance wise the results showed that 

 

 AODV performed better than DSR in terms of packet 

delivery ratio 

 

      The performance gap was high at low pause time (high 

mobility) but with high pause time (low mobility). 

 DSR started performing better and the gap was 

significantly reduced. 

                     In terms of average end-to-end delay, 

 

 DSR performed well with lower delay than AODV 

with at high mobility.  

 DSR outperforms the AODV at high mobility with a 

high performance gap.  

 

      This is because AODV uses more route requests than 

DSR. The reason is that these route requests propagate to all 

the mobile nodes in the network. The low overhead of DSR is 

due to the route cache feature and non-propagating route 

requests. 

Both protocols have their advantages and disadvantages in 

terms of different metrics and scenarios. The prime reason for 

low performance of AODV relies on a single route and at high 

mobility this results is often route requests. This can be 

overcome with a route caching technique to maintain multiple 

routes to a destination. However, on the other hand the route 

caching technique has negative impact on the performance of 

DSR at high mobility. At high mobility, the probability of 

stale routes in cache is high which degrades the performance. 

If some sort of cache route expiry mechanism is implemented 

than it would eliminate the probability of stale routes and thus 

would improve the performance of DSR and AODV can also 

benefit from a similar caching technique.   

 

V. THE FUTURE 

 

Today’s ad-hoc research and studies have proved that in future 

the mobile router will provide the internet connectivity to ad-



hoc end nodes. Networks will be allowed to move freely to 

different locations, but there will not be any impact on the 

actual link/connectivity.  Mobile ad-hoc networks are of more 

interest for different type of applications, such as distributed 

sensing networks, distributed collaborative computing. Future 

need for ad-hoc networking is the field of mobile computing, 

with its current focus on mobile IP function, will expend 

significantly. In the future, ad-hoc will require a high level 

communication technology to get multi-hop clusters that will 

be able to function independently. Research in GPS system 

will also improve the performance of mobile ad-hoc networks. 
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Abstract—Nowadays, Demand of forecasting stock market
price is increasing at a higher rate than the ever before as more
people are getting connected to the stock business. As many
criteria play more or less strong inductive role over the stock
market, the trend and price always keep changing here. So, it is
challenging to predict exact price value. But some Data mining
and Machine learning techniques can be implemented to do this
challenging task to predict stock market price and trend. In
this study, Artificial Neural Network (ANN) is used along with
windowing operator; which is highly efficient for working with
time series data for predicting stock market price and trend.
This study is done on Wal-Mart Stores Inc. (WMT) a listed
company of New York Stock Exchange. Five years historical
dataset (2010-2015) is used to undertake the experiments of this
study. According to the result of this study Artificial Neural
Network (ANN) can produce a rational result with a small error.

I. INTRODUCTION

The Stock market is a vital part of the economy of a nation.
Money market plays a crucial role in the development of the
business and trade of a nation that in the end influences the
economy of the nation. This is the reason that the government,
business organizations and even the national banks of a nation
keep a close observation on the happenings of the share trading
system. The share trading system is essential from both the
business perspective and the financial analysis perspective.
Thousands of people are getting involved in this potential
business these days. It is a fundamental need for the people
who are directly connected to the market to have an insight
regarding the market trend [1] [2] [3]. So, forecasting stock
price and market trend are getting more and more importance
among the people. Stock market is basically a nonlinear, non-
parametric, boisterous and deterministically disordered market
[2] [3] [4]. The price and trend are frequently influenced by
some critical and crucial factors; like liquid money, supply
and the demand of goods, earnings of a company, the political
situation etc. An Artificial Neural Network (ANN), generally
called Neural Network (NN), is a scientific model or compu-
tational model that is propelled by the structure and features
of natural neural systems. Artificial Neural Network (ANN)
is widely used mostly in classification, regression, clustering,
anomaly detection etc. A neural framework contains an inter-
connected assembling of artificial neurons, and it forms data
utilizing a connectionist way to deal with reckoning (the focal
connectionist rule is that mental phenomena can be portrayed

by interconnected systems of straightforward and regularly
uniform units). As a rule; ANN is a versatile framework
that progressions its structure in light of outside or inner
data that courses through the system in the learning stage.
Current neural systems are normally used to model complex
connections between inputs and yields or to discover patterns
in information [9]. YETIS, KAPLAN, and JAMSHIDI [5]
showed in their research that Artificial Neural Network (ANN)
can give an appreciative result with a very low error rate. Their
model produced a result of 99 percent accuracy, where the best
validation performance (MSE) was 37.12 which mean the error
found in that model was less than 2%. Phua, P. K. H. Ming, W.
Lin [8] combined ANN with Genetic Algorithm and predicted
the stock price with 81% accuracy. In this study an approach of
combining Artificial Neural Network with windowing operator
which is very efficient for time series data prediction has
been proposed. Three effective and highly efficient models,
Model 1 for 1 day ahead prediction, Model 2 for 5 days
ahead prediction and model 3 for 10 days ahead prediction is
proposed here in this study. Comparison between some other
novel algorithms like Support Vector Machine (SVM) and K-
Nearest Neighbor (KNN) is shown in Table VII to understand
the performance difference.

II. METHODOLOGY

A. Artificial Neural Network (ANN)

The goal of this study is to enhance the precision of day by
day stock value forecasting of securities exchange by utilizing
the neural network. An ANN has a few points of interest yet
a standout amongst the most perceived of these is the way
that it can really gain from watching information sets. Along
these lines, ANN is utilized as an arbitrary capacity estimate
instrument [11]. These sorts of devices gauge the most effec-
tive and perfect systems for touching base at arrangements
while characterizing figuring capacities or disseminations.
ANN takes information tests instead of whole information sets
to touch base at arrangements, which spares both time and
money. ANNs are considered genuinely straightforward nu-
merical models to improve existing information investigation
innovations. ANNs have three layers that are interconnected.
The primary layer comprises of data neurons. Those neurons
send information on to the second layer, which thus sends
the yield neurons to the third layer [12]. The study utilized



three-layer (a hidden layer) perception model (a feed forward
neural network) prepared with back propagation calculation.
Authentic stock costs of distinctive organizations were taken
from distributed stock information on the Web. The learning
capacity or the initiation work that was utilized is sigmoid
equation

f
(
x
)
=

1(
1− e−fx)

(1)

Neural Network gets various inputs (either from the unique
information or from the yield of different neurons in the neural
network). Every information comes through an association that
has a quality (or weight); these weights relate to synaptic
adequacy in an organic neuron. Every neuron additionally has
solitary limit esteem. The weighted aggregate of the inputs
is shaped, and the limit subtracted, to make the initiation out
of the neuron (otherwise called the post-synaptic potential,
or PSP, of the neuron). The activation signal is then passed
through an activation function [6].

yk (x, ω) = σ(

M∑
j=0

ω
(2)
kj h(

D∑
i=0

ω
(1)
ji xi)) (2)

Here, yk is a set of output variables controlled by ω, which is
adjustable parameter. The parameter ω(1)

ji is the weights and
ω
(2)
kj is the biases. The superscript indicates the position of

layer [6].

B. Time Series Data

Time series data are a kind of data where the values of an
attribute or variable are stored in such a way that the time
interval for a value is exactly same in comparison with the
previous and the next value. Time series data indicates the
change of value over time. A time series can also demonstrate
the effect of cyclical, seasonal and irregular events on the data
item being measured.

C. Windowing Operator

This is a mechanism which changes a given sample set
containing series data into another sample set containing single
valued cases. For this reason, windows with a predefined
window and step size are moved over the series and the
characteristic quality lying horizon values after the window
end is utilized as a label which ought to be forecast. This
administrator can handle multivariate series data too.

D. Evaluation Processes MAPE:

Mean average percentage error (MAPE) is a measure of
exactness of a system for developing fitted time arrangement
values in insights, particularly in pattern estimation. It ordi-
narily communicates precision as a rate and is characterized
by the technique [7].

MAPE = 100

∑n
i=1

∣∣A−P
A

∣∣
n

(3)

Here, A defines actual price, P defines the predicted price and
n defines the number of days calculated.

E. Evaluation Processes RMSE:

Root mean square error (RMSE) is a famous evaluation
process to calculate the error rate of a regression model.
Though, it can only be compared between models with errors
calculated in same units.

RMSE =

√∑n
i=1 (yt− ŷt)

2

n
(4)

Here, yt is the original value of a point for a given time period
t, n is the total number of fitted points, and n is the fitted
forecast value for the time period t.

III. EXPERIMENT DESIGN

A. Research Data

The proposed model can produce a rational result for
almost every company. For a convenient study, a well-known
company is considered here. The 5-year historical data (2010-
2015) of Wal-Mart stores Inc., a listed company of New
York Stock Exchange was considered for the experiment and
evaluation in this study. The number of instances of the data set
is 10805. Table 1 shows the attribute merit and rank measured
by IGAIN using 5 fold cross validation. In this study, the
main aim was to predict the closing price of a Stock. For
that purpose, three models are proposed here. They are 1 day
ahead, 5 days ahead and 10 days ahead model. Five attributes;
Date, Open price, Close price, High price and Low price are
used in this study. The attribute ’Date’ was chosen as id and
the attribute ’Close price’ as the label. The rest were kept as
regular attributes. The dataset was divided into two parts. 80%
of the data (2010-2014) were taken as training data and the
rest 20% (2014-2015) as test data. Figure 1 shows the sample
dataset for the year of 2015. Here the X axis denotes the price
in BDT and the Y axis denotes the corresponding dates.

Fig. 1. Actual Price of WALMART INC. stock, 2015

B. Data Preprocessing

Five years historical data of Wal-Mart Inc. from New York
Stock Exchange was considered for this study. The attributes
needed for the study were chosen carefully. Then we run a
very important preprocessing called Missing value handling
to find out and replace the missing values. In this study an



TABLE I
ATTRIBUTE SELECTION 5 FOLD CROSS-VALIDATION, SEED: 1

Attribute Average Merit Average Rank

High 2.526 ± 0.003 1 ± 0
Open 2.503 ± 0.004 2 ± 0
Low 2.455 ± 0.003 3 ± 0
Volume 0.336 ± 0.006 4 ± 0

attribute Date is used as id and Neural Net can only handle
numeric data. So, an operator Adjust date was used in order
to convert the date type value into numbers.

C. Windowing Operator Analysis
The next process was the use of windowing operator to

change time series data into generic data. Table II shows
the windowing operator analysis for the result produced in
this study. The parameter ’Windowing Size’ denotes the size
(Number of example for training) of the training window. The
’Step size’ is the number step the window moves forward.

TABLE II
WINDOWING OPERATOR ANALYSIS

Model Windowing
Size

Step
Size

Training
Window
Width

Training
Step Size

Testing
Window
Width

l day ahead 3 1 2 1 2
5 day ahead 3 1 3 1 3

10 day ahead 3 1 3 1 3

D. Neural Net Function Analysis
The learning stage begins with the application of Artificial

Neural Network (ANN). For the best result, the function
and the parameters of ANN were chosen carefully. Here,
α =learning rate and M=Momentum. Table III shows the
function settings of Neural Net used in this study.

TABLE III
NEURAL NET FUNCTION SETTINGS

Model Training
cycle α M Error

Epsilon

1 day ahead 1300 0.3 0.2 1.0E-5
5 day ahead 1300 0.3 0.2 1.0E-5
10 day ahead 1300 0.3 0.2 1.0E-5

E. Sliding Window Validation
For this study a special validation process, Sliding window

validation was applied. This is a unique approval chain which
must be utilized for series forecasting where the time focuses
are encoded as cases. It utilizes a certain window of cases for
preparing and uses another window for testing. The window
is moved over the case set and the average is determined of
all execution estimations. The parameter ’cumulative training’
shows if every single previous sample ought to be utilized for
preparing (rather than just the present window) [10]. Table IV
shows the property settings of the validation process (Sliding
Window validation) used in this study.

TABLE IV
VALIDATION PROCESS PROPERTIES

Properties 1 day ahead 5 day ahead 10 day ahead
Training

Window Width 2 2 1

Training
Window Step 1 1 1

Test
Window Width 2 2 1

Horizon 1 5 10

Cumulative
Training No No No

F. Model Setting and Analysis steps

The experimentation models are begun with data
preprocessing steps to deliver inputs to ANN. For that,
windowing technique, for example, rectangular windowing
was utilized as data preprocessing strategies. Windowing
operator changes the time series information into a universal
dataset into the learning process [1] [2] [3]. In this study, the
Artificial Neural Network (ANN) was utilized as a learning
algorithm to understand the trend pattern from the dataset
and to anticipate the stock cost as yield in view of that
learning. This study is led in two stages, training stage, and
testing stage. Steps from these two stages are given below:
1) Training stage
Step 1: Read the training data.
Step 2: Adjust Date.
Step 3: Apply windowing operator to transform the time
series data into a generic dataset. This step will convert the
last row of a windowing within the time series into a label or
target variable. Last variable is treated as label.
Step 4: Perform a sliding windowing validation process of
the produced label from windowing operator in order to feed
them as inputs into ANN model.
Step 5: Select training cycles and special parameters of ANN
(learning rate, momentum, error epsilon).
Step 6: Run the model and observe the performance
(accuracy).
Step 7: If the accuracy is good than go to step 8 or go to step
4.(As the main motive of the study was to improve accuracy
of Stock Price prediction, the best parameter combination
should be set. So, if the result found in this step is not good
enough; the whole process should be done from step 4 again)
Step 8: Exit from the training stage and apply trained model
to the testing dataset.
2) Testing stage
Step 1: Read the testing dataset.
Step 2: Apply the training model to test data
Step 3: Produce the predicted price and market trends

Figure 2 shows the experiment process in flowchart.



Fig. 2. Experiment Setting Flowchart

IV. EXPERIMENT RESULT

Table VI displays the predicted stock price by the proposed
ANN models. All the three model predicted almost perfectly.
Table VII shows the comparison of different algorithms on the
same dataset for all three models.

TABLE V
NEURAL NETWORK MODEL

Hidden Layer 1

Threshold: 0.185

Node 1 0.665
Node 2 -0.561
Node 3 -0.539
Node 4 -1.005
Node 5 -0.532
Node 6 0.619
Node 7 0.652
Node 8 0.679

TABLE VI
RESULT FOR PROPOSED ANN MODEL

Date Actual Price
(USD) Predicted Price

1 day ahead 5 day ahead 10 day ahead
13-01-15 89.30 89.44 87.90 91.71
07-11-14 78.76 77.63 77.72 78.08
29-07-14 75.44 75.00 76.43 77.59
04-06-14 77.12 76.26 76.96 77.53

A. Error Calculation (MAPE & RMSE)

The error is calculated between the actual price and the
predicted price generated by the ANN model. Two evaluation
processes, Mean Average Percentage Error (MAPE) and Root
Mean Square Error (RMSE) are used in this study to find out
the error of the models. Table V shows the MAPE and RMSE
for the models which were applied only on the testing data.

B. Graphical Representation of the Study

In this study, three different models are proposed for fore-
casting stock market price and trend. Different values for
all the parameters were used to get the best result for each
model.Figure 3 shows the correlation between the attributes
(or feature). The correlation is determined by using normal
correlation function. The scale 1 to -1 denotes the level
of relation. 1 means strong relation and -1 denotes very
weak relation. Figure 4, Figure 5 and Figure 6 shows the
graphical representation of the difference between actual price
and predicted price for 1 day, 5 day and 10 day prediction
respectively.

V. CONCLUSION

A. Discussion

The motive of the study was to construct an effective
and an efficient model to forecast stock price and stock
market trend using Artificial Neural Network along with some
special operators with meaningful selection of parameters of
the operators. Two different evaluation processes, MAPE and
RMSE were used to calculate the rate of error and the proposed
models are capable of predict stock market price and trend
with very little error. 1 day ahead model which predicts the
price of 1 day ahead market can predict the best among the



TABLE VII
COMPARISON OF DIFFERENT ALGORITHMS

Dataset Model Horizon ANN SVM KNN

MAPE RMSE MAPE RMSE MAPE RMSE

Walmart Inc.
1 day ahead 1 0.75 0.60 2.57 1.90 2.71 2.28

5 day ahead 5 3.28 2.73 0.41 0.33 3.40 2.82

10 day ahead 10 2.01 1.59 2.07 1.56 4.47 3.70

Fig. 3. Correlation between the features

Fig. 4. Actual Price vs. Predicted Price, 1 day Model

three models. The proposed model can be used to predict
stock price and trends instead of current techniques with low
accuracy and thus it can help the business related people as
well.

B. Limitation and Future Work

Only Windowing operator was used in this study for data
preprocessing step and the study was designed based on
only the New York Stock Exchange. In future other data
preprocessing techniques will be used. Some other algorithms
will be applied to determine the best model and to upgrade

Fig. 5. Actual Price vs. Predicted Price, 5 day Model

Fig. 6. Actual Price vs. Predicted Price, 10 day Model

prediction result. Different dataset from different stock markets
will be applied in order to form a universal model for every
market.
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Abstract—Smart Home innovation began for over 10 years to 

present the idea of system administration gadgets and gear in the 

house. As indicated by the Smart Homes Association, the best 

meaning of keen home innovation is: the mix of innovation and 

smart technologies through home networking for a superior 

nature of living. Numerous instruments that are utilized as a part 

of PC frameworks can likewise be incorporated in Smart Home 

Systems. Global standard for mobile communications (GSM) is 

the most operated networking system till to date with its cheaper 

accessibilities and keen communication possibilities. The 

development, testing, and use of sensorless temperature 

monitoring for smart home embedded system that utilizes GSM 

networking module are presented in this paper for remotely 

home temperature information accessing and setting intended 

temperature threshold. The system also autonomously makes 
sure of working reliability using GSM USSD gateway.  

Keywords—GSM modem, temperature monitoring, smart home, 

embedded system 

I. INTRODUCTION  

Nowadays, monitoring of different environmental 
parameters like temperature, humidity, light intensity etc. are 
more admired in different field. Even to get more accuracy and 
flexibility on that monitoring technique much sophisticated 
systems were invented. Temperature is a target comparative 
measurement of hot and cold. A sudden change of temperature 
can cause a great amount of impact on the home and its 
dwellers. Excessive hot temperatures can cause various 
property damages. Besides, improper heat can cause illness 
when the temperature reaches above 90 degrees Fahrenheit. 
Inhabitants, especially pets, can be vulnerable to heat related 
sickness as well. These issues can be overcome significantly by 
developing and proper usage of convenient smart embedded 
systems.  There are some other concerns can be realized like 
when dwellers get away from the house in a busy manner the 
managing of heating and air conditioning system can be useful 
to improvise the proper usage of energy. With remote 
temperature control system, an optimized energy use can be 
made sure by cutting back on furnace or air conditioner use in 
an empty house [1-4].  

A system comes with temperature tolerance level should 
not be exceeded that by any means to produce expected 
outputs. But, in real world that can be caused intentionally or 
unintentionally. In smart home application, there are many 
systems which are composed of temperature sensor, ranging 
from -55 degree Celsius to 138 degree Celsius temperature to 
monitor and report necessarily though GSM module or other 

communication device from the system. On the contrary, the 
other parts of these systems especially communication devices, 
which play a vital role in reporting, cannot have that much of 
tolerance level in comparison with that temperature sensor‟s 
sensing ability. So, a system has been realized which can 
utilize the communication module as a standard home 
temperature monitoring unit within its temperature tolerance 
range and serve as a smart system as well allowing remotely 
temperature access and setting up. 

Different sort of sensors, microprocessors, complicated 
network topology and different types communicational module 
are used for sensing, processing and transmitting the value of 
these parameters in real time [1-4]. Temperature sensing and its 
data processing are mostly usable environmental parameter in 
most of the systems. Basically the behaviors of electronics 
devices fully depend on changing of temperature in all types of 
machine. Even rapid changing in temperature can damage the 
ideal working behavior of any devices. So measurement of 
temperature and check its unusual behavior over real time is a 
big concern. Also real time temperature data checking over 
wireless communication system remotely is another vital 
concern.  

To minimize these concerns, different types of system were 
proposed or designed earlier using different types of 
temperature sensors. Few research works shown CMOS based 
RFID temperature sensor, LM35 or AD590 temperature sensor 
based measurement system [2, 5-7]. Although the CMOS 
based temperature sensor is only used in passive RFID tag and 
suitable for human body temperature measurement. On the 
other hand, LM35 or AD590 temperature sensors are basically 
used for room, environment or soil temperature measurement 
system. Whatever the sensor are used for measuring 
temperature on any system, GSM module is used for wireless 
communication of remote data accessing in every system [1, 4, 
5, and 7].  

In smart home systems, the use of temperature 
measurement and flexible data accessing through GSM module 
are basic criteria. That‟s why in every smart home system 
temperature sensor, data processor, and GSM module are basic 
components. Though, system reliability is one of the major 
problems for these types of sophisticated systems. However, 
the proper use of GSM module can precisely remove the 
external temperature sensor from the smart home system 
applications.  



To reduce these problems and increase the system 
reliability, a sensorless temperature monitoring system for 
smart home embedded application using GSM module is 
proposed and implement in this research work.  

II. PRELIMINARIES 

The block diagram of the proposed system is shown in 
Fig.1. To make a clear understanding about this research work, 
some important issues which will be used in the development 
of this system are discussed in this section.  

A. SIM Card  

Subscriber Identity Module (SIM) card can be seen as very 
tiny computer as it has central processing unit, electronically 
erasable, programmable read only memory (EEPROM) which 
contains the user data, random access memory (RAM) for 
program execution, and read only memory (ROM) for the 
operating system, user authentication and data encryption 
algorithms, and other applications [8]. Besides, memory parts 
of SIM have a trend in increasing storage capacity. Accessing 
this memory by AT commands, SIM card storage can be 
dynamically controlled. It is also noted that 30-40 SMS can be 
stored in SIM chip presently available in Bangladesh [9]. 

 

Fig. 1. Total system block diagram 

TABLE I.  IMPORTANT AT COMMANDS AND ITS UNDERSTANDING 

AT Commands Understanding 

AT+CUSD Writing USSD code  

AT+CMGF=1 Set message format to TEXT mode 

AT+CSAS 
Save SMS settings. This may take up to 10 
seconds 

AT+CPMS Preferred storage 

AT+CMGR=1 Read SMS message in SIM location 1 

AT+CMSS=2 Send message from memory location 2 

AT+CMGD=1 Delete SMS message in SIM location 1 

 

B. AT Command 

AT commands have been developed by Dennis Hayes for 
modem interaction language and by time, the ETSI GSM 07.07 
(3GPP TS 27.007) has directed its command style for 
controlling a GSM phone or modem [10].  This language is 
used to talk to GSM modem. The AT commands of ESTI GSM 
07.07, GSM 07.05 and SIM technology company-SIMCom 
extended standard, those will be used in the proposed system, 
are listed in Table I.. 

C. USSD Gateway 

USSD is a protocol used by GSM cellular telephones to 
communicate with the service provider's computers and its 
gateway routes USSD messages from the signaling network to 
a service application and back [11]. To access network operator 
services, such as, balance refill or inquiry, special offer, 
internet package and so on, USSD codes can be used. These 
codes differ with local mobile network operator service 
providers. The USSD codes listed in Table II, which have been 
adapted in this proposed work, are the codes of “Banglalink” - 
a local mobile network operator service provider in 
Bangladesh. 

TABLE II.  USED USSD CODE AND ITS CORRESPONDING AT COMMAND 

USSD 

Code 
*124# 

Banglalink balance 

check 

AT 

command 
AT+CUSD=1, „*124#‟ Accessing service 

III. TEMPERATURE SENSING APPROACH 

The proposed approach incorporates SimCom GSM/GPRS 
communication chip such as SIM300, SIM900, SIM900A, 
SIM908 and so on for temperature detection since, nowadays, 
it is being widely used in GSM modem based embedded 
system application design. This section will illustrate the 
temperature data extracting, processing, and testing. In order to 
perform these operations, any module with SimCom 
communication chip needs to go through a setup process which 
can be done by AT command. The block diagram for 
determining the temperature through the AT commands is 
shown in Fig. 2.  

 

Fig. 2. AT command writing to ME 

After writing temperature query command to Mobile 
Equipment (ME), where communication chip is attached, the 
ME sends response with the style, +CMTE: 1,Temp and ended 
with OK string. The Temp (temperature) parameter varies from 
-30 to 80 degree Celsius though the chip can capture -40 to 90 
degree Celsius [12]. Now, the ME response data can be 
processed in the application processor for only temperature 



data extraction. The logical flowchart for temperature data 
extraction is given in Fig. 3. 
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Fig. 3. Flowchart for temperature extraction 

IV. IMPORTANT SYSTEM‟S DEVICES 

The proposed work offers a simple system with less 
number of components to measure the temperature remotely. In 
this section the important devices used in the proposed system 
were discussed. 

A. GSM Module 

In the development process, a SIMCOM SIM900 GSM 
shield has been integrated in the system. SIM900 uses 
AMR926EJ-S chip processor which is very powerful. This 
module can be controlled by different version of AT 
commands set such as- GSM 07.07, GSM 07.05 and SIMCOM 
enhanced AT commands.  This module uses 1.5mA current in 
sleep mode and 3.1v to 4.8v as supply voltage. The operating 
temperature is -40 degree Celsius to 85 degree Celsius.  

B. Processor 

In this work, Arduino ATmega328 microcontroller has 
been adopted for the purpose of whole system processing. It is 

an Atmel 8-bit AVR RISC-based microcontroller which 
combines 32 KB ISP flash memory with read-while-write 
capabilities, 1 KB EEPROM, 2 KB SRAM, 23 general purpose 
I/O lines, 32 general purpose working registers, three flexible 
timer/counters with compare modes, internal and external 
interrupts, serial programmable USART, a byte-oriented 2-wire 
serial interface, SPI serial port, 6-channel 10-bit A/D converter 
(8-channels in TQFP and QFN/MLF packages), programmable 
watchdog timer with internal oscillator, and five software 
selectable power saving modes. The device operates between 
1.8-5.5 volts. The device achieves throughputs approaching 1 
MIPS. 

C. Monitor 

Nokia 5110 - a basic graphic LCD having the same 

parameters and applications of the Nokia 3310 LCD, which 
uses the PCD8544 controller, is used in the proposed system. 

The PCD8544 is a low power CMOS LCD controller/driver 

and is designed to drive a graphic display of 48 rows and 84 

columns. All necessary functions for the display are provided 

in a single chip, including on-chip generation of LCD supply 

and bias voltages, resulting in a minimum of external 

components and low power consumption. The PCD8544 

interfaces to microcontrollers through a serial bus interface 

V. SYSTEM OPERATION 

The proposed system is designed as user interactive system. 
It is intended to take user input first through SMS to enable the 
interactive behavior. After setting the user data up, the system 
keeps watching to receive SMS from system‟s registered 
number for performing action accordingly. The system process 
the incoming SMS followed by table III which undergoes a 
specific SMS forwarding pattern.  

The system extracts the valid number SMS information and 
network operator service information by mapping the ME 
responded ASCII positioning of incoming SMS.  

TABLE III.  SMS PROCESSING 

Forwarding SMS style System Understanding 

1,0880-xxxxxxxxxx,50 
1=SMS for set up, mobile number, 

alarming temperature  

2,action temperature, turn 

on/off 

2= SMS for temperature setting where 

the system will turn on/ off the load 

1= turn on, 0=turn off 

3 
3=SMS for sending present 

temperature update 

The system autonomously checks the system operational 
condition such as whether it will work or not. If the system gets 
out of network, balance shortage, and communication linkage 
then it will be updating by turning on a LED light for 
indication. But, if the system is such as, only getting out of data 
service charge then it will be updating the registered user by 
sending a SMS. The pseudo code of reliability is shown in 
Fig.4.  The full system working flowchart is shown in Fig. 5. 



 

Fig. 4. Pseudo code of reliability 

 

Fig. 5. Full system flowchart 

Finally, the end user display unit will be displaying four 
types of data: current temperature, action temperature, warning 
temperature and system‟s status. 

The current temperature data are collected from GSM 
modem and after registration action temperature that is, the 
temperature where system will turn on or off any electrical 
load, can be set by SMS. Warning temperature set by SMS 
plays an important role to warn the system‟s user by SMS 
when the system senses above warning temperature due to any 
abnormal home environment. 

VI. TESTING AND PROTOTYPING 

To check the validation of the system simulation based 
testing and finally prototyping are examined.  

A. Testing 

The proposed sensorless temperature monitoring system 
has been tested by simulation using Arduino Uno board and 
SIM900 GSM Shield. In this section, the test results are shown 
in Arduino serial monitor to understand the working procedure 
of the system background. Figure 6 shows the temperature 
detection, incoming SMS valid data extraction and test 
reliability results.  

 

Fig. 6.  AT command using and its responding data extraction  

B. Prototyping 

In the prototyping of the proposed system, a 20 by 4 Liquid 
Crystal Display (LCD) has been incorporated with an Arduino 
UNO and a SIM900 GSM shield instead of graphic LCD. A 
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12V 1amp power adapter was also used in the proposed system 
prototyping. Figure 7 shows the system frontend results 
displaying current temperature, action temperature, warning 
temperature and system‟s status, while all the backend works 
are in operation. 

 

Fig. 7. Proposed system prototype 

VII. CONCLUSION 

A user interactive wireless smart home system has been 

developed which utilizes a GSM modem to access the room 

temperature and set the intended temperature remotely. To 

conclude, the temperature detection using communication chip 

architecture can be useful in contrast with GSM modem and 

external temperature sensor based smart home embedded 

systems since the ambient home temperature tolerance level of 

GSM module and external sensor varies and GSM module can 

be a victim of this difference. 
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Abstract— Phishing sites which expects to take the victims 

confidential data by diverting them to surf a fake website page 

that resembles a honest to goodness one is another type of 

criminal acts through the internet and its one of the especially 

concerns toward numerous areas including e-managing an 

account and retailing. Phishing site detection is truly an 

unpredictable and element issue including numerous components 

and criteria that are not stable. On account of the last and in 

addition ambiguities in arranging sites because of the intelligent 

procedures programmers are utilizing, some keen proactive 

strategies can be helpful and powerful tools can be utilized, for 

example, fuzzy, neural system and data mining methods can be a 

successful mechanism in distinguishing phishing sites. We 

applied different types of machine learning based classification 

algorithms, including Naïve Bayes (NB), Support Vector Machine 

(SVM), Neural Net (NN), Random Forest (RF), IBK lazy 

classifier and Decision Tree (J48). Finally we measured and 

compared the performance of the classifier in terms of accuracy. 

Keywords- Phishing Websites,  Data Mining,  Machine 

Learning, Support Vector Machine, Random Forest, Naïve Bayes, 

Neural Net, Decision Tree, IBK lazy classifier, WEKA. 

I.  INTRODUCTION  

Phishing is a type of extensive fraud that happens when a 
malicious website act like a real one keeping in mind that the 
end goal to obtain touchy data, for example, passwords, 
account points of interest, or MasterCard numbers.  

In spite of the fact that there are a few contrary to phishing 
programming and methods for distinguishing potential 
phishing endeavors in messages and identifying phishing 
substance on sites, phishers think of new and half breed 
strategies to go around the accessible programming and 
systems. 

Phishing is a trickery system that uses a blend of social 
designing what's more, innovation to assemble delicate and 
individual data, for example, passwords and charge card subtle 
elements by taking on the appearance of a dependable 
individual or business in an electronic correspondence. 
Phishing makes utilization of spoof messages that are made to 
look valid and implied to be originating from honest to 
goodness sources like money related foundations, ecommerce 
destinations and so forth, to draw clients to visit fake sites 
through joins gave in the phishing email. The misleading sites 

are intended to emulate the look of a genuine organization site 
page. 

The employing so as to phishing invader's trap clients 
diverse social building strategies, for example, debilitating to 
suspend client accounts on the off chance that they don't finish 
the account upgrade process, give other data to approve their 
records or a few different motivations to get the clients to visit 
their satirize page. 

Delicate Computing strategies are progressively being 
utilized to address an extent of computational issues. Clustering 
is a kind of unsupervised learning; unsupervised learning 
except that there is no previous information about the class 
participation of the perceptions, i.e., class names of information 
is obscure. The reason for utilizing unsupervised learning is to 
specifically separate structure from a dataset without earlier 
preparing. On the other hand, supervised learning 
accommodates a vastly improved precision, unsupervised 
learning accommodates a quick and dependable way to deal 
with infer information from a dataset. That's why we used 
supervised learning in our work. 

The remainder of this paper is organized as follows: In the 
next section, we provide a brief overview of the related work. 
In Section III, we discuss about methodology. Our 
experimental results are shown in Section IV. Finally, we 
provide the conclusion of this research in Section V. 

II. RELATED WORK  

Phishing site is one of the late worries in the security area. 
Yet, because of prominent effect on the money related and on-
line retailing areas and since recognizing such sort of dangers 
is key towards safe web surfing, various distinctive a few 
promising studies and methodologies were led and proposed to 
this issue established in the writing. Although a considerable 
amount of hostile to phishing arrangements are accessible these 
days yet a large portion of them are not skilled to settle on a 
sufficiently precise choice and thus, the false-positive choices 
raised seriously. In this segment, we quickly depict the existed 
endeavors in this space through reviewing the basic related 
methodologies. 

Nawafleh and Hadi[1] proposed new associative 
classification algorithm to recognizing phishing site. 
Observational study result demonstrates that acquainted 



classification is promising technique and indicated competitive 
execution when contrasted and different calculations, for 
example, SVM, PRISM, RIPPER and NB. 

In [2] the study compared few learning approaches 
including Support-Vector-Machine, decision-trees, rule-based 
techniques and Bayephphishingechniques in recognizing 
phishing emails. A random forest algorithm was executed in 
PILFER (Phishing Identification by Learning on Features of 
Email Received) which succeeded in effectively identifying 
96% of the phishing messages with a false-positive rate of 
0.1%. Ten email's elements showed are utilized as a part of the 
experimental results those are IP address URLs, Age of 
Domain, Non-coordinating URLs, "Here" Link, HTML 
messages, Number of Links, Number of Domains, Number of 
Dots, Containing Java script, Spam-channel Output. 

With respect to phishing location, A. Bergholz et el. [3] 
exhibited a methodology for enhancing learning models for 
recognizing phishing messages by feature selection. A subset 
of components is chosen by a wrapper technique in which the 
purported best-first pursuit calculation efficiently adds and 
subtracts features to a present subset utilizing the classifier 
itself as a feature of the evaluation function. 

Pradeep and Ravendra [4] proposed a model that can detect 
a website is phishing or not. They uses six different machine 
learning based classification algorithm named Naïve Bayes, 
J48, SVM, Random Forrest, Tree Bag and IBK lazy classifier 
with 92.7846%, 95.11%, 96.57%, 96.3%, 93.85%, 93.4039% 
classification accuracy respectively. Their split ratio is 70-30. 
Where 70% accounts to training and rest for testing. Our aim is 
to extend their work to gain more classification accuracy using 
those algorithms and also we introduced a new classification 
algorithm named Neural Net in this experiment.  

 

III. METHODOLOGY 

A. Training and Classification 

The common approach for classification problems is 
supervised learning. That’s why in this paper we used different 
supervised machine learning algorithm to get the desired output 
for detecting the phishing websites properly. In next few 
paragraphs we have discussed about different supervised 
learning algorithm which we used in the experiment. 

 Naïve Bayes  

This classification algorithm based on applying 
Bayes theorem which is also known as a 
probabilistic algorithm [6]. This algorithm used in 
classification because of its simplicity in both 
during training and classifying stage. Another 
advantage of this algorithm is less data needed 
during training stage compared to the other’s 
machine learning based classification algorithm. 

For a document d and class c, by Bayes theorem, 
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Then Naïve Bayes classifier will be, 
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       J48 

J48[QUI93] implements Quinlan`s C4.5 algorithm 
[QUI92] for creating a pruned or unpruned C4.5 
decision tree. C4.5 is an augmentation of 
Quinlan's prior ID3 algorithm. The decision trees 
created by J48 can be utilized for classification. 
J48 constructs decision trees from an arrangement 
of labeled training data utilizing the idea of data 
entropy. It utilizes the way that every quality of 
the information can be utilized to settle on a 
choice by part the information into littler subsets. 
J48 looks at the standardized data pick up 
(distinction in entropy) that outcome from picking 
a trait for part the data. To settle on the choice, the 
property with the most noteworthy standardized 
data increase is utilized. At that point the 
calculation repeats on the littler subsets. The part 
technique stops if all instances in a subset have a 
place with the same class. At that point a leaf node 
is made in the choice tree advising to pick that 
class. In any case, it can likewise happen that none 
of the components give any data pick up. For this 
situation J48 makes a decision node higher up in 
the tree utilizing the normal estimation of the 
class. J48 can deal with both continuous and 
discrete attributes, preparing data with missing 
property estimations and qualities with varying 
expenses. Further it gives an alternative to pruning 
trees after creation. 

 Support Vector Machine  

This is a well known machine learning based 
classification algorithm. Support Vector Machine 
(SVM) [7] is based on the concept of decision 
planes that define decision boundaries. The 
decision plane also known as hyper plane which 
separates between a set of objects that having 
different class memberships. 

SVM is a standout amongst the most popular 
classifiers nowadays. The thought here is to 
discover the operation optimal isolating 
hyperplane between two classes by maximizing 
the edge between the classes nearest focuses. 
Assume that we have a straight isolate capacity 
and two directly divisible classes with target 
values +1 and - 1. A discriminating hyperplane 
will satisfy: 





  

 

Now the distance of any point x to a hyperplane is 

and the distance to the origin is 

 

 

 

 Neural Net  

A neural system is organized as an arrangement of 
interconnected indistinguishable units (neurons). 
The interconnections are utilized to send signals 
from one neuron to the next. Also, the 
interconnections have weights to upgrade the 
conveyance among neurons [8]. The neurons are 
not capable by them-selves; in any case, when 
associated with others they can perform complex 
calculations. Weights on the interconnections are 
overhauled when the system is prepared, 
consequently significant interconnection assume 
more part amid the testing stage. Since 
interconnections do not circle back or skip 
different neurons, the system is called feed 
forward. The force of neural systems originates 
from the nonlinearity of the concealed neurons. In 
result, it is huge to acquaint nonlinearity in the 
system with have the capacity to learn complex 
mappings. The ordinarily utilized capacity as a 
part of neural system examination is the sigmoid 
capacity, which has the structure. 

 Random Forest : 

Random forest [9] is a classifier that joins 
numerous tree predictors, where every tree relies 
on upon the estimations of an irregular vector 
inspected autonomously. Besides, all trees in the 
forests have the same appropriation. Keeping in 
mind the end goal to develop a tree we expect that 
n is the quantity of preparing perceptions 
furthermore, p is the quantity of variables 
(elements) in a preparation set. Keeping in mi nd 
the end goal to decide the choice hub at a tree we 
pick K << p as the quantity of variables to be 
chosen. We select a bootstrap test from the n 
perceptions in the preparation set furthermore; 
utilize whatever is left of the perceptions to assess 
the blunder of the tree in the testing stage. 
Subsequently, we haphazardly pick k variables as 
a choice at a specific hub in the tree and calculate 
the best split in light of the k variables in the 
preparation set. Trees are constantly developed 
and never pruned contrasted with other tree 
calculations. Irregular backwoods can deal with 
expansive quantities of variables in an information 
set. Likewise, amid the backwoods building 

process they generate an inside fair-minded 
appraisal of the speculation mistake. What's more, 
they can assess missing information well. A 
noteworthy downside of arbitrary timberlands is 
the absence of reproducibility, as the procedure of 
building the timberland is arbitrary. Further, 
clarifying the final model and ensuing results is 
difficult, as it contains numerous free choices 
trees. 

 

 

 IBK lazy classifier 

IBK is a k-nearest neighbor classifier that uses the 
same distance metric. The quantity of closest 
neighbors can be indicated expressly in the article 
editorial manager or decided naturally utilizing 
forget one cross-approval center to a maximum 
utmost given by the predetermined quality. IBK is 
a k nearest neighbor classifier. A sort of various 
search algorithms can be utilized to accelerate the 
assignment of finding the closest neighbors. A 
linear search is a default yet encourages choices 
incorporate KD-trees, ball trees, thus called 
"spread trees". The separation capacity utilized is a 
parameter of the search technique. The remaining 
thing is the same with respect to IBL—that is, the 
Euclidean separation; different choices incorporate 
Chebyshev, Manhattan, and Minkowski 
separations [10]. Predictions from more than one 
neighbor can be weighted by separation from the 
test pattern and two distinct equations are executed 
for changing over the separation into a weight 
[11][12]. 

The principle advantage picked up in utilizing a 
lazy learning technique is that the objective 
capacity will be approximated locally, for 
example, in the k-closest neighbor algorithm. The 
disadvantage with lazy learning incorporates the 
expansive space prerequisite to store the complete 
training dataset. 

 

IV. EXPERIMENTAL RESULTS  

 

A. Dataset Description  
In our experiment we use the phishing websites dataset 

available at Machine Learning Repository [5]. The dataset 
consists of 11055 websites samples. Each sample consists of 31 
attributes. All of samples are already labeled with 1 and -1. 

 

 Table 1 shows the classification results of the six 
generated classifiers using all features from the dataset.  

 



TABLE I.  CLASSIFICATION ACCURACY 

Classification Accuracy( % ) 

Naïve Bays 93.09 

J48 95.61 

SVM 94.84 

Neural Net 96.65 

Random Forrest 97.47 

IBK lazy classifier 97.07 

   

As we can see clearly from the table that the lowest 
classification accuracy gained by the Naïve Bays classifiers 
and the highest classification accuracy is gained by Random 
Forest. Though the classification accuracy of IBK lazy 
classifier is 97.07% which is close to the Random Forest. 
Although Support Vector Machine and J48 shows a promising 
accuracy rate. We also introduced a new classification 
algorithm in this experiment which is Neural Net and it shows 
a good classification accuracy compare to others. The highest 
accuracy of the base paper was 96.57%, gained by the Support 
Vector Machine. We were able to extend the result to 97.47% 
by Random Forest. Also we extend their accuracy of the other 
classifiers. Naïve Bays from 92.8746% to 93.0941%, J48 from 
95.11% to 95.5971% and IBK lazy classifiers from 93.4039% 
to 97.0748%.   

 

 

V.  CONCLUSION 

Phishing is a cyber crime procedure utilizing both social 
building and specialized deception to take individual sensitive 
data. Besides, Phishing is considered as another extensive type 
of fraud. Experimentations against recent dependable phishing 
data sets utilizing different classification algorithm have been 
performed which received different learning methods. The base 
of the experiments is accuracy measure. 

The aim of this research work is to predict whether a given 
URL is phishing website or not. It turns out in the given 
experiment that Random forest based classifiers are the best 
classifier with great classification accuracy of 97.47% for the 
given dataset of phishing site. As a future work we might use 

this model to other Phishing dataset with larger size then now 
and then testing the performance of those classification 
algorithm’s in terms of classification accuracy. 
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Abstract—Classification is an important data mining technique
to classify various kinds of data used in our daily life. It is used to
classify the item according to the features of item with respect to
the predefined set of classes. Probabilistic classification algorithm
Naı̈ve Bayes and Decision Tree based J48 algorithm generate
superior result in various problem domain. This paper is a
summary on performance evolution based on correct instances of
data using these classification algorithms. Here, we use UCI user
knowledge modeling dataset to analyze results. It is a challenge
to determine efficiently what type of data will be stored and
how it will be implemented by a knowledge modeling system.
From experimental evaluation, it is revealed that the efficiency
and accuracy of J48 is better than Naı̈ve Bayes.

Index Terms—Classification, Naı̈ve Bayes, Decision Tree J48,
UCI User knowledge Modeling Dataset

I. INTRODUCTION

Recently, use of machine learning techniques in data mining
is developing. Data mining is a knowledge base subfield of
computing that is growing in various applications widely.
It is an analytical process designed to explore patterns in
massive information sets involving methods at the intersection
of computer science, machine learning, statistics, and infor-
mation systems. Different methodologies of data mining are
mainly classified as classification, clustering, association and
regression. Classification analysis is the organization of data in
given classes. It is also known as Supervised Classification[2].
Supervised Classification is a method which make a function
from training data. In this paper, we focus on the data clas-
sification and measure performance of the classifier algorithm
Naı̈ve Bayes and J48.

Naı̈ve Bayes classifier uses supervised learning method-
ology for classification [1]. It is based on application of
Bayes theorem with independent probabilities from every
pair of features. Also used as a baseline classifier that give
reasonable classification performance[12]. Another one, J48
is the implementation of algorithm Iterative Dichotomiser
3 which is developed by the WEKA project team. J48 is
using decision tree for classification by creating a binary tree.
Decision trees are generated by using greedy technique and it

uses reduced error pruning[2].These algorithms are so effective
for classification.

To measure performance of these algorithms, we use UCI
user knowledge data set. User information modeling system
is one among the foremost powerful mechanisms for the web-
based accommodative applications. The goal is to provide
enough or knowledge for students/users. User knowledge
modeling is increasing the classification accuracy of the well-
known and usually used probabilistic and instance-based user
modeling algorithms[3]. It is additionally presenting a practi-
cable and simply to know an intuitive data classifier algorithms
producing effective results to the user modeling literature.

The remainder of this paper is organized as follows: In
the next section, we provide a brief overview of the related
work. In Section III, we discuss about methodology. Our
experimental results are shown in Section IV. Finally, we
provide the conclusion of this research in Section V.

II. RELATED WORK

Many works associated with the comparison of the clas-
sification strategies are done. One task of the user modeling
systems is to trace and store user actions. Another task is to
judge and convert the keep data into useful information. Within
the analysis method of user information, mostly rule-based
approaches and machine learning algorithms particularly for
classification, prediction and clustering are used [8]. OMahony
and Smyth [9] with Naı̈ve success described a supervised clas-
sification process to design to spot and suggest the most useful
product reviews. They compared the performance efficiency
of JRip, J48 and Naı̈ve Bayes classification techniques using
a vary of options derived from building reviews. Reviewing
samples consisted of options derived from four distinct classes
well-mined from individual reviews and also the wider com-
munity reviewing activity. Prior to classification, every review
was translated into a feature-based instance representation. The
disadvantage of this approach is that all of the options have
same impact in the decision-making method of classifiers. The
experimental studies, the AUROC scores (area under mythical



monster curve) of classifiers failed to exceed 82%. Weight of
the options can be increasing the scores of AUROC classifiers.

Huang et al.[10] compared Naı̈ve Bayes, decision Tree
and Support Vector Machine with each other mistreatment
area under Curve criterion. Area under Curve criterion is
healthier than accuracy for comparing the classification strate-
gies [11]. Moreover, it’s shown that C4.5 implementation of
Decision Tree has higher area under Curve compared to Naı̈ve
Bayes and Support Vector Machine. Yogendra Kumar Jain
[13], compared J48, BayesNet, OneR and, NB algorithms for
intrusion detection which shows that the J48 decision tree
gives more accuracy. In that year, Rangaduari [14] introduces
a Adaptive NIDS using a Hybrid approach alone with two
stages. In the first stage a probabilistic classifier is used then
a HMM based traffic model is used in the second stage.
Kahraman et al.[3] state that to beat the problems of knowl-
edge classifier, an Intuitive k-NN knowledge Classifier (IKC)
has been introduced, The projected IKC technique achieved a
mean classification accuracy of 97.5% over the validation set,
whereas the classification accuracy of the opposite approaches
ranged from 73.8% to 85%. Though, IKC approach has created
a substantial improvement.

III. METHODOLOGY
Classification approaches usually use a training set where

all objects are already related to noted class labels[3]. The
classification algorithm creates a model by using training
dataset. The model is used to classify new objects. In this
paper, Naı̈ve Bayes algorithm and J48 decision tree are used
for comparison. Comparison is made on accuracy, sensitivity
and specificity using testing instances. Correct instances that
give us suggestion a most efficient method for classification.

A. Naı̈ve Bayes Classifier:

The Naı̈ve Bayes algorithm is a straightforward probabilistic
classifier that calculates a set of possibilities by investigation
the frequency and combinations of values in a given infor-
mation set[4]. The rule uses Bayes theorem which assumes
all attributes to be independent where the values are getting
from class variable. This conditional independence aspect
rarely holds true in real world applications. Therefore the
characteristics of this algorithm tend to perform well and learn
quickly in various supervised classification problems. The
main advantage of this classifier is that, it only needs a small
amount of training data to verify the parameters needed for
classification. Conditional probability of Naı̈ve Bayes classifier
as given below.

P (Cn | x)

Here, Cn is the nth class which is conditional on a input vector
named x. Where,

x =

n∑
j=1

xj

Using Naı̈ve Bayes theorem, the equation become.

P (Cn | x) =
P (x | Cn)P (Cn)

P (x)

In the above equation, P(Cn|x) is the posteriori probability of
C conditioned on x. P(Cn) and P(x) is the priori probability
of C and x continuously wherever P(Cn) is independent of x.
Again, P(x|Cn) is the posteriori probability of x conditioned
on C.

B. Decision Tree J48:

Decision tree is a classification technique, Based on divide
and conquers strategy. A decision tree consist decision nodes
and leaf nodes, where decision node specifies a test over one of
the attributes and a leaf node represents the class value. Every
path from the root node to leaf node is rule. Classification
error is the performance major factor for Decision tree. Clas-
sification error is defined as the percentage of misclassified
cases. J48 is an open source Java implementation format of
the C4.5 decision tree algorithm for classification. It creates a
binary tree, which built to model the classification process[5].
When the tree is built, it is applied to every tuple within the
information and ends up in classification for that tuple. While
building a tree, J48 ignores the missing values. Value for that
item will be expected based on what’s identified about the
attribute values for the other records[6]. The main plan is to
divide the data into many ranges which based on the attribute
values for that item whose are found in the training set[7]. It
allows classification via decision trees or rules generated from
them. Algorithm 1 shows the procedure of Decision Tree J48.

Algorithm 1 Decision Tree J48

N ← rootNode
if T belongs to same category C then

leafNode← N
mark N as a class C
return C

end if
for i← 1 to N do

Calculate informationGain of Ai
end for
tx ← testingAttribute
highestInformationGain ← attribute which have High-
est informationGain
N.tx ← highestInformationGain
if N.tx is Continuous Process then

find thresholdV alue
end if
for all TSplit in the Splitting of T do

if TSplit is Empty then
Child of N ← leafNode

else
Child of N ← dTree(TSplit)

end if
end for
Calculate Error Rate of Node N
Return N



IV. RESULT

We use Weka[15] tool which stands for Waikato Environ-
ment for Knowledge Analysis for classification using Naı̈ve
Bayes and J48 decision tree algorithm on UCI user knowledge
model dataset. These algorithms are already built in Weka.
We classify dataset using cross-validation and percentage split
feature of Weka. To do cross validation, we divide Dataset
into 10, 20, 30, 40, and 50 part using folds option. We gave
percentage rates 50, 60, 70, 80, 90 and 92 on percentage split
option to train the classifier.

A. Dataset:

We use UCI User Knowledge Modeling Data Set
(https://archive.ics.uci.edu/ml/datasets/User+Knowledge+Modeling).
It is real dataset about the students knowledge status about the
subject of Electrical DC Machines. Undergraduate students
of Department of Electrical Education of Gazi University in
the 2009 semester denoted this data.The sample dataset is
following. Fig 1 shows example for data instances.

Fig. 1: Sample Dataset

Attribute Information:

Attributes are set by the dataset creator.
STG - The degree of study time for goal object materials.
SCG - The degree of repetition number of user for goal
object materials.
STR - The degree of study time of user for related objects
with goal object.
LPR - The exam performance of user for related objects with
goal object.
PEG - The exam performance of user for goal objects.
UNS - The knowledge level of user.

The users’ knowledge class was classified by the authors.

Using Naı̈ve Bayes Classifier on Weka, Table I and Table II
shows the summary of Cross and Split Validation respectively.
And Table III and Table IV shows the summary of Cross and
Split Validation respectively by using J48 Decision Tree.

The Tables I, II, III and IV show the results according to total
258 instances. In Naı̈ve Bayes, percentage is max when the
folding value is 10 and 20 in cross-validation. Applying J48
Decision Tree algorithm, we get the better result whenever
fold value is become 20. Although, the percentage result is

TABLE I: Cross Validation for Naı̈ve Bayes

Fold Classified Instance Number of Instance Percentage

10 Correct 230 89.1473
Incorrect 28 10.8527

20 Correct 230 89.1473
Incorrect 28 10.8527

30 Correct 229 88.7597
Incorrect 29 11.2403

40 Correct 229 88.7597
Incorrect 29 11.2403

50 Correct 229 88.7597
Incorrect 29 11.2403

TABLE II: Split Validation for Naı̈ve Bayes

Split % Classified Instance Number of Instance Percentage

50 Correct 109 84.4961
Incorrect 20 15.5039

60 Correct 88 85.4369
Incorrect 15 14.5631

70 Correct 64 83.1169
Incorrect 13 16.8831

80 Correct 44 84.6154
Incorrect 8 15.3846

90 Correct 22 84.6154
Incorrect 4 15.3846

92 Correct 18 85.7143
Incorrect 3 14.2857

TABLE III: Cross Validation for J48

Fold Classified Instance Number of Instance Percentage

10 Correct 241 93.4109
Incorrect 17 6.5891

20 Correct 242 93.7984
Incorrect 16 6.2016

30 Correct 238 92.2481
Incorrect 20 7.7519

40 Correct 241 93.4109
Incorrect 17 6.5891

50 Correct 241 93.4109
Incorrect 17 6.5891

TABLE IV: Split Validation for J48

Split % Classified Instance Number of Instance Percentage

50 Correct 13 87.5969
Incorrect 16 12.4031

60 Correct 96 93.2039
Incorrect 7 6.7961

70 Correct 68 88.3117
Incorrect 9 11.6883

80 Correct 49 94.2308
Incorrect 3 5.7692

90 Correct 25 96.1538
Incorrect 1 3.8462

92 Correct 21 100
Incorrect 0 0



TABLE V: Maximized Result Summary

Method Cross Validation Percentage

20 92%

Naive Bayes 89.1473% 85.7143%

J48 93.7984% 100%

maximum at the splitting value become 92% to train these
classifier. Analyzing the results we get that J48 Decision Tree
algorithms performance is efficient and best.The efficiency
become 100% by applying J48 Decision Tree. Table V shows
the Summary of experiment when the algorithms performance
result is max.

Overall we state that J48 decision tree algorithm is better
than Naı̈ve Bayes classifier algorithm on this dataset.

V. CONCLUSTION

In this research, we focus on performance comparison
between Naı̈ve Bayes and J48 algorithm on User Knowledge
Model dataset. Experimental results shown in the study are
about classification accuracy of both algorithms. Here we get,
Decision Tree J48 algorithm is better than Naı̈ve Bayes clas-
sifier. From experimental evaluation it is also revealed that as
the number of cross validation fold is increased, classification
accuracy for both Naı̈ve Bayes and J48 algorithm is also
increased. We get 100% accuracy while using J48 Decision
Tree algorithm. For any knowledge base modeling systems
classifier J48 is perfect to classify classes.Furthermore, The
Performance of a student can be measured by this algorithm
and suggest students what to do next.
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Abstract- This paper represents design methodology of novel 

phased array antenna and its radiation pattern of 100 elements 

linear phased array for highly efficient microwave power 

transmission (MPT) which will be focused on ground based 

receiving station for microwave power transmission from Space 

Solar Power Satellite (SSPS) system. Taking different ratio 

between antenna element spacing, d and wavelength, λ we 

studied radiation pattern of phased array antenna for proposed 

2.45 GHz microwave power input. Phased array antenna is a 

multiple-antenna system, the prominent part of SSPS system, in 

which the radiation pattern can be reinforced in a particular 

direction and suppressed in undesired directions by steering 

electronically in the microwave power transmission from SSPS 

system. 

Keywords— Phased Array Antenna, Array Construction, N-

element phased array, Radiation Pattern etc. 

I. INTRODUCTION 

       Antenna is a dominant technology required for Solar 

Power Satellite system. Solar power satellite (SPS) [1] is a 

renewable and infinite energy system which works in the 

Geostationary Earth Orbit as an electric power plant in space. 

Main theme of solar power satellite is that SPS will collect 

solar energy, converts sunlight to electricity and beam the 

power to ground-based receiving stations. Among the four 

main parts of microwave power transmission (MPT) for SSPS 

system, antenna is prominent part where we are proposing the 

noble phased array antenna (PAA) for reinforcing the 

radiation pattern precisely and accurately.  

 

     All kinds of antennas can be applied as a radiating part for 

MPT system, as for example, parabolic antenna, microstrip 

antenna, Yagi-Uda antenna, horn antenna etc. However to 

control a microwave beam direction accurately and precisely, 

we have to use a phased array antenna system. 

 

   Phased array antennas [2] consist of multiple fixed antenna 

elements to reinforce the radiation pattern in a specific 

direction with suppressing the undesired one. Relative phase, 

amplitude applied to each radiating element are used to 

determine the shape and direction of radiation pattern. By 

using the phased array antenna we can steer the beam pattern 

electronically. By controlling the amplitude and phase of each 

element individually beam pattern of the array can be formed 

to be more generalized. Beamforming by using this technique 

can be used to suppress side lobes, by creating the patterns of 

radiation to the specific direction. 
 

     From the several decades phased arrays have been 

traditionally used in military applications. . Increasing interest 

has drawn in utilizing phased array technology for commercial 

applications after recent growth in civilian radar-based sensors 

and communication systems. Hsi-Tseng Chau [3] designed a 

methodology of a phased array antenna whose radiation will 

focus in the near zone of array aperture by using microstrip 

feeding circuits. Takenori Yasuzumi [4] worked on new type 

of phased array antenna using bi-layered microstrip antenna 

(MSA) composed by 3-patch element. Reference [5] proposed 

a measurement method that can reduce measurement time for 

phased array antenna while providing all radiation patterns 

and a fixture to measure the 3-D radiation pattern which is 

compact and provides low interference on antenna’s radiation 

pattern. Naoki Shinohara [6] did their experiment for 

Microwave Power Transmission with an advanced phased 

array system to make experiments on beam forming with 

phased array. Finite difference time-domain method to the 

generalized analysis of phased array antennas [7] also 

presented by Gregory M. Turner. Low-profile. High-

sensitivity receiving sub-array module [8] with high-

temperature superconducting filters for an active phased array 

antenna also developed by Hiroyuki Kayano. Latest research 

work has been going on to use phased antenna in the wireless 

power transfer. In this research work we are going to depict 

phased array antenna system to transfer microwave power 

which is the significant part of SSPS system. 

 

     In our research work we are presenting the uniform linear 

phased array system with the radiation pattern for 100 

elements where proposed microwave power input is 2.45 GHz 

for SSPS system. We have also depicted radiation patterns by  



varying ration between the distance of the element and 

wavelength. Linear arrays are designed to produce a narrow 

beam of main lobe keeping side lobes small as far as possible. 

The primary reason for using phased array is to produce a 

directive beam that can be repositioned (scanned) 

electronically. 

II. PHASED ARRAY CONSTRUCTION 

 

     Phased array antenna is a directive antenna system consist 

of multiple fixed antenna elements with individual radiating 

sources feeding coherently and use alterative phase or time-

delay control at each element to reinforce the radiation pattern 

to predefined angles in a particular direction. For pattern 

shaping sometimes variable amplitude control is also 

provided. However, the fundamental reason for using phased 

arrays is to generate beam pattern that can be steered [9] by 

means of electronic control system. 

 

     Block diagram of an N-element phased array with variable 

delay element is shown in Fig.1 where “N” identical antennas 

are uniformly spaced by a distance “d” along an axis. 

 

                   Fig. 1- Block diagram of N-element phased array 

     Individual variable time delay elements are incorporated at 

each signal path before transmitting the signals to control the 

phases of the signals. At an angle of θ to the normal direction 

a plane-wave beam is assumed to be incident upon the antenna 

array. Due to the spacing between the antenna elements, the 

radiating element will experience a time delay [10], as written 

in Eqn.1, to reach the successive antennas. 

 

                  
λ

θπ
τ

)sin(2 d
=∆                                           (1) 

Here, λ is the wavelength of the signals. 

   However, signals received by each of the antennas can be 

written as Eqn. 2 after assuming incoming signal is a sinusoid 

at frequency ω with amplitude of A. 

                           Si=Ae−jn∆τ                                       (2) 
 

     To compensate linear delay progression of the signal 

arrived at the successive phased array antenna elements due to 

the spacing between the elements, variable delay circuits must 

be introduce analogous but with reverse delay progression. In 

the uniform linear arrays, variable time delays are designed to 

allow uniform phase progression across the array. Hence, the 

output signal in each channel of the variable delay block can 

be written as Eqn. 3 

 

                         S 'i = Ae− jn∆τ e− jnα                                    (3) 

     Where α stands for the difference in phase shift provided 

by two successive variable time delay elements. 

 

However, array factor [10] equal to the sum of all the signals 

normalized to the signal at one path can be written as Eqn. 4. 
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     According to Eqn.4, the peak of the array factor occurs at 

an incident angle which can be determined by Eqn. 5. 
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     At this incident angle, which is known as scan angle, the 

linear delay progression introduced by the wave arriving at the 

successive antennas is accurately compensated with the time 

delay elements incorporated at each path. The array factor can 

also be shown as Eqn. 6. 
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        The array factor has a maximum value of N2 [10] at the 

scan angle “θ”. F will be lower than this value indicating 

spatial selectivity of phased array for other angles of incident. 

One of the key capabilities of PAA is that instead of using 

mechanical rotation of antenna array we can increase the peak 

gain of the array through exercising electronically tunable 

variable time delay elements.  

 

      By increasing the number of phased array elements we can 

increase the efficiency of the phased array antenna. In 

addition, to enhance the spatial selectivity of phased array the 

beam width of the array can be reduced by enhancing the 

number of array elements. 

 



 
    Fig.2. Uniform Linear Array 

 

                        III. UNIFROM LINEAR ARRAY 

 

     We can make the structure of the linear phased array [11] 

[12] arranging the elements in a straight line in one dimension. 

These antennas within a straight line in one dimension are fed 

about a common phase shifter or time delay elements. Linear 

arrays are designed to produce a narrow beam width. Linear 

antenna arrays can have uniform or non-uniform spacing 

between elements. Commonly used linear antenna array is the 

Uniform Linear Array shown in Fig.2 where we have 

simulated ULA for 100 elements keeping element spacing 

100mm with aperture size of 10m in Y-axis. 

 

IV. RADIATION PATTERNS 
 

      A common notation in the antenna literature is used here, 

where λ is wavelength, d is element spacing .Now we will 

show how the radiation pattern changes as the parameters are 

modified. We have simulated all the radiation pattern by using 

MATLAB for the 100 elements phased array varying the ratio 

between the uniform distance of the phased array element and 

wavelength of the signal. 

 

    For the ratio between the uniform distance of the phased 

array element and wavelength of the signal, d/ λ =0.05 we get 

the simulated beam pattern in Fig.3 with a wide main lobe 

with several side lobes.  

For SSPS we need narrower main lobe at the center by 

suppressing the side lobes as far as possible. 
 

Fig.3 Radiation pattern when ratio between distance and wavelength d/λ=0.05 



 
Fig.4 Radiation pattern when ratio between distance and wavelength d/ λ =0.3 

 
      After taking the ratio between the uniform distance of the 

phased array element and wavelength of the signal, d/λ =0.3 

shown in Fig.4 we get narrower main lobe with some small 

side lobes. After increasing the ratio of d/λ from 0.05 to 0.3 

main beam width seems to be narrower than the earlier one 

with minimizing and decreasing the height of the side lobes.  

 
Fig. 5 Radiation pattern when ratio between distance and wavelength d/ λ 

=0.8 

       When we switch to the ratio of d/λ from 0.3 to 0.8 we get 

our desire beam pattern by suppressing almost all of the side 

 
Fig. 6 Radiation pattern when ratio between distance and wavelength d/ λ =3 

 

lobes. For the higher efficiency from the phased array antenna 

for SPS system we need narrower beam width with reducing 

all of the side lobes. From Fig.5 we can say that normalized 

radiation pattern of main beam at the center is thin enough 

keeping the side lobes almost at zero level which is the best 

possible result for 100 elements phased array antennas for SPS 

system from the simulation result. 

 
Fig. 7 Radiation pattern when ratio between distance and wavelength d/ λ =8 
 

      Moreover, we have simulated the radiation pattern for the 

phased array of 100 elements for d/λ  =3 and d/λ  =8  shown



in the Fig.6 and Fig.7 respectively where we can see that there 

are several side lobes having normalized radiation  patterns 

much bigger than the main lobe. When we switch into the 

ratio of d/λ  =8 shown in figure 7 we find normalized radiation 

patterns of main lobe is in the range of 0.21 where side lobes 

are between the ranges of 0.85 to 1 which is not acceptable. 

According to the above simulation result we can conclude that 

for the 100 element uniform linear phased array antenna, d/λ 

=0.8 is the best possible radiation pattern for SPS system. 
 

V. CONCLUSION 

      In search for the alternative source of rapidly dwindling 

fossil fuel resources and for the replacement of the hazardous 

nuclear power plant Space based Solar Power Satellite system 

is a potential solution which will provide a consistent, stable 

and renewable source of energy for a long time once the initial 

investment is made. Phased array antenna is the significant 

part of the SSPS system for the highly efficient microwave 

power transfer. From our observation it is asserted that for the 

100 elements phased array antenna if we can keep the ratio 

between uniform distance of the phased array element and 

wavelength of the signal in the range of 0.8 then we will get 

the desire radiation pattern of the main beam width keeping 

the side lobes almost in the zero level. However, if we can 

overcome the economical constraint to launch SSPS system as 

well as practical implementation of efficient phased array 

antenna SSPS system will minimize highly demandable power 

crisis for the developing country as well as for the world. Our 

obvious area of future improvement will be to investigate the 

highly radiation pattern of phased array increasing the total 

elements which may include further analysis of time delay 

elements.   
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Abstract—With the mounting interest on cognitive radio (CR) 
technology in wireless communication systems, it is anticipated 
that CR-enabled vehicular networks will play a vigorous role in 
the enrichment of communication efficiency in vehicular 
network. This paper presents a Cognitive Radio enabled VANET 
for multi-agent based intelligent traffic management system. A 
skeleton for intelligent learning and decision mechanism for 
Central Traffic Management is also proposed and discussed in 
the model. The proposed model has two distinct information 
exchange system layouts. One is dynamic (vehicle to vehicle) and 
another is semi-dynamic (vehicle to Road-Side-Unit). For the 
vehicle-2-vehicle communication, the proposed model assumes 
that vehicles can communicate with each other using available 
wireless resources with the help cognitive radio mechanism. This 
paper also introduces a cluster formation scheme for better 
accuracy in data transmission among vehicles. The dynamic 
module of the proposed model is later simulated and validated 
for some important performance communication metrics.  

Keywords—Cognitive Radio; VANET; Traffic Management 
System; CR-VANET; MANET 

I.  INTRODUCTION 
With the advancement of microelectronics and 

communication modules, a rapid surge of interest is observed 
in the research community for Mobile Ad-hoc Network 
(MANET) and Vehicular Ad-hoc Network (VANET). 
MANET, a special type of ad-hoc network, is self-organized 
and is fully operable without the assistance from any fixed 
infrastructural support or central administration. The mobile 
nodes are inter-connected by the wireless links and 
communication is held directly between nodes or through 
intermediate nodes [1]. Each node in MANET continuously 
maintains the updated information that is required to properly 
route the traffic [2]. The Internet Engineering Task Force 
(IETF) has developed two standard track routing protocols for 
MANET, namely proactive and reactive MANET protocols 
[3].  

 On the other hand, VANET is a distinctive class of 
MANET where moving vehicles act either as nodes for direct 
communication or as routers to provide intermediate 
connectivity. These vehicular nodes can communicate with 
other vehicles to establish Vehicle-to-Vehicle communication 
system. These nodes can also communicate with the access 
point (AP) to establish an Infrastructure-to-Vehicle 
communication system. A VANET network consists of four 
major components, namely Vehicles (nodes or mobile hosts), 

On-Board Unit, Road-Side Unit and Central management 
system [5]. 

Thus, VANET follows and applies the same principle of 
MANET in a highly dynamic environment of surface 
transportation. However, due to the high mobility of the 
nodes, VANET needs to consider dynamic information 
exchange and unreliable channel conditions. These 
considerations are absent in MANET. As a result, deployment 
of MANET protocols in VANET show poor performance [6]. 
Since the vehicles move along the road, movements of the 
vehicles are predictable in VANET, where network density 
changes over time and location [4]. 

According to the IEEE 802.11 independent basic service 
set (IBSS), no access point is required to communicate in 
distributed peer-to-peer manner and IBSS operation can occur 
if two nodes are within the radio range of each other. [5]. 

However, the radio spectrum scarcity has become more 
vigorous concern with the amplifying demand in wireless 
applications. To combat the growing demand of radio 
spectrum, proper utilization of the radio spectrum is essential. 
Cognitive radio exercises dynamic spectrum allocation 
technique to utilize radio spectrum efficiently and reduces the 
bottleneck on frequency bands. With the recent advances in 
cognitive radio systems [23-24], cognitive radio enabled 
vehicular users in VANETs would be able to sense and hop 
from one frequency to another (or one network to another) in 
the entire spectrum range based on their needs and operating 
environment with the help of cognitive radios. While several 
studies exist in literature on applying CR to wireless mesh 
networks, ad hoc networks, and cellular net- works, the 
research on applying CR to VANETs is still in its early stage. 
The research solutions proposed for general-purpose CR 
networks cannot be directly applied to CR-VANETs as the 
unique features of vehicular environment, such as the role of 
mobility, and the cooperation opportunities need to be taken 
into account while designing the spectrum management 
functions for CR-VANETs [25-26]. 

In this paper, Cognitive Radio Enabled VANET for multi-
agent based intelligent traffic management system is proposed. 
The proposed system ensures data exchange between high-
speed vehicles and between the vehicles and the roadside 
infrastructure in the licensed ITS band (5.85-5.925 GHz). In 



this model, vehicles can communicate with each other using 
available wireless resources with the help cognitive radio 
mechanism. Without the loss of generality, the proposed 
model is simulated and validated for some important 
performance communication metrics. In this paper, a cluster 
formation mechanism is considered for better accuracy in data 
transmission among vehicles. A skeleton for intelligent 
learning and decision mechanism for a Central Traffic 
Management is also proposed and discussed in the scope of 
the model. 

The paper is organized as follows. In section II, a brief 
analysis on different lately developed protocols for VANET 
Communications is discussed. The proposed network model 
and architecture for “Cognitive Radio Enabled VANET for 
Multi-agent Based Intelligent Traffic System” are described in 
section III. In section IV, the simulation results of the 
proposed model are presented. Conclusion and future works 
have been discussed in section V. 

II. RELATED WORKS 
 Different protocols have been proposed for better 
performance in wireless networks for vehicular 
communications. OLSR sends two types of messages namely 
hello message and Topological control message [7]. This 
protocol gives better performance among the proactive routing 
protocols [8]. DSDV uses the shortest path to find the route to 
the destination and guarantees loop free nodes reduces count 
to infinity problem and also reduces control message 
overhead. This protocol is suitable only for smaller number of 
nodes [9]. 

  Ad-hoc on-demand distance vector (AODV) protocol 
discovers routes only on demand i.e. it establishes a route only 
when any node needs to send a message to the destination. It 
offers low network overhead by avoiding the flooding of 
messages periodically in the network. It requires less memory 
size and the routing tables only contain the recent active 
nodes. AODV is flexible to highly dynamic and large-scale 
network [10]. Ad-hoc On-demand Multipath Distance Vector 
Routing (AOMDV) protocol maintains multiple loop free path 
with minimum overhead. It is suitable for high mobility nodes 
[11]. Dynamic Source Routing (DSR) protocol mainly 
consists of two mechanisms, namely route discovery and route 
maintenance and uses a unique id request in the route request 
packet [13]. Temporally Ordered Routing Algorithm (TORA) 
protocol uses multi hop routes. This protocol is based on the 
link reversal routing algorithm which uses directed acyclic 
graph to identify the flow of packets . TORA’s performance is 
better than DSR in highly dynamic ad-hoc environment [13].  

 Zone Routing Protocol (ZRP) is the first hybrid routing 
protocol which divides the network into overlapping zones. It 
uses the proactive routing scheme inside the zone and reactive 
routing scheme outside the zone [14]. Core Extraction 
Distributed Ad-hoc Routing (CEDAR) is a protocol with 
integrated QoS support [15]. Distributed Dynamic routing 
algorithm Protocol (DDR) is a tree based routing protocol that 
does not require the root node support for data transfer. 
Greedy Perimeter Stateless Routing (GPSR) selects node 

closer to the destination using beacon [17]. Greedy Perimeter 
Coordinator Routing (GPCR) is a position-based overlay 
routing protocol that uses greedy algorithms to forward packet 
based on a pre-selected path .It has been designed to meet the 
challenges of city scenarios. No Global Information System 
required for GPCR [18]. Connectivity- Aware Routing (CAR) 
is well suited for city and highway scenarios. It uses AODV 
for path discovery and PGB for data dissemination. It also 
uses guard concept for path maintenance. It ensures the 
shortest connected path and no digital map is required for 
CAR. It has higher packet delivery ration than GPSR [18]. 
GSR (Geographic Source Routing) is designed for city 
environment, uses greedy forwarding approach along pre-
selected path using Djkshtra’s shortest path algorithm. It 
combines the features of topological information and position 
based routing [19]. Recent cognitive radio based wireless 
mesh network related work either use the channel selection 
within a network [10] or transmit power or rate adaptation 
within a given network [11]. These types of solutions are not 
directly applicable in heterogeneous wireless environment 
since different networks have different characteristics. All of 
the aforementioned research works are related to protocol 
designing for VANET & protocol proposals and spectrum 
sensing for CR.  

 However, there is no cluster-based ad-hoc routing 
protocol-integrated intelligent surface traffic management 
system has been proposed. 

III. PROPOSED MODEL 

A. Network Model 
 In the proposed model, it is assumed that there are two 
distinct scenarios in terms of nodes’ density namely highly 
dense network and light dense network. A mobile vehicle is 
noted as node where mobile vehicles can be cars, buses etc. in 
the network. A sender node is defined as a particular node 
from where the data packets are coming and destination node 
is defined as the sink or the desired recipient of the data 
packets. A grid is defined as a geographical area with at least a 
Roadside Unit (RSU) and a predefined number of nodes with 
On-Board Units (OBU) installed into them. Here node density 
is the number of nodes in a grid and network is considered as 
the accumulation of all grids. A RSU is a hardwire mounted 
on top of a pole or tower in a grid, which is capable of 
maintaining simultaneous wireless duplex connections with 
nodes and Central Traffic Management Unit (CTMU). RSUs 
build a neural network with each other and the CMTU.  

 In a grid, there are two types of networks, which is labeled 
as Dynamic networks and Semi-dynamic networks. Dynamic 
network is created among nodes where nodes can move along 
a predefined manner and semi-dynamic network is created 
between a node and a RSU.  

 In a dynamic network, the nodes can communicate with 
each other using the principle of cognitive radio with the help 
of OBUs, which follow the IEEE 802.11p protocols. OBUs 
are connected with each other via wires or wireless networks. 
CMTU is the central management system, which periodically 
updates traffic conditions and sends relevant data to RSUs for 
proper route maintenance and nodal information to be 



displayed in Dynamic Info Board (DIB). A DIB is an info 
board from where nodal position and approximate speed and 
arrival time can be seen. It is mounted on the same pole of a 
RSU.  

Data packet, in the model, follows a basic structure 
consisting of sender node id, destination id, hop count, timer, 
sequence number etc. The routing path for source to 
destination is determined by the greedy forwarding algorithm 
which means node closest to the destination node among all 
neighboring nodes in the transmission range of the sender 
node is selected as the next relaying node or the next hop. It is 
assumed that MAC protocol is TDMA, in which time is 
slotted and synchronized and to ensure proper sharing of the 
wireless resources, an appropriate scheduling algorithm is 
selected. For simplicity, rerouting mechanism (in case of link 
failure), packet collision probability (two nodes trying to send 
data packets to one node at the same time), nodes' mobility 
(speed) etc. are not considered in the scope of this paper. 

B. Architecture: 
The proposed model is an intelligent traffic management 

system mainly focused on city scenarios though it can be 
implemented in highways as well as rural areas.  

 

In an arbitrary geographical location, it is assumed that 
there are some grids with some fixed RSUs. When a node 
enters a grid, it is automatically connected to the wireless 
network of that grid through its OBU. OBU then sends data 
packets to its nearby nodes or RSU. In a wireless ad-hoc 
network, a node can only send data packets if there is another 
node or the desired node within the transmission range of the 
sender node. 
If the RSU is not in the range of the sender node, the data 
packets can be sent from the sender node to the destination 
node or RSU via intermediate nodes, which are labeled as 
relaying nodes. 
 

 
Fig 1: The proposed traffic management system 

 
A RSU picks up the data packets sent to it and extract the 

necessary information for traffic conditions in that grid and 
sends the data to CTMU for further processing. CMTU then 
processes the received data and sends the updated data to the 
RSUs. RSUs then display information of selected vehicles 
(local transports, ambulance etc) such as positions and 

approximate arrival time in DIB. An overview of advanced 
traffic system is shown in Fig 1. 
 

Suppose a node “A”, which is a local transport, enters a 
grid namely “XYZ”. In XYZ, there are several nodes “B”, 
“C”, “D”, “E” etc.  “A” is then connected to a network label as 
“GHJ123” in which all other nodes are connected as well. In 
that grid, there is a RSU, labeled as “RSU1”, at an 
intersection. “A” needs to send data packets to RSU1, but it is 
not in the range of “A”. So, the data packets from A can be 
sent to RSU1 via B, C and D. RSU1 receives the data packets 
and send it to the CTMU.  CMTU processes data and sends 
the updated data to the RSU1, RSU2, RSU3 etc.  A basic 
network with links among nodes and RSU is shown in Fig 2. 

 

 
 

Fig 2: Node view 
 

According the mechanism discussed in the Network Model 
subsection, clusters form among the nodes to achieve better 
accuracy in data packet exchange. In a cluster, all links among 
the nodes have link-weight, which depend on the possession 
of available channels in cognitive networks. The node with 
greater link-weight is selected as the "Cluster head" and other 
nodes within the transmission range of the CM become 
members of that particular cluster. Cluster-head becomes 
responsible of transmitting data packets to the destination or to 
the next cluster through "Edge Members". Edge members are 
responsible for maintaining the links among clusters. To avoid 
data packets loss, a "Secondary Cluster head" is selected in 
case of unavailability of Cluster head. An example of cluster 
formation among nodes is illustrated in Fig 3. 

 

 
Fig 3: Proposed clustering scheme 

 



On-Board Unit is a hardware implemented on the vehicles, 
which creates and maintains links with other nodes or RSU. It 
operates according to IEEE 802.11 protocols and it utilizes the 
available wireless resources such as bandwidth, channels etc. 
with the help of cognitive radio network mechanism. Though 
the OBU will continuously consume energy as it is active as 
long as the vehicle is active, it is assumed that the node has 
sufficient power supply for it. The main task of the OBU is to 
sense spectrums and maximize the possibility to be online by 
using or sharing available bandwidth so that it can broadcast 
its data packets to the destination node. 
 

A DIB is a board, which displays some basic real time 
information about the partial grid traffic and local transports. 
It is connected to the RSU on which it is mounted. Whenever 
the RSU is updated from the CMTU, updated information 
about some specific vehicles shows up on the DIB. It shows 
approximate location, time of arrival, accidents etc.  
 

CMTU is the main server or the accumulation of several 
main servers, which controls the whole traffic system. It is 
connected with the RSUs via wire or wireless connections and 
builds a neural network. CMTU has an intelligent learning and 
decision-making algorithm, which extracts necessary data 
from the data, received from the RSUs and updates its 
database for future decision making. CMTU then updates the 
RSUs and the specific updated data for specific route is shown 
in the DIB of specific RSU. CMTU allocates time intervals in 
intersections based comparison in previous data and the 
updated data in its database.  

C. Cluster formation 
With the mounting interest on cognitive radio (CR) 

technology in wireless communication systems, it is 
anticipated that CR-enabled vehicular networks may improve 
the vehicular communication efficiency. Thus, considering the 
possibilities of cognitive radio technology, the dynamic 
module of the proposed network model is designed to be 
functional on cognitive radio environment. As discussed 
earlier in the network model section, the dynamic vehicular 
network in each grid is divided into some sub-groups or 
clusters. Clustering concept is introduced in the dynamic 
module as cluster-based ad-hoc network aims to achieve better 
accuracy in data packet exchange.  

 

The proposed clustering mechanism is inspired from 
author’s previous clustering scheme for cognitive radio ad-hoc 
network [20-22]. In the existing clustering mechanism, 
cluster-head selection is based upon a weight, where to 
calculate the weight number of common channels and number 
of neighboring nodes is taken into consideration. However, in 
this paper another parameter has been taken into account 
called node’s speed along with the previous two to calculate 
weight for each node.  

 

Once the weight calculation for each node is completed, 
the node with higher weight is selected as the "Cluster head" 
and other nodes within the transmission range of the Cluster-
head (CH) become cluster members of that particular cluster. 

Cluster-head becomes responsible of transmitting data packets 
to the destination or to the next cluster through "Edge 
Members". Edge members are responsible for maintaining the 
links among clusters. To avoid data packets loss, a "Secondary 
Cluster head" is selected in case of unavailability of Cluster 
head. An example of cluster formation among nodes is 
illustrated in Fig 3. 

 

In the proposed clustering scheme, CH defines and 
upholds operating channels for the cluster. To find the 
existence of any other clusters in the neighborhood, CMs 
check their neighbor list for other cluster heads. CM becomes 
the Edge Member (EM) and connects two clusters once it 
finds other CH in the neighbor list. In the proposed clustering 
scheme, cluster consists of one CH, one SCH and CMs. All 
cluster members are 1-hop apart from the CH. EM connects 
two neighboring clusters, where there can be maximum two 
intermediate EMs between two CHs. Using local common 
channels, intra-cluster communications are performed. 

IV. SIMULATION RESULTS 

A. Simulation Environment 
To evaluate the clustering performance of the dynamic 

module (vehicle-2-vehicle) of the proposed model, simulation 
is conducted. Though several network simulators are 
available, whose output depicts as close as possible to real 
time implementation, to simulate and analyze performances of 
the proposed model, discrete-event simulator NS2 has been 
used and the performance analysis are conducted using PERL 
scripts.  

 

Four parameters, namely throughput, energy consumption, 
delay and overhead are considered as the performance metrics 
to evaluate the performance of the network. Moreover, two 
distinct dynamic scenarios in terms of nodes’ density are 
considered for the comparative study in the simulation 
environment. Thus, in one scenario the radio transmission 
range of a node is considered to be 100 meters and in the other 
scenario, the transmission range is set to 500 meters. For both 
scenarios, number of nodes is considered to be 100 where 
distributed sources and sinks are altered randomly. 

A simulation area of 4000 m² is considered for the 
simulation purpose. The Two-Ray Ground model is used as 
the propagation model and Drop-tail method is used for the 
queuing purpose. MAC/802.11p is considered as the MAC 
type and maximum packet queuing delay is considered as 
50ms. In the simulation, data traffic is generated with Constant 
Bit Rate (CBR) with packet size is set to 512 bytes. Varied 
packet rate ranging from 100 packets/sec to 800 packets/sec is 
considered to evaluate the performance of the network for 
different traffic load. Initial energy for all the nodes is 
considered to be 10 Joules. Maximum speed for the nodes is 
considered to be 10 m/s. The simulations are run for 150s each 
and the results are calculated as mean of several observations 
in light dense dynamic environment and heavily dense 
dynamic environment. 



B. Performance Evaluation 
This section of the paper discusses the simulation results of 

the proposed model in terms of throughput, energy 
consumption, delay and overhead. 

 
 

1. Performance based on Throughput 
 

In this paper, throughput is defined as the number of 
successfully received data packets at the destination node in a 
unit time and it is represented in Kbps. Maximum throughput 
is preferable while designing the routing protocol for the 
proposed dynamic network. In Fig. 4, the horizontal axis 
indicates the traffic load and the vertical axis indicates the 
throughput.  

 
Fig 4: Performance Evaluation in Terms of Throughput 

 

Fig. 4 shows that with an increasing traffic load, 
throughput for both scenarios increases. However, throughput 
is higher in the network with the radio transmission range of 
500 meters, than the radio transmission range of 100 meters 
for all different data flow rates. This is because; a network 
with long ranged transmission finds lesser number of hops to 
transmit packets to the destination. Thus, with decreasing 
number of hops, number of links throughout the network, 
probability of link failure and rate of packet retransmission 
reduce significantly. Therefore, with higher transmission 
range, throughput of the network increases for all different 
traffic loads. 

 
2. Performance based on Energy consumption 
 

In this paper, energy consumption is defined as the 
cumulative sum of consumed energy by all the nodes of the 
network during the entire transmission period, where 
consumed energy of a node is calculated by subtracting 
remaining energy from initial energy. The unit for energy 
consumption has been considered as Joule. Minimum energy 
consumption is desirable while designing the routing protocol 
for the proposed dynamic network. In the simulation 
environment, consumed energy of a node mainly depends on 
the functional period of a node to transmit the data packets to 
its next hop. Moreover, network energy consumption also 
depends on the number of relying nodes while transmitting 

packets. In Fig. 5, the horizontal axis indicates the traffic load 
and the vertical axis indicates the consumed energy.  
 

 
Fig. 5: Performance Evaluation in Terms of Consumed Energy 

From the figure, it is seen that the energy consumption 
increases with increasing data flow rate in both scenarios. The 
reason is that when traffic load is increased, more data packets 
need to be transmitted over the network from the source node 
to the destination node, where the intermediate nodes are 
required to be at the active state for longer period of time. As 
consumed energy of a node is considered to be dependent on 
the functional period, therefore with increasing traffic load, 
energy consumption is also increased in both networks.  

 

Moreover, it can also be seen from Fig. 5 that the energy 
consumption is lesser in a network with radio transmission 
range of 500 meters compared to the network with radio 
transmission range of 100 meters for all different traffic loads. 
This is because, when radio transmission range in a network is 
longer, number of hops from the source to the destination 
tends to be lesser than that of a network of shorter 
transmission ranged radios. Thus, a network with long ranged 
transmission results lesser number of intermediate nodes 
between a source and the destination than the network with 
short ranged transmission. Therefore, energy consumption 
remains lesser in a network with longer transmission ranged 
radios as lesser number of intermediate nodes is engaged to 
forward the data packet from the source node to the 
destination. 
 
3. Performance based on Packet Transmission Delay 

In this paper, the packet transmission delay is defined as 
the average time required for transferring data packets from 
the source node to the destination node. Minimum packet 
transmission delay is preferable while designing the routing 
protocol for the proposed dynamic network. In Fig 6, the 
horizontal axis indicates the traffic load and the vertical axis 
indicates the delay, where it is seen that the delay varies with 
varying data flow rate in both scenarios. 

 

From the figure it is observed that the packet transmission 
delay increases with increasing data flow rate in both 
scenarios. The reason is that when traffic load is increased, 
more data packets need to be transmitted from the source to 



the destination node. As a result, the intermediate nodes are 
required to process more packets which eventually increases 
individual data processing sessions among the nodes. Thus, 
when higher number of packets propagates, source node and 
the intermediate nodes need longer time to forward the packets 
to the next hop, which increases the cumulative packet 
transmission delay.  
 

 
Fig. 6: Performance Evaluation in Terms of Packet 

Transmission Delay 
 

Moreover, it can be also observed from Fig. 6 that the 
packet transmission delay is lesser in a network with radio 
transmission range of 500 meters than in the network with 
radio transmission range of 100 meters for all different traffic 
loads. This is because, when radio transmission range in a 
network is longer, number of hops from the source to the 
destination node is reduced than that of a network with shorter 
transmission ranged radios. Thus, lesser number of 
intermediate nodes is engaged to forward the data in the 
network, which results lesser data processing sessions. 
Therefore, a network with long transmission ranged radios 
results lesser packet transmission delay than that of a network 
with short transmission ranged radios.  

 

 
Fig. 7: Performance Evaluation in Terms of Overhead Ratio 

 
4. Performance based on Overhead Ratio 

The network overhead is considered as the sum of 
transmitted control packets during the transmission sessions. 
Thus, network overhead ratio is defined as the total 

transmitted control packets over total received data packet at 
the destination node. In Fig. 7, the network overhead ratio is 
presented in terms of percentage, where network overhead 
ratio is desirable to be minimum while designing the routing 
protocol for the proposed dynamic network. In the figure, the 
horizontal axis indicates the traffic load and the vertical axis 
indicates the network overhead ratio. 
 

From the figure, it is seen that the overhead ratio increases 
with increasing data flow rate in both scenarios. The reason is 
that when traffic load is increased, more data packets need to 
be transmitted over the network from the source node to the 
destination node. In a wireless ad-hoc network, each node has 
a defined data packet queuing delay. Increase in data rate 
means nodes need to process more data packets individually 
which eventually results in reduction of a node's efficiency for 
packet forwarding. As a result, with the increase of traffic 
load, retransmission of data packets from source node to 
destination node increases and therefore, acknowledgement 
control messages for retransmission to source node and from 
destination node increase, network overhead increases. Thus, 
with the increase in traffic load, the network overhead ratio 
increases.  

 

Moreover, it is also observed from Fig. 7 that the overhead 
ratio is lesser in a network with radio transmission range of 
500 meters compared to the network with radio transmission 
range of 100 meters for all different traffic loads. That is 
because, nodes in a network with shorter radio transmission 
range will need more number of relaying nodes for 
transmitting data packets to the destination node from the 
source node than that of with longer radio transmission range. 
As the number of the nodes is comparatively more, more 
nodes will have to process increased traffic load and as a 
result, retransmission of data packets due to exceeding node's 
capacity to process data packets will increase which 
eventually increases number of transmitted control packet. 
Thus, a network with radio transmission range of 100 meter 
will have more network overhead ratio than that of a network 
with radio transmission range of 500 meters. 

V. CONCLUSION AND FUTURE WORKS 
This paper presents a Cognitive Radio enabled VANET for 

multi-agent based intelligent traffic management system. The 
proposed model has two distinct information exchange system 
layouts, namely dynamic module (vehicle to vehicle 
communication using cognitive radio) and semi-dynamic 
module (vehicle to Road-Side-Unit). For the dynamic module, 
a cluster formation scheme is introduced and later simulation 
is conducted to validate the performance. Our next research 
steps are to develop the prototype of the model and to develop 
an intelligent algorithm that can give optimal decision to 
manage the traffic.   
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Abstract--- Research on Wireless Sensor Network (WSN) has 

been increased tremendously in recent years. This paper 

investigates problems associated with network maintenance and 

data routing in dynamic cluster-based wireless sensor network 

(DCWSN) architecture. This article addresses multiple nodes 

joining to DCWSN under consideration of single channeled 

network and Data Centric Routing. Multi nodes joining with 

complete 1-hop neighbor information (MNJ-CN) is developed to 

join multi nodes. Moreover, Data Centric Routing algorithm is 

also used to adapt the routing strategy. The routing strategies are 

of two considerations such as, reliability and delay. To evaluate 

efficiency of the algorithms, simulation experiment is conducted. 

Simulation results show that both the proposed algorithms, 

namely MNJ-CN and Data Centric Routing perform more 

efficient than existing algorithms.  

   

Keywords-- Dynamic, Wireless Sensor Network (WSN), 

network maintenance, Data routing, Reliability, delay. 

 

I. INTRODUCTION 

Wireless sensor network is composed of sensor nodes. Besides 

environment monitoring, node (sensor) also passes messages 

to destination node(s) using communication channel(s). 

Sensor nodes have limited resources in terms of power 

transmission, communication range and bandwidth. Different 

applications of wireless sensor networks are robot control, 

smart home, offices, and manufacturing [1, 2].  

Network clustering is a widely practiced solution to achieve 

efficient network performance. In a cluster-based network, 

cluster head (CH) is a local coordinator that communicates 

with member nodes (MN) and other clusters. MNs are the leaf 

nodes that usually operate around cluster head. MNs gather 

data from environment and send to the cluster head. Two key 

activities performed in cluster-based WSNs namely, cluster 

formation and cluster maintenance. Cluster formation handles 

the development of clusters. On the other hand, cluster 

maintenance is an optional and important activity in cluster-

based network. Cluster maintenance makes the network 

behavior dynamic by ensuring stability in the network in case 

of node joining and leaving. The absence of cluster 

maintenance may rebuild the network from scratch when a 

new node joins or existing node leave the network [4]. 

Therefore the complexity of cluster maintenance may equal to 

cluster formation that highly degrades network performance. 

Consequently, the network maintenance is crucial and is an 

important procedure to maintain the integrity of the network 

[3]. Moreover, cluster maintenance proactively handle the 

topological manipulation and reconfiguration without any data 

lose [5- 6]. 

Cluster maintenance presumes when new nodes are 

deployed in the network or existing node leave the network. 

The objective of this paper is to build an efficient cluster 

maintenance scheme for node joining and data routing 

scheme. In order to join multi nodes the network, multi nodes 

joining with complete 1-hop neighbor information (MNJ-CN) 

is also proposed. MNJ-CN is the improvement of single node 

joining algorithm [12-13]. Minimizing number of messages is 

the advantage of MNJ-CN is another advantage of multi nodes 

joining. MNJ-CN algorithm also requires lesser execution 

time than node-move-in, as the number of joining messages 

are reduced.  

When a node joins the network then it sends the gather data 

to the base station through inter mediate nodes. Therefore an 

efficient routing algorithm is the must here. QoS-aware 

routing schemes considers inter cluster communication where 

few schemes are developed to figure-out intra cluster routing 

cost. The QoS routing is a difficult and challenging task. In 

this paper Data Centric Routing is used for intra cluster 

communication in DCWSN. It considers data reliability and 

end-to-end path delay. It is evaluated that both the algorithms 

are outperformed comparatively current algorithms.    



This paper is organized as follows. In section 2, literature 

review for wireless sensor network is discussed. Proposed 

algorithms are described in section 3. Section 5 describes 

Simulation results. Conclusion and Future works is described 

in Section 6. 

II. LITERATURE REVIEW 

The attention of Wireless sensor networks have been 

gaining rapid increase for past few years. The state-of-the-art 

of cluster-based architecture has been reported different issues 

in the network. This section discusses various robust cluster-

based schemes.  

Leach Mobile (Leach-M) proposes mobility centric protocol 

for wireless sensor network [16]. Its design consideration is to 

overcome data packet loss in mobile nodes during node 

joining. In Leach-M, before data transmission, the new mobile 

node sends a join request to CH and waits for 

acknowledgement. The purpose of this joint request is to know 

whether it is part of the CH or not. If the node receives the 

acknowledgement within the before expiration of time, then 

sends the data to CH. Consequently, new node decreases the 

packet loss and makes successful data communication. If the 

new node does not receive acknowledgement within defined 

time, it considers that the node is no more part of the cluster. 

The computation rounds of Leach-M is O(n + |V|) and 

communication complexity is O(n).  

Leach Mobile Enhancement is a Cluster-based protocol 

which is suitable for single new mobile node joining the 

network [17]. The design consideration of the algorithm is to 

enhance the network lifetime. Each new node looks for CH 

having low mobility comparatively other node. To measure 

the low mobility also consider two important parameters those 

are, remoteness and time. Remoteness has an association with 

communication link modification rate. Consequently, this 

consideration forms uniform speed clusters, where CH has 

minimum speed in the group. The advantage of such groups is 

that, the average maintenance is small to maintain high spatial 

dependency. Thus, node movements do not breakage the 

relationship of MNs with CH. Node elects a lesser mobility 

factor for cluster head to become member node. The 

computation rounds of Leach-ME is calculated O(n) and 

communication complexity is calculated O(|q|).  

Another Novel Cluster-Based Architecture and a Routing 

Protocol for Dynamic Ad-Hoc Radio Networks CBNet(G) 

[20] is proposed that is mainly designed to support a time and 

energy efficient, loop-free, on demand routing protocol. In the 

proposed architecture nodes are capable of performing new 

nodes joining using node-move-in. New node determines its 

status according to the recursive structure of CBNet(G) as 

follows. If there exists CH(s) in the neighbor of new, new 

becomes an ordinary node and chooses a CH node as new’s 

parent. Else if new finds any cluster forwarding node in its 

neighbor, new becomes an ordinary node and chooses one of 

the cluster forwarding nodes as new’s parent that has the 

minimum distance to its CH. Else if new finds any forwarding 

node in its neighbor, new becomes an ordinary node and 

chooses one of the forwarding nodes that have the minimum 

distance to its CH as its parent. Else if new finds any ordinary 

node in its neighbor who is closer to CH k (k  2), new selects 

one to be its parent which has the minimum distance to its CH; 

new becomes an ordinary node and the selected node changes 

its status to forwarding node. Else if new finds gateway nodes 

in its neighbor, new selects one as its gateway and new 

becomes a CH of a new cluster. Else, there are only ordinary 

nodes in the neighbor of new whose distance to their CHs are 

already k. New selects one ordinary node as its parent and 

becomes a CH of a new cluster. The chosen node then changes 

its status to gateway node and all other nodes that lie on the 

path from the gateway node to its CH change their status to 

cluster forwarding node [20]. The computation rounds of 

CBNet(G) is calculated O(q + k) where q denotes neighboring 

node of new node and k denotes maximum radius and 

communication complexity is O(r + l) where r is number of 

intra-cluster nodes and l is size of inter-cluster. 

Mobility based Cluster (MBC) protocol is suggested that is 

well suitable when new nodes are mobile [10]. MBC takes 

into consideration of two important parameters for CH 

election in new nodes which are remaining energy and 

expected connection time. For CH election considers more 

remaining energy of the nodes. Moreover, to overcome the 

problem of packet loss introduces a solution of expected 

connection time between CH and MNs. 

DCWSN architecture is address in [12-13]. The architecture 

is maintained using efficient maintenance schemes, namely 

node-move-in and node-move-out. Node-move-in addresses 

single new node joining while node-move-out addresses single 

node leaving. Initially new node searches CH then gateway 

node and at last member node in neighboring node. If 

neighboring node is a CH then new node becomes MN. Elseif, 

neighboring node of new node is gateway node then new node 

become CH. Else neighboring node is member node then 

neighbor node change its status from member node to gateway 

node and new node becomes CH. To get single node joining 

requires O(q) rounds.  

III. PROPOSED ALGORITHM 

In this section two algorithms are presented, namely Multi 

nodes joining with complete 1-hop neighbor information 

network and Data Centric Routing. Few considerations are 

formed for the development of the algorithms which are 

discussed in DCWSN Model in section A. Section B discusses 

Multi nodes joining with complete 1-hop neighbor 

information network. Data Centric Routing is discussed in 

section C.   

 

A. DCWSN Model 

The following are the considerations for multi nodes joining to 

DCWSN. 

Considerations for multi nodes joining to DCWSN model 

are discussed in this section. In the proposed model, all the 

nodes in the network are considered to be static, where each 

node has unique ID and knows the maximum network size. 

The maximum network size is also referred as upper bound 

number of nodes in the network in this thesis. A root node is 



considered in the network, where the status of the root node is 

considered to be CH. It is also considered that the root node 

has the entire network information such as status and ID of 

each node and information about all the edges in the network. 

The network is considered as single channeled. In the 

network, nodes use different channels for data messaging and 

control messaging. Thus, nodes use one channel for data 

transmission while another channel for network maintenance. 

When more than one node transmits at same time, the message 

is discarded because of collision. Thus the message is not 

recognizable by receiving nodes. However, if there is no 

collision, message delivery is guaranteed for the sender node. 

The network has no-collision-detection model. Therefore, 

collision is not recognizable by nodes. Every node is equipped 

only one transceiver, so that a node cannot perform 

transmitting and receiving operations at the same time. The 

communication range of each node is similar except the root 

node. In this article, communication range is considered as the 

maximum distance between two nodes where these two nodes 

can receive the transmitted data correctly. 

Moreover in the network, node(s) that is within the 

communication range of new node(s) is represented by “the 

existing neighbor nodes in DCWSN”. In the proposed network 

model, a complete 1-hop neighbor information network is 

defined as a network where each node has all its 1-hop 

neighbors’ information, such as their status and ID.  

 

B. PROPESE MULTI NODES JOINING WITH COMPLETE 

1-HOP NEIGHBOR INFORMATION (MNJ-CN) 

This section proposes Multiple nodes joining with 

complete 1-hop neighbor information (MNJ-CN) algorithm to 

join nodes the network as describe in Figure 1.  

New nodes are randomly deployed in the network field in 

order join the network. This is due to increase the network 

coverage of the network. Each new node competes the channel 

to send Hello message and successfully join the network. Thus 

a node among all new nodes that successfully sends Hello 

becomes the winner. As few new nodes might be in the range 

of winner node, therefore these new nodes also hear the 

winner node. Consequently, these new nodes stop competing 

the channel until the winner node joins the network. This is 

because that the nodes do not interrupt the winner node 

joining procedure.  

Upon sending Hello message to neighbor nodes, neighbor 

nodes respond with Hi message. Neighbor nodes are DCWSN 

nodes those are within the range of the winner node.   

When the winner node receives the Hi message, initiates 

joining the network by sending the joining message to the 

existing neighbor nodes. When the existing neighbor node in 

DCWSN q receives the joining message from the winner node 

for the very first time, responds the ACK where ACK message 

consists of q’s ID and status. 
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R = New nodes set where 

new ∈ R
Q = Neighbor nodes of new 

node where q ∈ Q
WEA = Probabilistic winner 
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ACK = Acknowledgement 
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CH = Cluster Head
GW = Gateway node
MN = Member node

 
Figure 1: Flowchart of the algorithm 

 

Upon receiving q’s ACK to winner node, winner node saves 

q's ID and status and execute the next step immediately 

without any delay. The winner node resends the joining 

request to the network in the next step. When the message is 

received to q, looks its own ID in the message. When q finds 

its own ID, discards the message and do not send the ACK 

again. Thus the number of messages in new nodes joining are 

minimized which eventually makes the algorithm efficient in 

terms of faster joining new nodes to the network. When 

winner node doesn’t get the ACK message from Q1, stops 

sending the message anymore and execute the node joining 

procedure which is also defined below. Figure 1 illustrates the 

joining process of new nodes. .  
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Figure 1 new nodes joining using MNJ-CN  

   

Let new1 sends the Add-Request to neighbor node Q1 and 

respectively Q1 responds the ACK message to new1. Since Q1 

is within the range of R1 where R1 = {new1, new2, new3} in 

Figure 1.b. Therefore, the ACK also receives to new2 and 

new3 too. Thus, eventually R1 also stores the ACK message. 

Next, new1 sends the request message which also consists of 

IDs of the neighbor nodes in DCWSN which is already 

received IDs. When the request message is received by 

neighbor node q, the node searches its own ID in the message. 

However q do not respond ACK when it finds its own ID in 

the message. When q's ID is missing, sends ACK to the sender 

node. When new1 does not obtain the message from q while 

the timer expires, it assures that new1 has already gathered 

entire existing neighbor information of DCWSN Q1. Thus, 

new1 joins the network and decides its status that is defined 

below.  

The new1 looks for an appropriate node in order to join the 

network. When Q includes CH (q), winner node becomes 

member node of q where, winner node’s state becomes 

member node (MN), winner node’s parent becomes q. When 

Q does not include CH node and includes GW (q) then winner 

node’s state becomes CH, winner node’s parent becomes q. 

On the other hand when Q include MN (q), q changes the 

status from MN to GW. When winner node receives response 

message about status change of the MN (q) to GW, winner 

node becomes CH, wherein winner node’s state becomes CH, 

winner node’s parent becomes q (Figure 1.c). When |Q| ≥ 2 

and have the same status then winner node chooses a node 

with lesser ID as its own parent node. Once the winner node 

(new1) joins the network, it sends join confirmation message 

to neighbor nodes.  

When R receives the join confirmation message from new1, 

R competes the channel to become winner node. Let new2 be a 

winner node among R where R = {new2, new3, new4, new5}. 

Now new2 (Figure 1.b) sends an Add-Request which include 

known IDs of Q1, to the existing neighbor nodes in DCWSN 

Q1. However, this time Q1 does not send the ACK message, 

as Q1 checks their IDs and finds its own ID in the Add-

Request. Thus new2 node timer is expired to hear a new 

message from the neighbor node. Thus new2 eventually joins 

the network as per aforementioned criterion. Thus, the number 

of messages are minimized when neighbor nodes do not send 

the ACK over and over again. When new2 joins the network, 

it sends Join-confirmed to R. 

 Similarly, let new3 be a winner node in R. New3 sends the 

joining request which also includes known IDs of Q1, to 

neighbor nodes. Now, new3 receives ACK from neighbor Q2 

(Figure 1.c) where Q2 = {q4, q5}, q2 and q3 do not send the 

ACK as these nodes IDs are included in the joining message. 

Now new3 also joins the network as per aforementioned 

criterion.  

To sum-up, minimize number of messages to form complete 

1-hop neighbor information network, each new node searches 

missing neighbor nodes by sending neighbor nodes IDs which 

is already received. All the existing neighbor nodes in 

DCWSN check the IDs with their own ID upon receiving the 

Add-Request. When any neighbor node in DCWSN finds its 

information missing, the node send their information to new 

node. The new node stops searching when it does not receive 

any message from the existing neighbor nodes in DCWSN and 

join the network.  

Subsequently, remaining nodes joined the network as 

per aforementioned method.  

 

Theorem 1: Let, DCWSN be a cluster-based network of flat 

network G. G is organized with complete 1-hop neighbor 

information network. Q be the set of neighbor of new nodes R. 

When G is organized with complete 1-hop neighbor 

information network, MNJ-CN can be achieved in 

O|R|((log|R|logN) + O(|Q|logQ)) rounds.  

 

Proof: As presented in theorem 1, new nodes (R) calls 

WEA-sender to become winner that is achieved in 

O(log|R|logN) rounds. winner node sends a joining message to 

the existing neighbor nodes Q.  When Q receive a joining 

message then it sends a respond message. In order to send the 

respond message without collision the neighbor nodes in 

DCWSN calls WEA-neighbor that requires O(logQ) rounds. 

WEA-neighbor enables to reduce the number of new nodes 

that attempt the channel. Hence, after O(logQ) rounds, the 

number of sender node becomes 1. The O(logQ) implies of 

dividing Q set to halves until log(Q) times, thus achieve |Q| = 

1. Winner node gathers complete 1-hop neighbor information 

network to decide its own joining status. Since single winner 

is achieved in O(logQ) rounds, thus, to gather all the neighbor 

nodes information in order to achieve complete 1-hop 



neighbor information requires O(QlogQ) rounds. Hence 

joining a winner node to DCWSN is achieved in O(log|R|logN) 

+ O(|Q|logQ) rounds. Thus joining multi nodes using MNJ-

CN requires O(|R|((log|R|logN) + O(|Q|logQ)) rounds.   

Next section provides proposed protocol for routing 

algorithms.  

IV. DATA CENTRIC ROUTING ALGORITHM 

The proposed routing algorithm Data Centric Routing is a 

cross layered approach uses different modules for various 

tasks. The following sub-sections discuss the other modules of 

the proposed scheme. The Data Centric Algorithm introduced 

in [21] and is reused in DCWSN for efficient data routing. The 

Data Centric Algorithm addresses delay and reliably in the 

network. Following is a brief overview of Data Centric 

Algorithm.  

A. Delay-awar module 

 The task of delay-aware module is to select best possible 

route to send message. At any node ni, when a message P is 

received, the Delay-Aware Algorithm, looks at the routing 

table RT and selects those neighbor nodes belongs to routing 

table whose link quality LQi,j between nodes ni, and nj, is 

higher or equal to the re- quired link quality LQreq and store 

them in NNLQ. The message is P is dropped in case of no such 

node. In case of non-empty NNLQ, it chooses only those 

neighbors nodes belongs to NNLQ, whose end-to-end path 

delay PDi,j, from node ni to BC through node nj, is less than or 

equal to the required delay Dreq and store them into NND. In 

case of null NND, the message P is dropped, in case single 

entry in NND, that single neighbor node is selected as desired 

next hop DNH. On the other hand, in case of more than one 

entry in NND, temperature-aware module is called with 

message P and NND as inputs [21]. 

Delay measures the waiting time due to queuing, 

processing, propagation and transmission at any nodei 

Queuing and transmission are the dominating factors that 

causes delay in message transmission.  

 

QDni = αQDni + (1 - α)QDni                                            (1) 

 

Temperature is evaluated using equation (2), (3), and 4 

respectively.  

 

PDi,j = PDij  + NDni                                                         (2) 

 

PRij = PRij  *  LRij                                                            (3) 

 

PTij  =  PTij  +  NTni                                                          (4) 

 

The transmission delay TDij of the link Li,j between nodes ni 

and nj is the transmission interval between the time when a 

message enters the MAC layer to the time when it is either 

successfully transmitted or dropped. NP is the number of 

messages transmitted in time specific time window. At any 

node ni the node delay is given by equation 5.  

 

NDni = QDni + TDi,j                                                         (5)  

B. Reliability-aware module 

The reliability-aware module of the proposed algorithm is 

responsible to choose efficient route for the message. Once a 

data packet P is received at reliability aware module, the 

Reliability Aware Algorithm given in Algorithm, searches the 

routing table RT and the desired next hop DNH node is 

selected in the same manner as in delay-aware module except 

that the decision is made based on the end-to-end path 

reliability PRi,j, from node ni to BC through node nj. The 

reliability link between two neighbors can be calculated by 

equation 6 [21].  

 

Paverage = Nack /Ntrans                                                          (6) 

 

C. Energy estimator 

Sensor nodes share their remaining energy to their 

neighbor nodes when sends message to destination node. Each 

node stores 1-hop neighbor nodes energy information in their 

routing table. As a result the node avoid to send the message 

to a node that remaining energy is lesser than the minimum 

threshold level. Consequently the network lifetime is 

enhanced along with reliable data transmission the network 

[21].  

V. SIMULATION RESULTS 

To measure the performance of the algorithms, simulation 

is conducted using MATLAB. The simulation results are 

analyzed to evaluate the efficiency of MNJ-CN and Data 

Centric algorithms. Number of messages and execution time 

are the two parameters used to analyze the performance of the 

proposed schemes which are described below.  

 
A      Number of messages 

 

The number of exchange messages such as, Hello, AddMe 

from a sender node and acknowledgements messages from 

responder node during node joining and leaving are calculated 

as a number of messages. The meanings of sender and 

responder are very simple. The node that transmits the data is 

known as sender and the node that receives the data is known 

as responder.  

 

B      Execution time 

  

Execution time describes the total time duration that an 

algorithm needs to execute. The lesser the execution time of 

the algorithm, the lighter the algorithm. 

The simulations of the proposed schemes are performed 10 

times and the average of those 10 results is taken. For the 

purpose of simulation, nodes are deployed in 500m x 500m 

field. New nodes are deployed randomly. Moreover, the 

transmission range of each sensor node is set to be 70 m. A 

node is elected as a root node and set its status as a cluster 

head, WEAs (WEA-sender, WEA-neighbor) and MNJ-CN are 

executed, respectively. 



 

 
 

Figure 1: Describes number of new nodes versus number 

messages. 

 

Figure 1 describes the performance of MNJ-CN with 

existing algorithms; node-move-in1, node-move-in2 and MBC 

in terms of number of messages. The result shows that when 

30 nodes are joined through MNJ-CN, node-move-in1 [12-

13], node-move-in2 [20] and MBC [10] algorithms, they 

require 930, 1420, 1800 and 2540 number of messages, 

respectively. When number of new nodes are exceeded to 180, 

they require 3919, 8556, 10800, 12500 number of messages, 

respectively. Here, it can be seen that for any number of new 

nodes, MNJ-CN requires less number of messages as 

compared to the existing algorithms in joining. This shows 

that MNJ-CN has better performance than other three 

algorithms.  

 

 
 

Figure 2: Performance Evaluation for MNJ-CN 

 

As indicated in Figure 2, with the increasing number of new 

nodes, the time taken for MNJ-CN, node-move-in1, node-

move-in2 and MBC are also increases. However, it can be 

seen that the joining time for MNJ-CN require lesser time than 

Node-move-in1 [12-13], Node-move-in2 [20] and MBC [10]. 

This is because nodes are already gathered information of 

their neighbor nodes.  

VI. CONCLUSION AND FUTURE WORKS  

 

In this paper MNJ-CN and Data Centric algorithms are 

presented. MNJ-CN successfully joins the node and also 

minimizes number of messages in joining process.  

It is observed from the simulation experiment that MNJ-CN 

also requires lesser number of messages and lesser execution 

time compare to current algorithms which outperforms than 

present algorithms.  

In future, the research can be focused on the following 

directions: firstly, fault-tolerance and network robustness 

would be designed. Secondly, security mechanism would be 

introduced which would secure the network from malicious 

nodes. Thirdly, an efficient routing protocol could be 

introduced to reduce end to end delay. Fourthly, a dynamic 

clustering would be examined in diverse areas like energy 

efficiency, load balancing, network robustness and degree 

based schemes. Fifthly, the concept of multi nodes joining the 

network would be proposed for real time applications in order 

to enhance its effectiveness. 
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Abstract: Bangla Word sense disambiguation (WSD) is the task of 

selecting the appropriate senses of a Bangla word (i.e. meaning) 

in a given Bangla sentence when the word has multiple meanings. 

This thesis work focuses on the issues in designing a Bangla 

Word Sense Disambiguation System to remove the lexical 

semantic ambiguity by using dictionary based approach. This 

system works with two major steps: parsing and detection. We 

propose algorithms for these two major steps and remove the 

ambiguity for three types of ambiguous word as noun, adjective 

and verb in the Bangla sentences. The evaluation result reveals 

that the proposed word sense disambiguation system can 

disambiguate the ambiguous Bangla sentences with 82.40% 

accuracy for some selected sentences. 

Keywords: Word sense disambiguation; dictionary based 

approach; context sensitive grammar; parsing 

I. INTRODUCTION 

Many words have multiple meanings, depending on the 

context in which they are used. Word sense disambiguation 

(WSD) is an ambiguity removal technique of determining the 

correct sense of a word (i.e. meaning) in a given sentence, 

when the word has multiple meanings. Basically WSD 

requires a set of meanings for each word to be disambiguated 

and a means to choose the correct one from that set. Many 

factors contribute to the difficulty of WSD including words 

with multiple meanings, sentences with multiple grammatical 

structures and so on. 

For humans, resolving ambiguity is a routine task that 

hardly requires conscious effort. In addition to that need to a 

deep understanding of language and its use. Humans possess a 

broad and conscious understanding of the real world and this 

equips them with the knowledge that is relevant to make sense 

disambiguation decisions effortlessly, in most cases. However, 

creating extensive knowledge-bases which can be used by 

computers to ‘understand’ the world and reason about word 

meanings accordingly, is still an unaccomplished goal of 

Artificial Intelligence (AI). This makes the creation of 

programs that disambiguate a word, one of the most 

challenging tasks in natural language processing. 

WSD is regarded as an important research problem and is 

assumed to be helpful for machine translation (MT). There is 

no doubt that Bangla WSD is essential for the proper 

translation of polysemous Bangla words when we will try to 

translate a Bangla sentence into another natural language. So 

by implementing Bangla WSD technique we can spread Bangla 

all over the world through then translation of Bangla language 

properly. Besides this the system is also important for human 

computer interaction (HCI). As HCI is focusing on the 

interfaces between people (users) and computers, this system 

is motivating people to learn the Bangla language by 

themselves using computer and to prompt the development of 

technologies. Moreover, it helps to motivate a student to learn 

Bangla language properly in the absence of their teacher. 

Nowadays we have many Bangla websites and blogs but those 

are not enough to satisfy our need for knowledge. But a 

Bangla WSD system can help all the people of Bangladesh to 

gather meaningful information. 

WSD system easily can be developed by using dictionary 

based approach. The dictionary based word sense 

disambiguation technique is one of that kinds of knowledge 

based approach which relies on machine readable dictionaries 

(MRD). The dictionary contains the lexicons of Bangla words. 

It also serves the storage of ambiguous Bangla words and their 

corresponding meanings. In this approach, at first all of the 

sense definitions of each word in a Bangla input text are 

retrieved from this MRD. Then compare each sense with the 

word which has more than one sense. Finally the word is 

selected which is the most overlapped with the dictionary 

definitions.  Here errors can be adjusted safely through 

changes to this user dictionary. So it can be quite costly and 

time consuming to implement and maintain. 

II. RELATED WORK 

Research on Bangla word sense disambiguation technique 

is comparatively rare. It is now in rudimentary stage. There 

are limited number of research work is done under dictionary 

based approach for this Bangla WSD system. A recent work 

has been done using existing lexical knowledge sources such 

as WordNet [1]. 

Previous work [2] describes the theoretic Bangla Word 

Sense Disambiguation technique using Lexeme List. By using 

supervised algorithm they only find the ambiguous word but   

they don’t show exact meaning of the sentence because of 

morphological complexity. Pal et al. [3] proposed a Naive 

Bayes probabilistic model to classify the sentences and the 

target word they used in their experiment was a noun but they 

didn’t use this method for a verb. Pal et al. [4] proposed an 

approach to generate their output with the help of a Bengali 

lexical dictionary. They lemmatized the test data obtained 

around 85% accurate results. A k-Nearest Neighbor (k- NN) 

algorithm is proposed in [5] for their research work and 

achieved an accuracy of over 71%.D. McCarthy et al.[6] 

implemented the Yarowsky algorithm [7] as a solution and 

analyzed its behavior with respect to program parameters. 

Previous work [8] describes induction and related approaches 

and [9] describe an existing measure for semantic relatedness 

between two lexically expressed concepts of Hindi WordNet. 
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Some authors are proposed the dictionary based approaches in 

[10,11,12,13]. 

III. PROPOSED BANGLA WSD SYSTEM 

The schematic representation of proposed dictionary based 

Bangla WSD system is illustrated in Figure-3.1. 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1: Proposed WSD System. 

A. Tokenizer  

Input sentence will first enter in Tokenizer. Tokenizer is 

the program module that accepts a sentence to be parsed as an 

unbroken string, breaks into individual words called Tokens 

[14]. Tokens are stored in the list for further access. These 

tokens are then entered into the parser to generate parse tree. 

For example, if we consider 

Input sentence: “রহিমসাহিহেরমাথােযথাকরহে” 
Output of tokenizer: (“রহিম”, “সাহিে”, “এর”, “মাথা”, “েযথা” , 
“কর”, “এহে”).  

     The result of tokens is used as input of parsing to the 

structure of input Bangla sentence and the tokens are checked 

in the dictionary for validity. 

B. Bangla Dictionary 

A Bangla dictionary is used to store the words and also to 

store the corresponding Bangla meanings if any Bangla word 

has several senses. It is connected with the parser. When it is 

called, it serves various Bangla words to the parser for the 

verification of the parse tree. Then the ambiguity detector will 

check and detect the ambiguous word if it has several 

meanings by using this dictionary. It also serves the actual 

meaning to the ambiguity detector. A screen shot of used 

Bangla dictionary is given below in table 1 and 2. Table1 is 

showing the Bangla words, their type and their features for our 

input Bangla sentences. And table 2 is showing only the 

ambiguous word and their possible corresponding actual 

meanings. 

TABLE I.TYPICAL ENTRIES OF SOME BANGLA WORDS IN 

DICTIONARY 

Bangla Word Type Feature 

রহিম Noun Human, Pers2 

সাহিে Noun Human, Pers2 

আহম Pronoun Human, Pers1 

সস Pronoun Human, Pers3 

মাথা Noun Organ 

কান Noun Organ 

ভাল Adjective Qualitative 

গ্রাম Noun Place 

োড়া Verb Transitive, Intransitive 

অভযাস Noun Distress 

আেশ্যক Adverb Positive 

নাই Indeclinable Negative 

তাড়াতাহড় Adverb Manner 

 

TABLE II. TYPICAL ENTRIES OF CORRESPONDING MEANINGS OF 

SOME BANGLA WORDS IN DICTIONARY 

Bangla word Corresponding 

word 

Meaning 

মাথা গাাঁ, গ্রাম প্রধান েযহি ো সমাড়ল 
মাথা েযথা, ধরা  শ্ারীহরক কষ্ট  
মাথা কাটা লজ্জা পাওয়া 
মাথা স াহের অন্ধ িওয়া  
মাথা োরাপ  হেরি করা  
পাকা োহড়  ইট, হসহমহের হনহমিত দালান 
পাকা আম   পহরপক্ক  
পাকা  ুল  সাদা িহয় যাওয়া  
পাকা  াকহর  স্থায়ী িওয়া  
পাকা েের  সঠিক 
োড়া িাত  হনরাশ্ িওয়া  
োড়া  াকহর   সশ্ষ ভরসা ো অেলম্বন  
সেহড় হদহয়হে  মিু িওয়া  
সেহড় আশ্া  আশ্ািত িওয়া  
সেহড়  াকহর তযাগ করা  
মেু রােল  সগৌরে োড়াহনা  
মেু স হয়   হনভি র করা  
মেু  ুনকাহল  লহজ্জত করা  
মেু উপহরই  অপমান করা  
মেু ভার রাগ করা 

 

C. Parser Generator  

Tokens are now used as the input of the parser generator to 

generate the parse tree. The most common way to represent 

grammar is as a set of production rules which says how the 

parts of speech can put together to make grammatical or well-

formed sentences [14]. In this thesis, we have used CSG rules 

to make the Bangla parse trees. Basically ambiguous word can 

be three types as noun, adjective and verb. Considering this, 

we have merged all those rules for each type of individual 

sentences and use only three or four rules for our parsing. As 

our selected Bangla sentences are simple but some are too 

long in size. We have taken help from the book [15]. In this 

book, the parse tree generation rules are described in details 

and these rules are also applied on all types of Bangla 
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sentences such as simple, complex and compound with 

examples. 

Here the list of some Bangla CSG rules is given in table 3. 
 

TABLE III. LIST OF BANGLA CSG RULES 

Rule No. Bangla CSG Rules 

1. SNP VP | VP NP 

2. NPN | PN | ADJ 

3. NP N(BIV)N | N(BIV)(Adj) | PN(Adj) 

4. NPN(N)(DET)(BIV)(Con) |N(Con)(Adj) 

5. NPN AdjAdj | PN PN N(Con) 

6. NPN PN N(Con) 

7. VFVR | (Adv) (NP) VF | VR(BIV)(Con)(ind) 

 8. VPNP (Adv) VF | V(ind)(ind) 

9. VF(ind) V (BIV) 

10. NP null 

11. VP null 

12. Nরহিম, সাহিে, গ্রাম, মাথা, কান, মেু.... 

13. PNএই, আমার, সস, আহম, সকান, তার.... 

14. Vকর, হকনে,পড়, সতালা, দাও.... 

15. Adjঅনেক, অসহেীয়,খারাপ, দিক, েতুে.... 

16. Advআেশ্যক, এহস, কথায়, করহল,  হল.... 

17. Conলাম, এহে, ইস, আস, আে.... 

18. BIVএ, য়, সত, সক... 

19. indনা, নাই, সনই.... 

20. DETটি 

[Abbreviations: S: Sentence, NP: Noun phrase, N: Noun, PN: 

Pronoun, VP: Verb phrase, VF: Verb form, V: Verb, Adj: Adjective, 

Adv: Adverb,BIV: Bivokti (inflection), Con: Concord, ind: 

indeclinable, DET: Determinant] 

D. Parser 

Parser is a procedural component and is nothing but a 

computer program. It is the process of taking tokens of input 

sentence and producing a parse tree according to CSG rules. 

The result of parser is a parse tree. Basically a parser is the 

component of parsing. At parsing stage, the tokens are 

checked into the dictionary for the verification. And then a set 

of rules will be used in our framework. With variation of 

rules, parse tree will be also different from each other. For 

example if we consider, 

 

Input sentence: “রহিম সাহিহের মাথা েযথা করহে” 
 
Parser output: S[NP[[N রহিম][N সাহিে][Con এর]][VP[NP[[N 

মাথা] [N েযথা]]VF[[V কর][Con এহে]]]]] 
 

The basic structure of the parse tree of corresponding example 

is given in figure 2: 
 

 

Figure 2: Parse tree of “রহিম সাহিহের মাথা েযথা করহে” 

1) Parsing Algorithm 

There are two ways of parsing a sentence. Top-down and 

bottom-up parsing. Here the input sentence is parsed by using 

parsing methodology through the following steps: 

Step 1: The input of parser is the output of the tokenizer. 

Tokens are stored in a stack for further access. For example: if 

the input sentence is “রহিমসাহিহেরমাথােযথাকরহে” then the tokens 

will be (“রহিম”, “সাহিে”, “এর”, “মাথা”, “েযথা” , “কর”, “এহে”). 
These tokens will will store in a stack. 

  Step 2: The tokens are then checked the lexicon for the 

validity. For example: the tokens (“রহিম”, “সাহিে”, “এর”, 
“মাথা”, “েযথা” , “কর”, “এহে”) will be enter into the bangla 

dictionary to find its validity. 

      Step 3: The tokens are matched with the grammar rules. If 

a rule whose right hand side matches with a token, 

then the token is assigned with appropriate parts of speech. 

For example: Nরহিম, Nসাহিে, Conএরwill produce a partial 

structure. 

Step 4: Starting from left to right hand side of token list, 

check every rule whose right hand side will match one or 

more 

of the parts of speech. If a right hand side of a rule matches 

with appropriate parts of speech, then we have to select that 

rule. 

Step 5: Repeat step 4, until no more words to generate. 

Step 6: If there are no more words to process, then 

generate structure of the sentence in a list. For example: the 

parser output of the sentence “রহিমসাহিহেরমাথােযথাকরহে” is given 

below: 

S[NP[[N রদহম][N সানহব][Con এর]][VP[NP[[N মাথা][N বযথা]] 

VF[[Vকর][Conএনে]]]]] 

                      

                           
 

Figure 3: Structural representation of “রদহম সানহনবর মাথা বযথা করনে” 



E. Ambiguity Detector 

Ambiguity detection is the procedure of detecting the 

ambiguous word in a sentence by using the parse tree. In our 

system, an ambiguity detector is connected with the Bangla 

dictionary. And with the help of this Bangla dictionary, it will 

detect the ambiguous Bangla word. After detecting the 

ambiguous Bangla word ambiguity detector will try to find out 

the actual meaning we have stored in the dictionary. By 

comparing with the corresponding words ambiguity detector 

will be able to find out the actual sense or meaning.  

For example if we consider, 

Input sentence:  “রহিম সাহিহের মাথা েযথা করহে” 

Output ambiguous word: মাথা 
Output actual meaning: শ্ারীহরক অসুস্থতা 

1) Ambiguity Detection Algorithm 

The ambiguous bangla word is detected through some steps as 

given below: 

      Step 1: At first the ambiguity detector will gather 

knowledge from the parser and the Bangla dictionary. 

      Step 2: By using these knowledge it will check each words 

from the parser with the dictionary. When it get any 

information that any word has several meanings that are stored 

in the dictionary, it will notify and detect that word as an 

ambiguous word. As we have considered two Bangla 

sentences, we can able to get the Bangla word “মাথা” in both 

sentences. In first example it is used as “মাথা েযথা” which 

indicates bodily distress and in second example it is used as 

“গ্রাহমর মাথা” which indicates head of the village or an important 

person. As we get two separate meanings for the same word 

“মাথা”, we can say that this “মাথা”word creates ambiguity in the 

Bangla sentence. 

      Step 3: When the ambiguity detector can able to detect the 

ambiguous word it will find the corresponding bangla word 

which is attachted with the ambiguous word and matched with 

the dictionary. For our considered example when the 

ambiguity detector gets “মাথা + েযথা” i.e. “মাথা” is attached with 

the corresponding bangla word “েযথা”, it shows the actual 

meaning as “শ্ারীহরক অসুস্থতা”. And when it  gets “গ্রাম+মাথা” i.e. 

“মাথা” is attached with the corresponding bangla word “গ্রাম”, it 

shows the actual meaning as “প্রধান েযহি”. 
      Step 4: If that ambiguous bangla word get matched with 

the corresponding bangla word it has, it will show the actual 

meaning. 

 
Figure 4: Ambiguity detection for the parse tree of“রহিম সাহিহের মাথা 

েযথা করহে” 

 

 

 
Figure 5: Ambiguity detection for the parse tree of“রদহম সানহব গ্রানমর 

মাথা দেনেে” 

      Step 5: Finally, we get the ambiguous bangla word and its 

corresponding actual bangla meaningaccording to our input 

bangla sentence. 

IV. RESULTANT OUTPUT 

Development of word sense disambiguation system is a 

challenging task. We have tried our best to develop the 

ambiguity removal technique efficiently. Basically the 

ambiguous word can be three in types.  It can be a noun or an 

adjective or a verb. Now the resultant output of our proposed 

Bangla WSD system for these three types of ambiguous word 

is representing separately in figure 6, 7 and 8. 

The snapshot for the output where the ambiguous word is used 

as a noun is given below: 

 

Figure 6: Snapshot of our system for the sentence “লজ্জায় তার কান 
কাটা সগল” 

Input sentence:  “লজ্জায় তার কান কাটা সগল” 
Ambiguous word: কান 

Actual meaning: লহজ্জত িওয়া 
 

     Now the snapshot for the output where the ambiguous 

word is used as an adjective is given below: 



 

Figure 7: Snapshot of our system for the sentence “েউমা শ্াশুহড়হক 
কড়া জোে হদল” 

Input sentence:  “েউমা শ্াশুহড়হক কড়া জোে হদল” 
Ambiguous word: কড়া 
Actual meaning: শ্ি উত্তর 

When we consider the ambiguous word as a verb then the 

snapshot of the resultant output as follows: 

 

Figure 8: Snapshot of our system for the sentence “গ্রামটিনত মমো োগনে” 

V. EXPERIMENTAL RESULTS 

      To evaluate the effectiveness and the overall performance 

rate of our proposed system, we have tested some sentences 

and determine the success rate of the system. We have 

selected our input sentences from Bangla grammar books 

[14,15] and also from the sources of Bangla text books, 

Internet, Bangla Blog Sites. After collecting the input Bangla 

sentences with ambiguous word we have tested our system for 

about 500 different sentences whether they are correctly 

performed or not. 

      Here we have tested our proposed system through 

quantitative measures and expressed in terms of percentage. 

The quantitative measurement is the measurement of data that 

can be put into numbers. The goal of quantitative 

measurement is to run statistical analysis, so data has to be in 

numerical form. 

A. Success Rate 

      For the performance analysis, we have used the equation 

of success rate. Success rate denotes the ratio between total 

no. of correctly performed disambiguated sentences and total 

no of input sentences. 

      We have calculated the success rate for our system on the 

basis of input sentence length, types of ambiguous word and 

the number of the ambiguous word per sentence. The success 

rate for input sentence length is 86.97%, types of ambiguous 

word are 86.15% and for number of ambiguous word per 

sentence is 87.32%. As we have selected 500 input sentences 

and among them 412 sentences are generated the correct 

output so the overall performance of our proposed system is 

82.40%. 

      Table 4, 5 and 6 illustrate the success rate sequentially for 

the input sentence length, different types of ambiguous word 

and the number of ambiguous word per sentence and their 

corresponding graphs are in figure 9,10 and 11. 

TABLE IV. SUCCESS RATE ON THE BASIS OF VARIOUS LENGTH OF 
INPUT SENTENCES 

Input 

sentence 

length 

No of 

input 

sentences 

per length 

Correctly 

performed 

sentence 

per length 

Success 

Rate(%) per 

sentence 

length 

Success 

Rate 

(%) 

3 25 22 88  

 

86.97 
4 50 45 90 

5 60 53 88.33 

6 50 43 88 

7 30 24 80 

 

The corresponding graphical figure for this data table is given 

below: 

 

Figure 9: Success rate vs. input sentence length graph 
 

 

TABLE 5. SUCCESS RATE ON THE BASIS OF THE TYPES OF 

AMBIGUOUS WORD 

Types of 

ambiguous 

word 

No of 

sentences 

per types 

Correctly 

performed 

sentence 

per types of 

ambiguous 

word 

Success 

Rate(%) 

per types 

of 

ambiguous 

word 

Success 

Rate 

(%) 

Noun 150 130 86.67  

86.15 Adjective 70 60 85.71 

Verb 40 34 85 

[Y 
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The graphical representation of the success rate versus 

ambiguous word types is given below: 

 

Figure 10: Success rate vs. ambiguous word type graph 
 

 

Data table on the consideration of number of ambiguous 

word per input sentence as shown in Table VI. 
 

 

TABLE VI. SUCCESS RATE ON THE BASIS OF NUMBER OF 
AMBIGUOUS WORD  

Number of 

ambiguous 

word per 

sentence 

No of 

sentences 

per types 

Correctly 

performed 

sentences 

Success 

Rate(%) per 

number of 

ambiguous 

word 

Success 

Rate 

(%) 

1 125 108 86.40  

87.32         2 60 50 83.33 

3 20 16 80 

 

 According the data table we get the graph as in Fig. 11. 

 

Figure 11: Success rate vs. number of ambiguous word graph 

 

VI. CONCLUSION 

Word sense disambiguation technique is one of the most 

important task in natural language processing. This task highly 

depends on lexical and syntactic information along with 

semantic information. The main objective of our work is to 

design a Bangla WSD System which can detect the ambiguous 

Bangla word and its actual meaning in a Bangla input 

sentence. 

Hence, a good parser will play the major role at syntax 

level during disambiguation process and a parse tree can be 

generated after tokenization. As we have used a knowledge 

based approach to design our system, we need to build a 

machine readable dictionary for the verification of the tokens. 

After this verification we can construct a parse tree and check 

it for the detection of ambiguous word. With the help of this 

MRD we can easily find or detect the ambiguous word which 

is most overlapped with the dictionary definitions and also its 

actual meaning. Although the proposed Bangla WSD system 

is evaluated for limited sentences, the overall accuracy is 

82.40% and it can only perform up to syntactic analysis. We 

have not considered the semantic features of a sentence.  

Current system can be extended by adding semantic features 

of the input sentences and also enrich the word database. 

These are left for future issues. 
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Abstract— Bangladeshi vehicle digital license plate recognition 
system using support vector machine for metropolitan cities (i.e. 
Dhaka, Chittagong) is presented in this paper. The proposed 
system divided into three major parts- license plate detection, 
plate character segmentation and character recognition. 
Experiments have been done for this proposed framework. More 
than 1000 images taken from various scenes are used, including 
diverse angles, different lightening conditions and complex scenes. 
In the first phase, Sobel operator and histogram analysis is used to 
detect the license plate region. Then, connected component 
labeling and bounding box technique used to segment the 
characters of detected license plate region. After that, Gabor filter 
is applied on the segmented characters to acquire desired 
character features. Since feature vector obtained using Gabor 
filter is in a high dimension, to reduce the dimensionality a 
nonlinear dimensionality reduction technique that is Kernel PCA 
has been used. Finally, Support Vector Machine has been used for 
classification. The experimental results show that proposed 
method can correctly recognize the license plate characters. 

Keywords-vehicle digital license plate detection; morphology; 
Sobel operator; connected component labeling; Gabor filter; Kernel 
PCA; Support Vector Machine. 

I. INTRODUCTION 

License Plate Recognition (LPR) is a vital research area due 
to its applications. The task of recognizing specific object in an 
image is one of the hardest topics in the field of computer 
vision. For license plate character recognition we can employ 
existing closed-circuit TV or road-rule enforcement cameras. 
License plate recognition can be used in many application such 
as electronic toll collection on pay-per-use roads, parking or 
exit managing and traffic control and management. Vehicle 
Retro-Reflective license plate commonly known as Vehicle 
digital license plate, the most current and technically improve 
license plate ever in Bangladesh. Government of Bangladesh 
has a goal to turn the country digital within 2021. As a part of 
digitalization, BRTA (Bangladesh Road Transport Authority) 
has introduced the Retro-Reflective license plate generally 
known as digital license plate. 

The vehicle license plate recognition task is quite 
challenging from vehicle images due to the view point changes, 
and the non-uniform outside illumination conditions during 

image acquisition. In this paper we have used a database, which 
contains complex images. In the database, images also taken in 
different background, illumination and distance between the 
vehicle and camera is also different. This paper proposes a 
framework for Bangladeshi digital license plate recognition. 
The framework composed of three processing steps: 1) license 
plate detection by morphological processing; 2) segmentation 
of plate characters by connected component labeling and 
bounding box and 3) recognition of each character by extracting 
the features from the character and then recognizing by SVM 
classifier. 

In segmentation phase, our method focuses on a solution for 
image disturbance resulting from non-uniform lighting 
condition and several outdoor conditions such as shadow. 
Additionally, our approach has numerous inherent advantages 
over other feature extraction technique. Our proposed 
framework is almost independent of slant or skewness. In 
feature extraction phase, features are extracted from the 
characters by Gabor filter, which is invariant to non-uniform 
lighting condition, rotation, scaling, and translation. Then 
Kernel PCA is used to reduce the high dimensionality of feature 
vector that is obtained by Gabor filter. Finally, SVM classifier 
is used to recognize the characters. The experiment results 
demonstrate a maximum recognition rate of 99.2%. Moreover, 
our experimental result also compared with previous works 
conducted for the recognition of Bangladeshi license plate.  

The paper is organized as follows. The next section 
composes a review of related researches that have been 
implemented. Proposed framework is described in section III. 
Section IV presents results evaluation. Finally, conclusion is 
given in section V. 

II. RELATED WORK 

Different techniques are developed for license plate 
extraction. This section presents some previous related works 
for license plate detection which is significant to proposed 
approach. 

Raiyan Abdul Baten et al [1] proposed a simple method for 
license plate recognition of Bangladesh using template 
matching. Here the authors briefly describe the characteristics 
of license plate in the metropolitan cities of Bangladesh. In [2], 



morphological operation used for license plate detection and 
segment modeling technique is used for recognizing the 
characters. In [3], HSI color model and geometrical properties 
used by the authors to detect the Bangladeshi vehicle license 
plate. In [4], authors proposed Bangla automatic number plate 
recognition system using artificial neural network. A robust 
feature extraction technique is applied to extract the feature 
from each characters which is invariant to the rotation and 
scaling. 

In [5], a novel adaptive image segmentation method named 
as sliding concentric windows used for detecting license plate 
region. Kaushik Deb et al [6] proposed an efficient method 
using sliding concentric windows and artificial neural network 
to recognize the license plate. In [7], morphological processing 
and support vector machines used to recognize the license plate 
characters with an average accuracy of 97.89%. Morphology 
and least squares support vector machines used to recognize the 
license plate in [8]. In [9], edge detection and morphological 
processing used for license plate detection. Support vector 
machine used to recognize Chinese license plate in [10] with an 
average accuracy of 96.3%. 

 
Fig. 1. Proposed Framework 

III. PROPOSED FRAMEWORK 

The proposed vehicle license plate recognition algorithm 
consists of three main stages: (1) detecting candidate region (2) 
character segmentation and (3) character recognition. The block 
diagram in figure 1 shows the working approach towards the 
solution of the stated problem.  
A.  RGB to Gray scale conversion 

The vehicle with digital license plate is first captured using 
digital camera and stored in .jpg format. More than 1000 images 
taken from various scenes were used, including complex 
scenes, diverse angles and different lightening conditions. The 
size of the input images is 640×480 pixels. Figure 2 shows a 
capture image of vehicle with digital license plate.  

The RGB color model consists of the three additive colors: 
red, green, and blue. This process converts the RGB image into 
gray scale image. We require to do this conversion because we 
will perform edge detection operation on gray scale image. The 
resulting gray scale image will be in two dimensional. The 
range will be among 0 to 255 values. The value 255 represents 
pure white and 0 represents pure black. Figure 3 shows RGB to 
gray conversion result. Conversion is done using weighted sum 
method as 

    GI = 0.2990*R + 0.5870*G + 0.1140*B                          (1) 

 
Fig. 2. Captured RGB image 

 

Fig. 3. RGB to gray scale image conversion result 

B. Edge Detection 
An edge represents the border line of an object which can 

be used to detect the shapes and area of the particular object. A 
license plate region contains many vertical edges due to 
characters and numbers. Many methods have been proposed for 
edge detection [2, 9-10]. We selected the sobel operator for 
finding the license plate region in an image because it produced 
better results and it also works faster compared to other gradient 
operators. Sobel filter creates an image which emphasizes 
edges and transitions. There are two masks for sobel filter, one 



is horizontal mask and another one is vertical mask. Vertical 
mask will find the edges in vertical direction, it is because the 
zeros column in the vertical direction. Horizontal mask will find 
edges in horizontal direction, as zeros column is in horizontal 
direction.  Here we used sobel vertical mask as we need vertical 
edges. The result of edge detection is shown in figure 5. 

             
 

 

 

Fig. 4. (a) Sobel vertical mask and (b) Sobel horizontal mask 

 

Fig. 5. Vertical edge detection 

C. Gray scale image to Binary image conversion 
Then the gray scale image is converted to a binary image.  

A binary image is a digital image that has only two possible 
colors (i.e. black and white) for each pixel. Here we used Otsu 
method [11] to convert the processed image to binary image.           

 
Fig. 6. Binary image 

D. Histogram Analysis 
Vertical projection refers to find out the sum of pixels in 

each column of an image. And horizontal projection refers to 
find out the sum of pixels in each row of an image. Here, 
histogram analysis had done to find the vertical projection of 
the processed binary image. In vertical projection, y-axis is the 
rows of the image, and x-axis shows the number of white pixels 
in each row. Figure 7 shows the resulted vertical projection of 
the binary image in figure 6. In the vertical projection, the rows 
parallel to the license plate region generally have the maximum 
values. Then based on a threshold value t, we find out the rows 
with the maximum values in the vertical projection. 

 

Fig. 7. Vertical projection of the binary image 

E. Dilation 
Morphological operations apply a structuring element to an 

input image, producing an output image of the same size. The 
most fundamental morphological operations are dilation and 
erosion. Dilation inserts pixels to the borders of objects in an 
image, while erosion removes pixels on object borders.  

The dilation of object A by structuring elements B can be 
defined by: 

                                         ⊕ =                                     (2)∈  

Here we first dilated the processed image horizontally and 
then vertically. From these two dilated images we find out the 
common white pixels. Again dilation operation is applied on 
the processed binary image. The structuring element for all 
dilations are rectangles. The probable holes are filled as we 
want to get a continuous area for license plate region. The result 
of dilation is shown in figure 8. 

 
Fig. 8. (a) Image after Horizontal dilation, (b) Image after Vertical dilation (c) 
Image after dilation process (d) Image after Erosion process 
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F. Erosion 
Erosion operator excludes any extra regions, which do not 

belong to the plate. The erosion of the binary image A by the 
structuring element B can be defined by: 

                                     Θ B =  ∈                                        (3) 

Here we erode the processed binary image with a horizontal 
line. The result of erosion is shown in figure 8(d). 

G. Labeling and Filtering 
Connected-component labeling is used in computer vision 

to identify connected regions in binary digital images. Next step 
is to find biggest binary region. For this first we find out the 
number of connected regions using connected component 
labeling [12]. Then we compute the area of every regions and 
find out biggest binary region i.e. license Plate. Based on a 
threshold value we enlarge the candidate region due to 
Bangladeshi license plate contains two lines of characters and 
digits. Figure 9 shows the detected license plate region. Then 
license plate region is extracted from the image by using image 
crop function from the MATLAB. 

 

Fig. 9. Detected license plate region 

H. Character Segmentation 
Character segmentation is a process that seeks to de-

compose an image of a sequence of characters into sub-images 
of individual symbols. Here the extracted candidate region 
image is a RGB image. After extracting the candidate region, 
image is converted to binary image using adaptive thresholding.  

 
Fig. 10. (a) Input image; (b) Extracted license plate; (c) Binary conversion by 
traditional method; (d) Binary conversion by adaptive thresholding 

Adaptive thresholding is used to overcome non-uniform 
illumination problem. Due several outdoor conditions, shadow 
may appear in the license plate region during image acquisition, 
which are usually challenging for obtaining successful 

processed results using traditional binary techniques. The result 
of adaptive thresholding is compared with traditional binary 
conversion method (i.e. Otsu method) in figure 10. The whole 
process of adaptive thresholding algorithm consists of several 
steps: 

1. Convolution operation is performed on the image by 
using a suitable statistical operator, i.e. mean. 

2. Deduct the original image from the convolved image.  

3. Threshold the difference image with C (i.e. C is a 
constant). 

Once the candidate area is binarized the next step is to 
segment the characters. At first, Remove all object containing 
fewer than 30 pixels to eliminate regions without interest such 
as small noisy regions. Then we label connected components in 
candidate region. After that we measure a set of geometrical 
properties such as bounding box and aspect ratio for each 
connected components (object) in the binary image. Finally, 
characters are extracted from the candidate region by aspect 
ratio. The aspect ratio [3] can be found by the ratio of width and 
height of the bounding box of an object. The aspect ratio is 
defined by, 

                                 = ( − ) + 1( − ) + 1                          (4) 

Where C and R indicate columns and row, respectively. 
Objects which satisfy AR (aspect ratio) bounds 1 to 2 are 
considered as candidate characters. The result of character 
segmentation is shown in figure 12. 

 
Fig. 11. (a) candidate region and (b) after labeling connected components 
candidate region 
 

 
Fig. 12. Character segmentation 

I. Feature Extraction 
Selecting good features is a critical phase in any object 

recognition system. Here the segmented binary image 
characters are resized to 50×50. In this phase, we employed a 
Gabor filter in order to obtain a feature vector. Gabor filtering 



is successfully used in many image processing and analysis 
domains such as: image smoothing, shape analysis, texture 
analysis, face recognition, fingerprint recognition and iris 
recognition. The Gabor filter is a band-pass filter whose 
impulse response is defined by a harmonic function multiplied 
by a Gaussian function. Thus, a bi-dimensional Gabor filter 
constitutes a complex sinusoidal plane of particular frequency 
and orientation modulated by a Gaussian envelope [13]. The 
most significant advantage of Gabor filters is their invariance 
to illumination, rotation, scaling, and translation. Here to 
overcome the problem of slant or skewness, Gabor filter is used. 
In the spatial domain, a two-dimensional Gabor filter [14], 
defined as:        ( , ) = −  ( 2 + ϕ)      (5)                                       = θ + ysinθ                                   (6)                                   = − θ + ycosθ                                  (7) 

Where, f is the frequency of the sinusoidal factor, σ is the 
standard deviation of the Gaussian envelope, ϕ is the phase 
offset, θ represents the orientation of the normal to the parallel 
stripes of a Gabor function and γ is the spatial aspect ratio which 
specifies the ellipticity of the support of the Gabor function. Our 
proposed system employs thirty-two Gabor filters in four scales 
and eight orientations. Then downsampling is done, here 
column downsampling factors is (5×5). Thus the size of the 
Gabor feature vector obtained is (50×50×4×8) / (5×5) which is 
3200. Even after downsampling the feature vector obtain using 
Gabor filter is still large. Therefore, dimensionality reduction 
methods have been employed. For dimensionality reduction 
Kernel PCA (KPCA) has been employed. KPCA is a nonlinear 
dimensionality technique. KPCA is an extension of PCA. 
Principle component analysis (PCA) is a conventional linear 
feature extraction method mostly used in numerous pattern 
recognition method, for example [15]. Kernel oriented 
approaches have been used in various applications for example 
in [16-17].  KPCA maps the features from a low dimensional 
space to a more high dimensional space. By doing this, the 
features become linearly separable. Kernel PCA [18] calculates 
the principal eigenvectors of the kernel matrix, instead of those 
of the covariance matrix. The reconstruction of conventional 
PCA in kernel space is easy, due to a kernel matrix is similar to 
the inproduct of the features in the high-dimensional space that 
is constructed using the kernel function. The application of 
PCA in kernel space gives Kernel PCA the property of 
constructing nonlinear mappings. Kernel PCA calculates the 
kernel matrix K of the features xi. The kernel matrix can be 
defined by,                                             k = κ( , )                                     (8) 

where κ is a kernel function. Then, the kernel matrix K is 
centered using the following alteration of the entries 

         k = k − 1 k − 1 k  + 1  k           (9) 

The centering process corresponds to deducting the mean of 
the features in conventional PCA. It makes guaranteed that the 
features in the high-dimensional space defined by the kernel 
function are zero-mean. Then, the principal d eigenvectors vi of 
the centered kernel matrix are calculated. It can be shown that, 
the eigenvectors of the covariance matrix αi are scaled forms of 
the eigenvectors of the kernel matrix vi 

                                           =  1                                        (10) 

In order to get the low-dimensional data representation, the 
feature is projected onto the eigenvectors of the covariance 
matrix. The outcome of the projection (i.e., the low-
dimensional data representation Y) is given by, 

= κ , , κ , , … , κ ,   (11) 

where κ is the kernel function, used in the calculation of the 
kernel matrix. Since Kernel PCA is a kernel-based technique, 
the mapping done by Kernel PCA vastly depend on the choice 
of the kernel function κ. Probable selections for the kernel 
function include the linear kernel, the polynomial kernel, and 
the Gaussian kernel. In our work, we used Gaussian kernel 
function. The dimension of the feature vector has been reduced 
to 140 from 3200 using Kernel PCA. 

J. Character Recognition 
The training and classification processes are done by using 

Support Vector Machine (SVM) classifier. SVM [19] is a 
classification prediction tool that uses machine learning 
concept to maximize predictive correctness while 
spontaneously avoiding over-fit to the data. 

 
Fig. 13. Linear separating hyperplanes for the separable case 

We are given a set of n data points {xi, yi}; where, i = 1,…, 
n, yi ∈ {−1, +1} and xi ∈ Rn. SVM method targets at finding a 
classifier of form, 

                   ( ) =  ( , ) +                  (12) 

Where αi are positive real constants and b is a real constant; 
k(x, xi) is the kernel function that can be defined by, 



                             ( , ) =  ( ) ( )                                (13) 

φ is a nonlinear mapping function used to map input data 
point xi into a higher dimensional space. In our proposed 
framework, the Gaussian radial basis function [7] is used. It is 
defined by,                                ( , ) =  ||    ||                                   (14) 

In the high dimensional space we consider that, the data can 
be separated by a linear hyperplane, according to the following 
equations, 

                  .  +  ≥ +1,  = +1.  +  ≤ −1,  = −1                     (15) 

In our work, we build two big SVM classifiers for numbers 
and alphabets respectively. Both classifier implements binary 
tree structure and applies one against rest to build sub-
classifiers. Let us consider numeral classifier as an instance, it 
contains 9 sub-classifiers. Figure 14 shows the numeral 
classifier. Each layer contains a digit as a leaf node and a sub-
classifier except for last layer that contains two digits as a leaf 
nodes and the root node is a classifier. Each leaf node is a digit 
and a positive output (yi = +1), on the other hand each sub-
classifier is a negative output (yi = −1). 

 
Fig. 14. Binary tree based numeral classifier 

IV. RESULT EVALUATION 

All experiments were done on dual-core 3.00 GHz with 2 
GB RAM under MATLAB environment. In the experiments, 
we have used more than 1000 images with the size 640 × 480 
pixels. The images were taken from different illuminations, 
diverse angles and complex scenes. Some example images are 
shown in Fig. 15. The images for training and testing are 
unrelated. The database is separated into two datasets. The first 
dataset contains 100 images with total of 900 characters and are 
used for training the SVM character classifiers. On the other 
hand, another dataset contains 917 images with total of 8253 
characters and are used for testing the performance of the 
classifiers. Nevertheless, for license plate detection the entire 

database was used. The license plate detecting rate of success 
is 93.2%. And the license plate character recognition rate of 
success is 99.2%. Results of license plate detection for 
proposed work in different conditions are shown in table I. 

 
Fig. 15. Example images in different illumination, complex scenes and diverse 
angles 

 

TABLE I. DETECTION RESULT IN DIFFERENT CONDITION 

Condition No. of 
Images 

Ex. LPs Success 
rate (%) 

Different illuminations 305 292 95.7 % 

Diverse angles 206 195 94.6 % 

Complex scenes 106 98 92.4 % 

Various Environments 400 363 90.8 % 

Total 1017 948 93.21 % 

 

Recognition rate (RR) is calculated as        RR = No. of recognized samplesNo. of total samples of that sign × 100%     (16) 

For example, recognition rate of Bangla number ‘1’ (ek) = 
(91/91)*100 = 100% 

Recognition rate for all Bangla characters =  

(8187/8253)*100 = 99.2% 

In [1], the system can work very satisfactorily for samples 
that are not too noisy and not over skewed, which is not 
practical. Our proposed approach solve the problems of [1]. 



Table II shows the comparison among applied method and 
other well reported methods for license plate detection, 
character segmentation and character recognition. The total 
process success rate for our proposed method is 91.3%. Figure 
16 shows the comparison of overall system performance 
between our proposed method and other related works. So from 
the table II and figure 16 we can see that, our proposed method 
outperforms the existing methods for Bangladeshi license plate 
recognition.  

TABLE II. COMPARISON AMONG APPLIED METHOD AND OTHER 
WELL REPORTED METHODS FOR LICENSE PLATE DETECTION, 

CHARACTER SEGMENTATION AND CHARACTER RECOGNITION 

Reference License Plate 
Detection 
Accuracy 

Character 
Segmentation 

Accuracy 

Character 
Recognition 

Accuracy 
Proposed 
Method 

93.2 % 98.1 % 99.2 % 

[2] 88.0 % 98.0 % 98.0 % 

[3] 84.8 % - - 

[4] 92.1 % 97.5 % 84.2 % 

[7] 97.6 % 90.7 % 97.9 % 

 

 
Fig. 16. Comparison of overall system performance between our proposed 
method and other related works 

V. CONCLUSION 

This paper presents a vehicle license plate recognition 
method based on support vector machine. Here, first Sobel 
operator and histogram analysis is used to detect the license 
plate region. Subsequently, connected component labeling and 
bounding box method used to segment the characters. Finally, 
features are extracted from the segmented character and then 
character is recognized using support vector machine. During 
the experiment, different illumination conditions, diverse 
angles and varied distances between vehicle and camera often 
occurred. In such cases, the result is very effective when the 
proposed method is used. 
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Abstract- Kirchhoff’s Current Law is mostly taught for a 

single node, leaving uncertainties in students, sometimes in 

the simplest of circuits. It is proposed that KCL be shown as 

the current should equal zero across any cross-section of a 

circuit. KVL is mostly taught for a single loop. It is better 

shown early that the sum of voltages should equal zero 

around any possible loop in a multi-loop circuit. Students are 

mostly shown circuits that are “possible,” with little mention 

of “impossible” circuits. However, students may unknowingly 

implement an “impossible” short circuit in the lab, or be 

unable to identify the impossibility of a given circuit. The 

proposed identification of impossibilities in circuits will 

provide students warning of short-circuits, and better insight 

into circuits in general. These approaches may be used also 

for AC and time-varying circuits. These practices yielded 

good results in the classroom in courses on DC circuits, AC 

circuits, and Systems and control.  

Index Terms-KCL, KVL, Circuits.  

I. INTRODUCTION 

A good understanding of KVL and KCL is a 

prerequisite for studying DC and AC circuits. KVL and 

KCL continue in the 3rd or 4th year study of systems, such 

as non-periodic currents i(t) and voltages v(t). KVL and 

KCL have been widely explored by educators and 

researchers [1 - 4]. The original implications of KVL and 

KCL have been extended to numerous other fields [5 - 7].  

The frequently-taught single-node version of KCL 

leaves the student with confusion and vagueness. Also 

KVL is shown mostly for a single loop, which leaves the 

student inadequately prepared for multiple node circuits 

and multiple loop circuits. To overcome the vagueness 

arising from present methods of teaching KCL and KVL, 

some modifications have been suggested [8 - 10]. These 

approaches to Kirchhoff’s laws have been rarely 

documented, if at all, in the past.  

The majority of books show only “possible” circuits, 

meaning they do not violate KVL and KCL. A student may 

easily implement an “impossible” circuit, or a short circuit 

in the lab, in violation of KVL. Or else, the student may 

not be able to identify the violation of KCL in a circuit. 

Asking students to identify the impossibility in given 

circuits is helpful in building insight and understanding. 

The material is largely based on the author’s experience in 

the teaching of related subjects over a number of years. 

Some of the material was also published and followed in at 

least three books on the subjects [8,9,10] 

II. SINGLE-NODE VERSION OF KCL 

Following from the Law of conservation of charge, 

Kirchhoff’s Current Law is most commonly stated that the 

sum of the currents flowing into a node is zero. 

 

 

 

 
 

Figure 1.  Students are taught the single-node version of KCL the sum of 
the currents flowing into a node equals zero. 

This is the practice followed in the majority of text-

books, at least for undergraduates. Most problems with 

KCL are taught in DC circuits. Less common is KCL with 

AC circuits, such as a problem as below. 

 

 

 

 

 

Figure 2. Single-node KCL for an AC circuit, solvable without a 

calculator 

Simple application of KCL, without a calculator, 

shows that I2 = -12j, IC = 15j, and IA = 3j – 10. The 

problem may be solved in quiz environment, and the 

current source, although rare in practice, helps develop 

concepts in the student.  
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A. Problems from Single-node KCL 

As a result of the limited scope of the conventional 

KCL, students begin encountering vagueness in some of 

the simplest circuits they encounter.  

 

 

 

 

 

 

 
 

Figure 3. Students taught the single-node version of KCL are unclear 

about how I1 = I2. 

In the circuit above, the single-node version of KCL 

does not directly show how I1 and I2 are equal. One reason 

is that there are at least two nodes (and not a single node) 

that is involved. The proposed cross-sectional version of 

KCL, as proposed in this paper, easily shows the beginning 

undergraduate that I1 = I2.  

 

 

 

 

 

 

 

  

 

 
(a)    (b) 

 
Figure 4. KCL is not violated at node O in (a), regardless of the values of 
I1, I2, and I3. The cross-sectional version of KCL (b) shows it more easily 

than the single-node version of KCL at node O. 

 
In Figure 3(a) above, the single-node KCL does not 

make it readily apparent that KCL is not violated at node O 

for all values of I1, I2 and I3. The validity has to be verified 

through the extra process of applying single-node KCL as 

follows: 

IA + IB + IC = I1 – I2 + (I2 – I3) + (I3 – I4) = 0 

However, if KCL is applied across the cross-section 

shown, the circuit is seen to be possible at all times.   

I1 – I2 + I2 – I3 + I3 – I1 = 0 

Thus the cross-sectional version of KCL gives a 

shorter and clearer proof that KCL is not violated at the 

central node of the given circuit.    

III. PROPOSED CROSS-SECTIONAL VERSION OF KCL 

As a solution to the problems encountered above, it is 

proposed that KCL be additionally taught that, 

“The sum of the currents flowing through any cross-

section of a circuit equals zero.” 

This version of KCL follows also follows naturally 

from the Law of Conservation of Charge. More 

specifically, the charges per second crossing right across 

the cross section will equal the sum of the charges crossing 

left across the cross section.  

A.  Applications of Cross-sectional KCL 

As a result of this new version of KCL, we can easily 

analyze the following circuits.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. The circuits above may be analyzed by the proposed cross-

sectional KCL 

In the following circuits the single-node version does 

not readily allow us to find the unknowns V1 and V2.  

 

 

 

 

 

 

Figure 6. What is V1 and V2?  The cross-sectional KCL readily shows that 
V1 = 2x3 = 6 V, and V2 = 4x5 V. 

In the above circuits, using the proposed Cross-

sectional KCL, V1 is found.  

V1 = 2 x 3 = 6 V 
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Similarly, in (b), V2 is found. V2 = 4(7 – 2) = 20 V 

The above concepts have been extended below to AC 

circuits, with current sources.  

 

 

 

 

 

 

 

Figure 7. Problem in AC circuit that can be done 

The voltage V2 can be found using the cross-sectional 

version of KCL.   

V2 = (7 – 2j)(3j – 5j +4) = (7 – 2j)(-2j + 4) = 24 – 22j 

The current sources, although rare, and variety in the 

above circuits will give the undergraduate more insight, 

and better conception.  

B.  Impossible Circuits 

Most books and curriculums focus on circuits that are 

actually possible. To introduce the student to a variety of 

concepts, it is also proposed that “impossible” circuits be 

included in books [8]. The single-node KCL does not 

illustrate the impossibility of the circuits in following 

figures. The new version of KCL readily shows the 

impossibility of the following circuits. 

 

 

  

 

 

 

 

(a)    (b) 

Figure 8. Are these circuits possible? The proposed cross-sectional KCL 

illustrates the impossibility of the above circuits more easily than the 
conventional single-node KCL. 

In fig. 8(a), from the cross-sectional version of KCL, it 

is apparent that the 2A and 3A current sources contradict 

each other, as the currents through the cross-section do not 

add up to zero.  

In Figure 8(b) above, it is not readily apparent that 

something is wrong, from the conventional single-node 

version of KCL. From the updated cross-sectional version 

of KCL, it is apparent from the that the three sources 2A, 

2A, and 3A contradict each other, as the currents through a 

central cross-section do not add up to zero. Thus the 

student gains insight into circuits, from the cross-sectional 

version of KCL.  

IV. SINGLE-LOOP VERSION OF KVL 

Most text-books and curriculums teach Kirchhoff’s 

Voltage law that the sum of voltage rise around a single 

closed loop equals zero.   

∑EN = ∑VM 

 

 

 

 

 

 

Figure 9. Most students are taught the above  Kirchoff's Voltage Law for 
a single loop.  

KVL follows from the law of conservation of energy, 

A.  Problems Arising from Single-loop KVL  

The first problem that arises is that students are rarely 

told that KVL is applicable in each and every loop in a 

multiple-loop circuit.  

 

 

 

 

 

 

Figure 10. After learning the single-loop KVL, students are expected to 

understand that KVL is applicable around each and every possible loop in 
the above circuits. 

Immediately after being shown KVL for a single 

isolated loop, they are usually expected to understand that 

KVL is applicable for each and every loop in a multiple-

loop circuit. For example, in the loop-current method, they 

are expected to apply the single-loop KVL to a multiple-

loop circuit, without the clarification that KVL is 

applicable around every possible loop in a multiple loop 

circuit.  

+

-

+ - + -

+

-

+-

V1

V1

V2

E2
E1

10 V
12 V

5

2

4
2

2

4
53

8 V

4 V

6 V

12 V

4 V

4 2

I1
I2

3 A

5 8
2 A

12 V

4 V

I1
I2

3 A

2 A

2 A

2/90 A

7/0 A

4

-
V2

+

3j
-5j

+
+



V. MULTIPLE-LOOP KVL 

In most descriptions of KVL, students are not clearly 

told that in a circuit with multiple loops, KVL is satisfied 

in each and every loop. Three example loops have been 

shown in figure 9(a). 

 

 

 

 

 

(a) 

 

 

 

 

 

 

(b) 

Figure 11. KVL is applicable around any loop of a network.  

The only exceptions when KVL and KCL are not 

applicable are when there is a conflict, such as a short 

circuit in the network. 

A.  Applications 

Using the multiple-loop version of KVL, we can easily 

find the currents below.  

  

 

 

 

 

Figure 12. The multiple-loop version of KVL readily finds the currents I1 

and I2. 

To find: I1= ___, I2 = _____, we apply KVL around 

the various loops in the network. The current through the 3 

ohm resistor equals, 

(5 + 4)/3 = 9/3 = 3 A  

Current through 12 ohm resistor  

(3 + 4 + 5)/12 = 12/12 = 1 A 

Current thorough 7 ohm resistor 

(3 + 4)/7 = 7/7 = 1 A 

I2 = 1 + 1 = 2 A 

I1 = 3 + 2 = 5 A 

The circuit below is an AC version of the above circuit.  

 

 

 

 

 

Figure 13. Multiple-loop AC circuit, that can solved without a calculator. 

Applying KVL around the multiple-loop shows that, 

I4 = (10 – 4)/3j = -2j A,   I5 = (10 – 2 – 4)/2 = 2 

I6 = (10 – 2 )/(-2j) = 4j A  I1 = -2j + 2 ,   

I2 = 2 + 4j,    I3 = -2j + 2 + 4j = 2 + 2j 

 

In the circuit below, we find I1, I2 with the multiple-

loop version of KVL.  

 

 

 

 

 

Figure 14. Applying KVL around the various loops allows us to 

calculate currents I1 and I2. 

The multiple loop version allows us to calculate 

I2 = 1 + 2 = 3 A 

I1 = 1 -2 = -1 A 
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Impossible Circuits 

Most books and curriculums normally confine their 

attention to circuits that do not violate KVL. There is no 

mention of circuits that violate KVL and are therefore 

impossible. However, as lab instructors know, students are 

likely to implement short circuits in the lab, that are not 

mentioned in the books owing to their “impossibility,” and 

violation of KVL.  To broaden the insight of students, and 

to warn them about short-circuits, it is proposed here that 

students also be shown examples where KVL is violated.    

 

 

 

 

 

Figure 15. Application of the multi-loop version of KVL readily shows 
the short-circuits above, or violations of KVL. 

With the circuits above, the student will become 

trained in identifying short-circuits, or circuits that violate 

KVL.  

VI. TIME-VARYING CIRCUITS, AND AC CIRCUITS 

In undergraduate curriculums in electrical engineering, 

KVL and KCL are shown mainly for DC circuits, to some 

extent for AC circuits, and rarely for other time-varying 

circuits (such as transients). Applications such as node-

voltage, loop-current, and superposition methods, delta-

wye transformations, and Thevenin’s equivalent circuits 

are seldom shown for AC circuits, and almost never for 

other time-varying circuits. It is proposed here that cross-

sectional KCL, multiple-loop KVL, and related 

applications be shown appropriately for AC circuits, and 

other time-varying circuits in undergraduate curriculums.  

CONCLUSION 

KVL and KCL, with accompanying node-voltage, 

loop-current, and the superposition method are important 

foundations in electrical engineering education.  

The cross-sectional version of KCL resolves the 

vagueness, otherwise present in the single-node version of 

KCL. Problems with KCL for AC circuits have been 

shown, that are simple enough to be solved without a 

calculator. Similarly, the single loop version of KVL, 

popular in textbooks, has been replaced by KVL for 

multiple-loop circuits. The more complete versions of KCL 

and KVL are applied to both DC and AC circuits.  

The majority of books on circuits focus on circuits that 

are “possible, meaning they don’t violate KVL and KCL. 

So as to better acquaint students with circuits, it is 

proposed here that they be shown “impossible” circuits 

also.  

Impossible circuits were shown in a book [8], and in 

the class, so as to inform students about short-circuits, and 

to improve their insight and conception.  

These practices suggested in this paper were 

implemented in textbooks by the author, and in the 

classroom.  

The concepts of this paper were practiced in the 

classroom by the author for many years, for three courses: 

one for DC circuits, one for AC circuits, and one for 

Systems and control. According to all indications, these 

methods led to better student performance and insight than 

from the same courses taken elsewhere.  According to 

other instructors and students, these practices were found 

to better prepare students for subsequent courses. 
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Abstract- We address the problem of visual focus of attention 

(VFOA) based on human head pose. We observed the human 

head pose and the object that are in front of the human. We 

integrate the head pose with target object to monitor human 

attention where the human is actually looking at. The VFOA is a 

vital cue for drawing human attention and establishing human 

interaction. As it assists to understand what the person is doing 

and it notifies addressee-hood (who is seeing at whom). In 

Human Robot Interaction approach it is helpful as it attracts and 

control the attention of a target person depending on his or her 

current visual focus of attention. It is especially important to 

monitor human attention based on head pose as the person who 

are disabled and cannot speak but express their needs in terms of 

head pose. For recognizing a human VFOA, we noticed their 

head pose because head pose is an important hint in non-verbal 

communications. We evaluate our system in series of experiments 

and observed our system performance. We found a good result 
and got good exactness of the system performance. 

Keywords—human computer interaction; head pose; visual 

focus of attention ; object detection 

                                     I. INTRODUCTION  

      Human attention means the concentration of mind on a 
single object which is expressed by some physical expression 
and controlled by neural activities. Attention is also referred to 
as the allocation of limited processing resources. Eye 
movements, head movements or changes in body orientation 
are the observable behavioral responses for attracting a 
person’s attention. It is necessary for a system to know a user’s 
intention and focus of attention for building expert human 
interfaces. Detection of such information can be utilized to 
build natural and intuitive interfaces as the motion of a 
person’s head pose and gaze direction are deeply related with 
his or her intention and attention. 
     One such characteristic of interest is the gaze, which 
indicates where and what a person is looking at, or, in other 
words, what the visual focus of attention (VFOA) of the person 
is. So, the first step in determining a person’s focus of attention 
and intention is to track his/her gaze. In robotics in order to 
provide assistance to people with disabilities it is helpful for a 
robot to recognize the person’s head pose. The robots have the 
potential to assist with a wide array of tasks and activities, 
assist people with diverse conditions, and assist people who are 
in bed, in a wheelchair, or are ambulating. If there is a camera 

in front of the disabled people and another camera in front of 
the objects of the disabled person, the robot can easily identify 
the person’s attention by integrating the person’s head with the 
target objects. Actually it is the common nature of human that 
he is look at the object that he needs. So, if we can implement 
the system it will be helpful for the disabled person who cannot 
speak but can express his needs or desire by using his head 
pose. Moreover, in absence of high definition image, we 
depend on human head pose to recognize the visual focus of 
attention. Thus, tracking the VFOA of people could have 
important applications for developing ambient intelligent 
systems. So, in our work, we consider head pose for 
recognizing visual focus of attention. Due to the physical 
placement of the VFOA targets, the identification of the VFOA 
can only be done using complete head pose representation. 
Here we use webcam for tracking the head of the person and 
from which we will estimate the head pose especially yaw pose 
of the person. Next, we will track the object which is in front of 
the person by another camera. Finally we will integrate this for 
getting visual focus of attention. 

                                      II. RELATED WORK 

     In HRI and HCI contexts, many conversational systems 
need VFOA information for analyzing and performing 
necessary interactions. Most works use either sensor-based or 
high definition image approaches which are not usually 
applicable or helpful for interaction with robots for 
recognizing VFOA. In the previous work [1] they proposed an 
intelligent robotic method of attracting a target person’s 
attention in away congruent to satisfying social requirements.  
The used HOG pattern features and an SVM classifier for 
recognize VFOA. In the previous work [2] they used 3D 
geometric modeling for head pose estimation. Based on two 
human eye-areas, they model a pivot point using distance 
measure devised by anthropometric statistic and MPEG-4 
coding scheme. But this 3D approach is quite complicated  
and complex rather than 2D geometric modeling. In the 
previous work [3] they employ neural networks to estimate a 
person’s head pose from camera images, and a probabilistic 
model to recognize interesting targets in the scene based on 
the observed head pose. In the previous work [4], Hidden 
Markov Model (HMM) used to recognize VFOA and 
introduce the standard gaze model. They used both supervised 
and unsupervised learning approach. They mainly tried a 



 
 

improved VFOA recognition. But in practice, to set such a 
value might be difficult and complicated. Because in the robot 
interaction application, the same strategy does not produce 
good result in all condition. Asteriadis et al. [5] , information 
from head rotation and eye gaze are used. The authors use 
Bayesian modality fusion of both local and holistic 
information, in estimating head pose, while for eye gaze they 
use a methodology that calculates eye gaze directionality, 
removing the influence of head rotation. In R. Stiefelhagen et 
al. [6] use low-cost camera images to estimate visual focus of 
attention using head rotation, as well as fuzzy fusion of head 
rotation and eye gaze estimates, in a fully automatic manner. 
However, in their proposed approach [7], the user needs to 
maintain a frontal pose to the camera at start-up and they do 
not address finding appropriate mappings between 2-D 
projections and head/eye gaze analysis to certain points on a 
target plane. In contrast to previous works we would like to 
focus on recognizing VFOA in real time.  

                            III. PROPOSED FRAMEWORK 

In our work, we recognize the visual focus of attention of 
human in real time using head poses of human. To detect the 
visual focus of attention, first of all we track the human face 
and estimate its pose. The system detects the object from 
multiple objects corresponding to human head pose. That 
means the person where he is looking is detect by the system 
through integrating head pose and target object. Thus the 
system shows the visual focus of attention of human. This task 
is very important for a disabled person. 
   We also all detect the objects that are in front of the person. 
We use multiple object detection algorithms using shape of the 
object. We also number the object so that it can easily 
recognized by the user and it is helpful to count the number of 
object. Fig. 1 Illustrates the schematic diagram of propose 
system methodology. 

 

Fig. 1: Schematic diagram of the proposed system  

A .  Tracking the Human Head 

     The first step of our work is to track human face. Here we 
track human face using an open source named Stasm (standard 

active shape model). We use the Stasm 4.1.0 in our work. 

Stasm employ the OpenCV frontal face detector. The face 

should be at least a quarter of the image wide. Stasm does not 

use color information, i.e., it internally converts the image to 

monochrome before searching for landmarks. An unused or 

uninitialized landmark has a position in a shape matrix with 

both x and y equal to 0. The x position of a valid landmark 

that happens to be at [0,0] is thus jittered to 0.1 (a one tenth of 

a pixel offset). Unused landmarks are for more esoteric 

applications of Tasm where landmarks are synthesized or 
models are built with different sized shapes. It is unlikely that 

you will need unused landmarks when creating your own 

shape files. Fig. 2 represents the overview of the face tracking 

algorithm.  

 
Fig. 2: Overview of face tracking process 

 
      Suppose now we have s sets of points xi which are aligned 
into a common coordinate frame. These vectors form a 
distribution in the 2n dimensional space in which they live. If 
we can model this distribution, we can generate new examples, 
similar to those in the original training set, and we can examine 
new shapes to decide whether they are plausible examples. 
Approximate any of the original points using a model with less 
than 2n parameters. If we apply a PCA to the data, we can then 
approximate any of the training set, x using 

                                     x= +b                                     (1)     

Where   is average of all training sets, b is n dimensional 
vector. The vector b defines a set of parameters of a 
deformable model. By varying the elements of b we can vary 
the shape, x.                                                                                                                     

B. Head Pose Estimation of Human 

     After tracking the human face, we estimate human head 
pose. We have performed point base geometrical analysis and 

expected pose value measurement to  estimate the head pose 

of the human. After performing        these two measurements, 



 
 

we estimate the head pose of the human head to know where 

the visual focus of attention of him/her.    

 Expected Pose Value Measurement: The expected value 

of a random variable is intuitively the long-run average 

value of repetitions of the experiment it represents. Suppose 

random variable X can take value x1 with probability p1, 
value x2 with probability p2, and so on, up to value xk with 

probability pk. Then the expectation of this random 

variable X is defined as: 

                  E[X] = x1p1+ x2p2+…..+ xkpk                     (2)        

  To find the expected value of the head pose, we train our 

system by establishing three models. The first model is for left 
head pose, the second model is for front head pose and the 

third model is for right head pose. We observe the three 

models and find the threshold value for each model which was 

a floating point value. We observed the facial landmarks that 

are obtained from the face tracking module. We separate out 

the left side points from the right side points. We found 13 

significant points on left side of the head and 13 significant 

points on right side of the head. Then we calculate the 

expected value by the equation 2. The value of current head 

pose value is compared with each head pose model and if it is 
nearest to the any model, it is said to the corresponding head 
pose. Thus we calculate the expected head pose of the head. 

 Point Based Geometric Analysis: After calculating the 

expected value of the head pose we calculate the point 

bases geometric analysis of the head pose. In the learning 

part we first build up the point relationship model and we 

got some significant change in the points of the head poses. 

We observed that the distance between the point of eye 

center and nose tip is always change in the different head 

pose. We found out these points and calculate the Euclidian 

distance between them. The formula of Euclidian distance 

is: 

                  D1 (p, q) =                                    (3)                                                                     

After combining these two approaches we measure the head 

pose of the human. 

C. Detecting the Objects in Front of the Human 

      In this work we detect the objects based on shape and 

edge. After detecting the edge we need to focus the detected 
object .We represent the detected objects by a rectangle. After 

detecting all the objects we only detect the target object. But 

then the bounding rectangle is on the only target objects and it 

represents the target object where the visual focus of attention 

of the person was. Fig. 3 shows the object detection algorithm. 

Then we detect the edge of the object from image. Here we 

use Sobel edge detector for detecting edge. After detecting 

edges we perform morphological image processing. We use 

this as it process images based on shapes and apply 

a structuring element to an input image and generate an output 

image. We use erosion and dilation as structuring element. 

After performing morphological operation we apply 

thresholding and binarization of input frame. 

              . 
Fig. 3: Flow diagram of object detection algorithm 

    After this we find out the contour (boundary of shape) of 

the object it is like finding out the white object from black 

background. Each contour is stored as a vector of points. After 

finding the contour we estimate the bounding box of the target 

objects. We estimate it by analyzing the contour area of the 

contour. We estimate a fixed value from various shapes of the 

objects and compare the contour area with this value. The 

contours that are satisfy this constraint is considered as target 
objects. We represent the object by a bounding box. We use 

rectangles to focus the target object. The bounding box only 

contains the topmost coordinate, width and height of the 

rectangle. Thus we detect multiple objects in front of the 

human. 

D. Integrating Head Pose with Detected Object to Recognize 

the VFOA  

After tracking object and face, the system integrate the 
tracked object on the corresponding head pose. For mapping 

the head pose with the corresponding object the system first 

tracked all the objects in front of the human. Then on the basis 

of the head pose it recognizes the object that the person is 

looking at. Such as if a human moves head on the left side; the 

system tracked only the object left side of the person and 

shows that the person’s attention is on that object. On the 

other hand if a human moves head on the right side; the 

system tracked only the object right side of the person and 

shows that the person’s attention is on that object. Besides 

this, the system also shows that if the human face is frontal 
face, the system integrates frontal pose with middle object and 

indicate that his attention is in front of the middle object. 

Actually the integration is done on the basis of head pose and 

its corresponding tracked object. So we can see that we have 

two parameters for mapping the head pose with target object 

and we can represent it as follows: 



 
 

VFOA= f (H, O) 

Where, VFOA= Visual focus of attention, H= Head pose of 

the person and, O= Object where the person is looking at. 

     The head pose of a person is intersects with the 

corresponding object. We represent the target object in a 

rectangle. But when we integrate face tracking module with 
the object detection module, only the rectangle is placed only 

in the object with corresponding head pose. We draw a 

straight line from the nose tip of the person. We consider is an 

initial head rotation which we represent by another straight 

line. When the angle between initial head rotation and original 

head rotation zero we map this head pose with the middle 

object. Again there is a horizontal line from the boundary box 

of the object. If the two lines intersect perpendicularly then we 

can say that the attention of the person is on that object. If we 

consider the line from nose tip is y1 and the line on the 

boundary box of the object is y2, then we find out 

perpendicular condition using the following formula: 

              tan(θ)=mod((m1-m2)/1+m1*m2)                            (4) 

    Where m1 is the slope of line that is drawn from the nose tip 

and m2 is the slope of the line that is drawn from bounding 
box. Fig. 4 shows the mapping of head pose with target object. 

 

Fig. 4: Mapping of head pose with three static objects 

      The above shows the blue arrow represents the person’s 

upper body resting orientation thus his or her initial head 

rotation. In Fig. 4 the observed head orientation (black arrow) 

shows the head angle towards target object. In Fig. 4(a) 

indicates the attention is toward the left object as it is less than 

the initial head pose or less than 900 in the x-axis. In Fig. 4(b) 

the observed head orientation (black arrow) is equal to the 
initial head pose or equal to the 900 in x axis and indicates the 

attention is toward the middle object. In Fig. 4(c) the observed 

head orientation (black arrow) is equal to the initial head pose 

or greater than to the 900 in the x-axis and indicates the 

attention is toward the right side object. 

                 IV. EXPERIMENTAL RESULTS 

     To analyze the face tracking module accuracy we 

emphasize on quantitative approach. We worked with 10 

people in the real environment to run this experiment. The 

average age of participants are 23 years (SD= 4.50). To 

evaluate the system, we told the participants about our 
experiment and also described them what they should do. 

Participants were interacted with the system one by one. Each 

participant attended in a two steps experiment. 

A. Experimental Setup 

     The first phase of the implementation for this system is to 

establish a setup environment with two webcam. One camera 

can detect the human face and another can track the objects in 

front of the human. Fig. 5 shows the experimental set of our 
system. 

                   

(a) 

 

(b) 

Fig. 5. (a) Participant interacting with the proposed system        (b) 
Experimental setup of the sysytem. 

 We test the system performance using different types of the 

object and also detect the visual focus of attention by different 

person. We asked the person to take sit before the webcam and 

set all the objects in front of the human. Then we evaluate the 

system performance. We can also set this webcams into a 

tripod to test our system performance.   



 
 

B. Evaluation Method for Face Tracking Module 

     We positioned the participant in front of the camera within 

the viable range and more than 10 trials have been given by 

each of the participants. We build 640×480 size image of the 

different person of three head poses which is used as training 

set of the face tracking module performance. To evaluate the 

system, we told the participants about our experiment and also 

described them what they should do. The qualitative evaluation 

of the module, which is performed with the experimental data, is 

given below. 

 TABLE I: PERFORMANCE EVALUATION OF FACE TRACKING 

MODULE 

 No of 

Trials 

Tacked 

Face 

Deviation Accuracy 

(%) 

Error Rate 

(%) 

P1 15 14 1 93.33 6.66 

P2 13 11 2 84.61 15.38 

P3 17 15 2 88.23 11.76 

P4 12 11 1 91.67 8.33 

P5 19 18 1 94.73 5.26 

P6 10 7 3 70 30 

P7 18 15 3 83.33 16.67 

P8 11 11 0 100 0 

P9 17 16 1 94.11 5.88 

P10 14 13 1 93 7 

     Graphical representation of the experiments is given below 

in Fig. 6. 
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Fig. 6: Performance analysis of face angle estimation                                            

module 

C. Evaluation Method of Object Tracking Module 

   In Fig. 7, we evaluate the object tracking module based on 

ROC (Receiver Operating Characteristic curve) analysis 

shown in.  
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Fig. 7: ROC curve of object detection module 

Fig. 7 represents a graphical plot that illustrates the 

performance of object tracking module. The curve is created 

by plotting true positive rate and false positive rate of the 

detected object and ground truth object. 

D. Overall System Performance Analysis 

      We observed the performance of face tracking module and 

object tracking module. Then each of modules is combined to 

detect the visual focus of attention detection. Prior to that 

some important factors (i.e. face tracking of human, head pose 
estimation, object detection) are checked to evaluate the 

overall system performance. Also these values are compared 

to the physical values to find the standard deviation. Table II 

shows the data table to determine system accuracy. 

      TABLE II: DATA TABLE TO DETERMINE SYSTEM ACCURACY 

Head Pose No. of         

Trials 

No. of  

Head  Pose 

 

Detected object  

        with 

corresponding 

    Head Pose 

 

  

Error 

 Left          10    20           15     5 

Front          16    30           20    10 

Right  8     10          10     0  

 
      The graphical representation of the system accuracy is 

shown in Fig. 8. We observe the correct detected object of 

corresponding head pose and represent the accuracy by a 

graphical representation where we plot the number of head 

pose and tracked object in front of the human. We tested this 

system by several persons and the quantitative evaluation 

proved that the system working quite satisfactory. 



 
 

 

0

10

20

30

40

50

60

No. of 

head pose
Detected Object

No. of Head Pose
 

Fig.8: Graphical representation of overall system 

                                        V.   CONCLUTION 

     Our main concern was to develop a system that recognizes 

the visual focus of attention of a person. We consider head 

pose to recognize a person attention as head pose plays an 
important cue for developing communication channel.  In our 

work we addressed the visual focus of attention based on their 

head pose. First of all we track the human face and estimate 

his/her pose and finally mapped pose with corresponding 

VFOA targets. We use a setup of multiple camera views in 

order to achieve unobtrusive captures of participant’s visual 

attention. From the estimated field of view, we deduce the 

most likely focus target by using an adaptive scheme of 

mapping head orientation to its most likely gaze angle 

counterpart and hence the target this person is looking at. 

Integration of multiple cameras will increase the field of view 
of the camera and can tracks the multiple human’s focus of 

attention. This issues are left for future research. 
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