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Abstract—The aim of this paper is to provide an improved 
duration model for diphones and a diphone selection technique 
in Bangla text to speech system Subachan for better speech 
quality. Segment duration is one of the most important factors 
for the intonation of the generated speech in concatenative 
synthesis. For this reason, a good duration model is 
indispensable. To achieve this, we observed diphone durations in 
a recorded corpus of words, determined the diphone durations 
for different positions in the words, observed the signals of 
consonants in the corpus and categorized them accordingly. The 
results show that the proper durations produce notably better 
intonation in the generated speech which improves the 
naturalness and intelligibility of Subachan.  

 
Keywords— diphone durations; quality of output speech; 

speech synthesis; Bangla text to speech 
 

I. INTRODUCTION 

  Researchers have found out that diphone duration has a 
major role in the intonation of the synthesized speech. It is 
said the pitch and durations are enough to express 
intonation and emotions in the synthesised speech [1][2]. 
Intonation plays a major role in the naturalness and 
intelligibility of a speech synthesis system’s output. For 
these reasons and considering the lack of naturalness in the 
output of Bangla text to speech system Subachan, a proper 
duration modelling was always necessary. This motivated 
our approach. There have been several experiments where 
researchers found out that the duration of diphones vary in 
different contexts even though they are stored in a fixed 
database [3]. The different contexts are for example, the 
lengthening of diphones in a word’s final position and 
different lengths for the same vowel for different 
consonants. To illustrate, vowel আ becomes longer when it 
is with খ than ক i. e. আ is longer in আখ than আক. These 
diphone duration properties were observed in 200 
individual words’ signals and in the recorded corpus for 
preparing diphones. Therefore, we created new duration 
model according to these properties. We also found out that 
diphones with certain consonants have the same durations 
when they are paired with the same vowel. Thus, we placed 
them in the same category. For their duration variations, we 
created three sets of the same diphones for the three 
different positions of a word, i.e. first, middle and the end. 
We implemented the program to get diphones according to 
their positions. With the new duration model and new set of  
 

 
rules to select diphones, the output speech turned out to be 
very satisfactory. 

II. RELATED WORKS 

 There exists a previous work on diphone duration 
modelling [4]. The diphones are lengthier and so they create 
less natural output speech. There were no mentions of 
diphone duration variance in different contexts. 

III. METHODOLOGY 

A. Measurement of Diphone Durations 
1) Corpus: There are 4 corpora recorded for diphone 

preparation. 
Among them corpus 4 was chosen because of its 
intelligibility [4]. But it is slower than necessary. If we 
remove a few repeating periodic frames from the diphones, 
they have the same sound but shorter duration. That way, 
we can achieve both intelligibility and naturalness using 
this corpus. The long form from the previous model and 
short form from the new model of the same diphone is 
shown in Fig. 1. 
 
 
 
 
 
 
 
 
Fig. 1  Repeating vowel frames for diphone . These frames  are  actually 
 what make the diphones longer, if you  reduce  some, they get 
 shorter, but the sound quality  stays the same.  The figure in the left 
 have durations  106ms while the  figure in the left has duration of 
 58ms. Diphone in the right  produces much better  intonation than 
 the left one.  

 
2) Observing the recorded corpus and determining 

duration: 
We took 200 words which were previously recorded and 
observed the diphones in them. For example, there is a 
word কাল with diphones {ক, কআ, আল, ল}. We took the 
duration of the diphone কআ from this word and from 
several other words and averaged the durations. The 
observation led to the revelation- the durations of diphones 
varied according to their positions in the word. As expected, 
we found three positions where the duration of diphones 
varied the most – first, middle and last. The diphones in the 
middle were relatively smaller in durations than the 
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diphones in the beginning and end. For example, diphone 
aর at first position is 95ms, at middle is 61ms and at last is 
106ms. We can see that there are significant differences in 
the same diphone’s durations in the middle and in the 
diphone boundaries. To determine the duration of a 
diphone, we observed five words containing this diphone in 
the same position. The results showed that the durations are 
close, so we averaged the durations to calculate the final 
duration.  
 
There were some cases where no recorded words were 
available containing a diphone. In those cases, we 
synthesized some words which include the diphone and 
determined the best duration from them. 

 
Moreover, we saw some consonants have the same effect 
on its adjacent vowel in a diphone. That means their 
durations are the same if they are with the same vowel in a 
diphone. For example, কআ and টআ have same durations. It 
was apparent when their durations were taken for the same 
position of the word. This makes sense because the signals 
of those consonants are quite similar in structure and 
duration. The reason behind this is unaspirated consonants 
are shorter in length than aspirated consonants. Unaspirated 
unvoiced consonants (ক, ট, ত, প ) have the same diphone 

durations. Similarly, unaspirated voiced consonants (গ, ড, দ, 

ব), aspirated unvoiced consonants (খ, ঠ, থ, ফ) and aspirated 

voiced consonants (ঘ, ঢ, ধ, ভ) have the same diphone 

durations. The palatal consonant in each category (চ, ছ, জ, ঝ) 
has different signal structure hence different duration than 
the rest of the consonants in those categories. Therefore, 
they were included in different fitting categories. 
 
চ, জ has similarity with য, so they were placed in one 
category. The nasal consonants (ন, ম) have similarities with 
ল and fricative unvoiced শ has similar signal to aspirated 
voiced ঝ। The same was true for many other consonants 
and we decided to make their separate category with similar 
signals and durations. 
 
So the consonants were categorized as ক , ট , ত , প / খ, ঠ, থ, ফ/ 

গ, ড, দ, ব/ ঘ, ঢ, ধ, ভ/ চ, জ, য/ ছ, স/ ঝ, শ/ ন, ম, ল/ র, ড়/ হ।   
 
Fig. 2 and Fig. 3 represents the signals of consonants of the 
same category such as ক, ট, ত, প and খ, ঠ, থ, ফ। Observing 
the signals, we see that they are similar. Durations of the 
diphones are given in table I, II and III. 
   
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2 The signals of the consonants ক, ট, ত, প  are clockwise and they  
 are with vowel a. We can easily see that they are very similar to  
 each other.  
 
 
 
 
 
 
 
 
 
 
Fig. 3 The signals of the consonants খ, ঠ, থ, ফ are clockwise and they 
  are with vowel a We can easily see that they are very similar to 
  each other.  

B. Implementation of Programs  
1) Implementation of diphone selection: We created 

three sets of diphones instead of one set that was done in 
the previous model [5]. Previously, the software used to 
dissect a word into diphones and then pick up the diphones 
from the same file location address. 

 
We made one file location for each kind of diphone position 
and placed the diphones with their proper durations in their 
correct locations. After that, we implemented the program 
to determine the diphone’s position and then fetched 
diphones of that position from the respective file location. 
 
For example, if কলম is entered as text, the generated 
diphones and their assigned locations are given in table IV. 
Then the program fetches diphones from their 
corresponding locations (First, Middle, End) and plays 
them. For comparison, old and new systems are shown in 
skeleton flowchart in Fig. 4 and Fig. 5. 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 Start a আ i u e o End 

ক ,ট ,তপ  25 60,50,82 70,55,66 50,48,48 87,77,84 76,66,108 84,68,102 99
খ,ঠ,থ,ফ 46 110,98,99 116,100,128 138,101,158 75,110, 75,132,148 183,135,141 45
গ,ড,দ,ব 40 80,81,125 100,74,147 80,83,95 98,87,125 59,156,110 93,76,74 67
ঘ,ঢ,ধ,ভ 71 158,157,161 118,95,132 156,127,144 147,80,136 86,117,98 110,96,134 76

চ 46 82,95,136 110,104,104 65,81,98 99,72,90 78,131,104 86,95,101 61
ছ,স 60 193,150,198 141,132,153 114,98,143 107,87,110 170,156,184 154,144,143 83
জ,য 84 145,128,140 120,108,137 102,81,156 99,70,105 107,117,137 94,75,118 61
ঝ,শ 83 161,134,180 148,123,160 95,102,164 121,113,146 88,152,182 156,109,126 112
ন,ম,ল 51 83,88,107 80,56,101 60,67,89 53,67,73 77,56,107 61,91,116 83
র,ড় 40 102,90,115 103,72,80 131,90,48 106,59,105 96,105,98 70,85,78 70
হ 59 75,80,110 111,98,120 55,90,110 110,97,142 114,89,95 111,105,144 132

Time (Mili Sec) 
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TABLE I DIPHONE DURATION FOR TYPES ({C,CV,C}). THE NUMBERS IN A CELL MEAN FIRST, MIDDLE AND END RESPECTIVELY



 

 

 
 
 
 
 
 
 
 
 
 
 
 

2) Adding missing diphones: In the previous versions of 
 Subachan, words ending with a vowel would have their 
closing diphone missing. For instance, আেলা would be 
broken as: {আ, আল, লo} instead of {আ, আল, লo, o}। 
 
The word would end abruptly for missing o}. This used to 
create unnatural output speech. We implemented the 
program so that the vowel diphone in the end gets called 
and then prepared those closing vowel diphones which were 
missing from the previous corpus. 

IV. COMPARISON WITH THE PREVIOUS MODEL  
 In the previous model, the consonants like ক, খ, গ, ঘ 
were placed in one category, according to the place of 
pronunciation phonetic rule. In reality, their durations are 
significantly different from each other. This affected the 
naturalness of Subachan such that wrong phones were being 
stressed. On the other hand, we categorized the consonants 
after observing the durations and their signal similarity. The 
observation revealed a different phonetic property would be 
more fitting. We categorized by the classification of 
consonants according to pronunciation rule. Also we made 
three sets of diphone duration which contributed to more 
naturalness of a word. 
 
In our model, some VC (consisting of a vowel and then a 
consonant) diphones with consonants like ক, ট, ত, প are 
significantly longer in duration. In the old model, they 
excluded the tail like part at the end of those diphones. On 
the surface, it doesn’t seem to have any differences, but 
when those diphones are in the middle of a word, the word 
turns less intelligible for the missing information from the 
diphone. We corrected this in the new diphone set which 
impacts intelligibility and naturalness in a significant 
amount. Apart from these drawbacks, the old model had 
lengthier diphones which made the output speech unnatural. 
Fig. 6 shows the difference of the diphone আক in the 
previous and new models. In the new model, the burst is 
included while in the old model it is excluded. 
 

 
 

 
 

 
 
 

 
 
 
 
 
 
 
 

 
 
 

 
 
 
 

 

V. RESULTS AND DISCUSSION  

 The output from the new duration model produces more 
intelligible and more natural speech. Also, adding the vowel 
diphones in the boundaries such as {V, V} increased 
naturalness notably.  
We used a text from the novel “Aranyak” by 
Bibhutibhushan Bandyopadhyay to create output using the 
new diphone durations and the old diphone durations. Both 
outputs were given to 50 listeners and they reported that the 
new model generated better quality speech. 90% reported 
that the new output speech has more naturalness than the 
old one while 10% said that there were no changes. In terms 
of intelligibility, 95% said that the new output speech were 
more intelligible than the old one while 4% said there were 
no changes and the remaining 1% said that the intelligibility 
was worse. The results are shown in Fig. 7. 
 
 
 
 
 

 
 
 
 
 
 
Fig. 4  Old diphone generation and playing technique 

 
 
 
 

 
 
 

 ঝ,শ ন,ম,ল র,ড় হ
a 147,99,149 83,82,126 92,61,106 130,100,139 
আ 139,129,150 84,100,104 77,50,105 149,132,150 
i 92,90,118 90,89,76 79,58,83 107,92,109 
u 160,139,171 98,72,86 61,52,79 133,98,103 
e 100,124,162 97,77,88 68,110,80 102,83,110 
o 161,100,160 111,64,98 69,68,75 117,99,120 

TABLE III DURATIONS FOR THE REMAINING VC DIPHONES  

TABLE IV HOW DIPHONES ARE GENERATED WHEN কলম IS 
ENTERED AS INPUT TEXT 

First Middle End 
{ক aল aম 

কa লa ম} 

Normalized Text 

Break into diphones 

Fetch diphones from the same 
directory 

Play 

TABLE II DIPHONE DURATION FOR TYPES ({V,VC,V}). THE NUMBERS IN A CELL MEAN FIRST, MIDDLE AND END RESPECTIVELY. 

 Start 
ক ,ট ,ত ,প  খ,ঠ,থ,ফ গ,ড,দ,ব ঘ,ঢ,ধ,ভ চ ছ, স জ,য End 

a 71 115,108,144 170,164,191 80,85,91 143,101,153 182,159,171 154,135,156 137,86,161 140
আ 80 130,150,197 184,170,182 89,70,80 111,110,167 140,103,159 151,121,167 142,117,163 172
i 52 125,118,158 160,151,183 85,79,76 107,105,158 128,92,147 150,135,162 134,111,167 135
u 55 103,151,160 137,120,141 92,72,103 129,155,160 126,101,156 151,143,177 130,118,173 145
e 80 184,147,178 139,141,162 78,92,80 134,121,150 142,130,153 123,121,132 115,90,149 137
o 54 163,150,190 143,154,173 83,85,85 113,152,159 125,134,149 150,121,140 138,133,169 119



 

 

 
 
 
 
 
 
 
 
 
                          Diphone Position? 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5 Improvised diphone generation and playing technique for the 
 new duration model  
 

VI. CONCLUSION  

 We found a better duration model for Bangla diphones 
and tested them in Bangla text to speech system Subachan. 
The output speech has much better quality than the previous 
duration model. The durations are specified according to the 
position of diphones in a word and then we implemented 
the program so that Subachan determines the diphone 
position and then derives the proper diphone. We also 
implemented the program so that the vowel diphones at the 
end are added. They were missing in the previous versions 
of Subachan. After all those modifications, the generated 
output speech of Subachan is remarkably improved in terms 
of naturalness and intelligibility. 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6 Left figure shows the old diphone আক which has the end burst  
  missing which is shown in the circled area of the right figure.  
  This is needed to sound properly in the output speech. 

 
 

 
 

Fig. 7 The performance of new durations reported by the 
 listeners.90% reported that the new output speech has more 
 naturalness than the old one while 10% said that there were no 
 changes. On the other hand, 95% said that the new output  speech were 
 more intelligible than the old one while 4% said t here were no 
 changes and the remaining 1% said that the  intelligibility was worse. 
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Abstract—At present Sentiment analysis is the most discussed 
topic which is purposed to assist one to get important 
information from a large dataset. It centers on the investigation 
and comprehension of the feelings from the text patterns. It 
automatically characterizes the expression of feelings, e.g., 
negative, positive or neutral about the existence of anything. 
Various sources like medical, social media, newspaper, and 
movie review can be used in data analysis. Here, we have 
collected movie review data as well as used five kinds of 
machine learning classifiers to analyze these data. Hence, the 
considered classifiers are Bernoulli Naïve Bayes (BNB), 
Decision Tree (DE), Support Vector Machine (SVM), 
Maximum Entropy (ME), as well as Multinomial Naïve Bayes 
(MNB). Our analysis outlines that MNB achieves better 
accuracy, precision and F-score while SVM shows higher recall 
compared to others. Besides it also show that BNB Classifier 
achieves better accuracy than previous experiment over this 
classifier. 

Keywords— precision, sentiment, classifiers, recall, opinion 

I. INTRODUCTION 

  Internet makes people easier to connect each other. They 
express their opinion using internet through social media, 
blog post, movie review, product review site etc. Everyday 
huge amounts of data are generated by user. Movies are 
probably the best form of entertainment for mankind and it is 
common that people watch the movies and express their 
opinions either in social networking sites. By analyzing 
movie review data we can learn about the strong and weak 
point of a movie and tell us if the movie meets the 
expectation of the user. When a person wants to watch a 
movie, he first checks the review and rating of the movie. 
Sentiment analysis (SA) helps in obtaining the review of that 
movie.  
  SA is the process of getting valuable fact from a big set of 
data. It automatically classifies the people opinion as a 
positive or negative view. According to [1], SA techniques 
are Sentence, Document, Aspect and User based. The first 
technique detects the sentiment of each sentence as positive 
or negative. The second technique detects the sentiment of 
full document as a single unit. The third technique focuses on 
all the properties of an entity. Last technique conducts the 
social interrelation having graph theory for different parities. 
Machine learning (ML) and Lexicon based techniques are the 
most common in SA where the first uses training and testing 
set to categorize data. While the second approaches are used 
as a dictionary which contain predefined positive and 
negative words [2]. Here, we have used ML technique to 
classify data. Using document based SA we find the accuracy 
of different classifiers where Multinomial Naïve Bayes (NB) 
has better accuracy (88.50%) than others while Bernoulli NB 
achieves 87.50%. The organization of the paper is following: 

The related investigation has been discussed in section II. 
Section III includes the analysis procedure of SA. Section IV 
discusses about various types of machine learning algorithm. 
Section V describes the experimental results. Section VI 
includes the summary and future endeavor. 

II. RELATED WORK 

  This paper evaluates the opinion on movie review data. SA 
is handled by natural language processing (NLP) using 
several levels. Various approaches are available for doing 
this. 

  In [2] authors proposed a method using word embedding to 
create sentiment lexicon by word vector representation. 
Authors of [3] discussed about the usage of SVM in SA with 
different source of data. In [4], authors proposed a method 
based on a sentiment score vector for SVM. In [5] Hu and 
Liu research was churning out the product features and gave 
product based summary. Authors of [6] worked on feedback 
data from global support services survey. 
  Sentiment analysis has many usages on movie review 
dataset using different techniques. Authors of [7] broadly 
categorized SA techniques into ML and lexical-based. Yonas 
Woldemariam has done SA based on ML and lexicon based 
approaches. He used apache hadoop framework with lexicon 
based model [8]. Authors of [9] discussed about entity-level 
sentiment analysis of issue comment. Authors of [10] 
discussed about the sentiment lexicon dictionary enrichment 
based on word2vec. They enlarge the opinion words by using 
SentiwordNet. In [11], authors deal the view-level SA on e-
commerce data. According to [12], SA can be applied to 
detect the polarity of customer reviews in several 
dimensions.  
  According to [13], SA can be done based on combined 
techniques. ML needs training and testing data set. There are 
two types of ML methods, namely, supervised method (SM) 
and unsupervised method (UM). SM is a method in which 
we at first teach the machine providing some data. It [14] has 
several algorithms to conduct the classification technique 
based on the trained data which are. Naïve Bayes (NB), 
SVM, ME, DE etc. There is no training data in unsupervised 
learning where data are unlabeled. Author of [15, 16] design 
advanced NB algorithm with parts-of-speech tagging. He 
also claim that NB algorithm is costly wastes a lot of 
resources. Authors of [13] discussed the NB and complement 
NB classifier algorithm on hadoop framework. According to 
[17] SVM classifier was also conduct to find the public user 
counsel on products. NB and SVM were used [18] on various 
medical forum data. Authors of [19] have done the sentiment 
analysis on Bengali data about Bangladesh cricket team 
using support vector machine. In [20], they done the 
sentiment analysis using KNN, Bagging, COCR, NB and 



 
 

Decision tree classifier. Authors of [21] used deep learning 
recurrent neural network method and decision tree for movie 
review data. 

Two kinds of lexicons are available [22]. The 1st one is 
corpus based lexicon and second one is dictionary based 
lexicon. Corpus based lexicon, like as SenticNet [23] can 
acquire more appropriate sentiment outcome as it is context 
oriented instead of accord of words oriented. Semantic 
oriented concept was applied based on a concept net lexicon. 
In [24] the authors show a statistical approach to find the 
sentiments. Authors of [25] show the 2 dictionaries. The 1st 
one is word dictionary and the second one is topic modeling. 
According to [14], a small set of counsel words are culled 
manually with acquainted orientations in dictionary based 
approach. This paper follows the machine learning technique 
for sentiment analysis. 

III. ANALYSIS PROCEDURE 

  In this section, we discuss the analysis procedure. Figure 1 
show the steps and techniques used in this paper for 
classification our text.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Fig. 1: Steps for classification in SA 

  First of all we created our dataset from the movie review 
data (Data source are mentioned in reference section [26]). 
We collected two thousands movie review posts where there 
exists equal number of positive and negative reviews. Then, 
we followed those steps for our sentiment classification. 

A. Text Preprocessing 

a) URL Removal: URL is a sharing link which is also 
known as HTML tag. Many texts contain URL or 
HTML tag. First of all we remove URL from the text. 

b) Bracket and Number Removal: Bracket and numbers 
have no meaning in sentiment classification. These are 
treated as noise. We need to clean bracket and number 
from the text. 

c) Tokenization: We divide our textual data into smaller 
components. This can be done by using tokenization. 
Tokenization provides us to turn text into sentences and 
sentences into words. 

d) Omitting Punctuation: Quotation mark, semi-colon, 
colon, etc. are omitted as there are no data. 

e) Case conversion: To remove the distinction between 
“Review” and “review” it is done. 

f) Omitting stop words such as “I”, “it”, “you”, “a”, “an”, 
“the” since they have no meaning in sentiment 
classification. We should remove those words from the 
input text. 

g) Stemming: It is the method to reform the inflected words 
and removes derivational affixes from a word. 

B. Feature Vector Creation 

  Feature is a measurable characteristic of a phenomenon. We 
classify each review as positive or negative. Every review is 
considered as a simple document. In unigram model, every 
document is denoted by its primary words where positive and 
negative primary words are used for respective positive and 
negative document. We also added parts of speech (PoS) tags  
to get the more accurate sentiment. Emotions are determined 
by opinion words. Positive and negative sentiments are 
maintained by respective sentiment scores. For this reason, 
these words are instrumental feature to sentiment analysis. 
How many features are there is termed as dimensionality. 
Positive and negative keywords are signed as pos and neg 
respectively for every document. Then, PoS are included 
with sentence. For this reason every word has a feature. 
Depending on the more variety of dimensions classifiers 
shows worst outcome. 
 

IV. CONSIDERED CLASSIFIERS 

A. NB Classifier 

NB [27] is a SM which is the easiest and most recognizable 
used classifier. It considers that every feature is distinct from 
one another. NB classifiers are a collection of classifications 
algorithm which is not a standalone algorithm but a family of 
algorithm. The mathematical expression is as follows: 

(ܻ|ݔ)ܲ = (ܻ)ܲ(ݔ)ܲ(ݔ|ܻ)ܲ  

Where ܲ(ܻ|ݔ) = (ݔ|ଶݕ)ܲ(ݔ|ଵݕ)ܲ …  (ݔ|௡ݕ)ܲ
Here, X is class variable and Y is a dependent feature 

vector. P(x) and P(x|Y) denote the respective priori and 
posteriori probability of x and Y. 

We use two Bernoulli and Multinomial NB techniques 
where Multinomial NB is good for when features describe 
discrete frequency counts (e.g. word counts). If we want to 
estimate P(W | Z), the decision rule for this classifier become             ܲ(ܹ| ܼ) = ௖௢௨௡௧(௧௛௜௦ ௐ ௜௡ ௖௟௔௦௦) ା ଵ௖௢௨௡௧(௔௟௟ ௐ ௜௡ ௖௟௔௦௦) ା ௖௢௨௡௧(௔௟௟ ௐ)  
where W denotes sentiment. BNB is good for making 
predictions from binary features. Mathematically,  
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 ܲ൫ ௝ܽ ห ܾ) = ܲ(݆ | ܾ) ௝ܽ ൅ (1 െ ܲ(݆ | ܾ))(1 െ ௝ܽ) 

which differs from MNB approach.  

B. SVM 

  SVM is another SM technique which is used to figure out 
each raw fact as a dot for fixed dimensions of features. Then, 
we choose a hyper-plane between two classes. There are 
several hyper-planes, but we choose one that maximizes the 
margin between the two classes. According to [14], text 
categorization is consummately appropriate for SVM due to 
the meager idea of content, where not many highlights are 
unimportant, yet they will in general be associated with each 
other and by and large planned into straightly particular 
classes. 

C. ME Classifier 

  ME is an algorithm which uses probabilistic concept and 
does not guess that the characteristics are conditionally 
autonomous of each other. It is utilized when we cannot 
accept the restrictive autonomy of the features. Using the 
training data it makes a model which can prefer the trained 
data having higher entropy after a much time than other 
classifiers.  

D. DT Classifier 

  DT differentiates those records having many features 
checking the property from the root and vertex in a tree. All 
terminal vertexes are assigned a class label pos or neg. The 
checker on property is the occurrence or non-occurrence of at 
least one word. Tree is partitioned until there exists least 
number of records. 

V. EXPERIMENTAL RESULT AND ANALYSIS 

A. Training and Testing Data 

  After creating feature vector we apply ML techniques for 
classification. We take 1400 and 600 movie reviews for 
training and testing data set where first sets are trained by a 
classifier and the accuracy of that is calculated using the 
second. We use five types of main classifiers, namely, MNB, 
BNB, SVM, ME and DT). All classifiers are implemented by 
using python. The dataset contains 2000 movie review where 
1000 is negative and remaining is positive. We use the terms, 
namely, true positive (U), false positive (V), true negative 
(X), false negative (Y) for analysis. Here, first and second 
terms indicate that the review is really positive and negative 
respectively but both are featured as positive term. Third and 
fourth terms indicate that the review is really negative and 
positive respectively but both are featured as negative term. 
Accuracy, recall, precision, and F-score are determined from 
the above terms. Table 2 shows the analysis got from each 
classifier for data with label. 

Table 1. Classifiers with four terms for the 2000 review 

Method U V X 
 

Y 
 

Multinomial 
NB 

250 19 281 50 

Bernoulli  
NB 

259 34 266 41 
 

SVM 
 

268 44 256 32 

Maximum 
Entropy  

254 190 110 46 

Decision 
Tree 

247 66 234 53 

 

Table 2. Performance statistics of several classifiers 

Method Accuracy Precision Recall F-score 
Multinomial 

NB 
88.50% 92.94% 83.33% 87.87% 

Bernoulli 
NB 

87.50% 88.40% 86.33% 87.35% 

SVM 87.33% 85.90% 89.33% 87.58% 

Maximum 
Entropy  

60.67% 57.21% 84.67% 68.28% 

Decision 
Tree 

80.17% 78.91% 82.33% 80.58% 

  Figure 2 shows the graphical representation of accuracy, 
precision and recall. We also show the recall versus 
precision graph for better comparison in Fig 3. From Fig. 2 
and Table 2, we see that Multinomial NB has better 
accuracy compared to others. It obtains an accuracy of 
88.50% while Bernoulli NB obtains 87.50%, SVM with 
87.33%, Maximum Entropy with 60.67% and Decision tree 
with 80.17%. Multinomial NB also has high precision and 
F-score (Table 2), but the SVM has higher recall. Besides it 
also shows that Bernoulli Naïve Bayes Classifier achieves 
better accuracy than previous experiment over this classifier 
[27]. It has the good precision, recall and f-score Maximum 
Entropy classifier shows the low performance than other 
classifier. It has the low precision and f-score compare to the 
others. But, the precision is higher than Multinomial NB and 
Decision Tree. The above result shows the quality of 
features vector selected for movie review data. 

 

Fig. 2: Performance of difference classifiers 

  Every classifier is sensitive to parameter optimization. 
Although the result shows that Multinomial Naïve Bayes 
classifier is better than SVM, this is only true for selected 
parameters because multinomial NB show the worse results 
when training dataset is small. 

 



 
 

 

Fig.3: Classifiers for precision vs recall 

VI. CONCLUSION AND FUTURE PLAN 

  Sentiment analysis is very essential to understand the 
expression of feelings about anything like product, social 
media etc. It can be done by lexicon (LN) and machine 
learning (ML) approaches. LN can fail to calculate the score 
of expression if a word not found in the dictionary. While, 
ML is easier and more efficient but it requires labeled data. 
In this paper, we use ML approach for polarity classification 
on movie review data. This approach divides the dataset into 
two sets, i.e., train and test set. First of all a data set is 
collected from the movie review site. Next, we perform pre-
processing on data by using NLP tool. Then, after creating 
features vector the data set is trained using ML classifiers, 
namely, Multinomial NB, Bernoulli NB, SVM, Maximum 
Entropy and Decision Tree classifiers which are tested using 
test dataset. Finally, we show our experimental results which 
present that the accuracy (88.5%) of Multinomial NB is 
better than others. 
  In near future, we would like to extend this work using deep 
learning approaches. 
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Abstract—Transfer learning is widely used in various character
recognition tasks. In this paper, we propose a transfer learning
approach with convolutional neural network (CNN) for Bengali
handwritten character recognition. When children learn the
Bengali scripts, they first learn basic characters (vowels and
consonants) and then go for compound characters (consonant
conjuncts). Without prior knowledge of basic characters, it would
be quite difficult for them to learn compound characters. In
our approach, the machine mimics this human child learning
process. Our study shows that CNN trained on basic characters
is well capable of recognizing compound characters with minimal
retraining. It performs better and also trains much faster than
CNN fully trained on compound characters. Similarly, CNN
trained on digits easily recognizes basic characters with a short
period of training. Furthermore, pretrained CNN consistently
outperforms the randomly initialized CNN while training only
last few layers.

Index Terms—Bengali Scripts; Convolutional Neural Network;
Handwritten Character Recognition; Transfer Learning;

I. INTRODUCTION

Bengali is the only official language in Bangladesh and one
of the official languages in India. Many official documents in
these regions have been written in Bengali over the years and
now it becomes really necessary to preserve those documents
by digitizing. In this situation, Bengali handwritten character
recognition (HCR) comes in action. In the recent past, some
great research works are executed in the field of Bengali
handwritten character recognition, but still there remains a lot
of challenges.

Bengali scripts are mainly divided into basic characters
(vowels and consonants), the compound characters (consonant
conjuncts), digits and some other symbols. From these types,
recognizing the compound characters is found to be the most
critical task in Bengali handwritten character recognition.
In this study, we take help from an analogy to solve this
particular character recognition challenge. When children learn
Bengali scripts from their teachers or parents, first, they learn
basic characters and then go for the compound characters.
As compound characters are constructed with two (or more)
basic characters (figure 1), it becomes easy for a child to
learn the compound characters with the prior knowledge
of the basic characters. Observing the fact, we designed a

learning technique for the machine which mimics the learning
process of a human child in the task of compound character
recognition.

Fig. 1: Example of a Bengali compound character constructed
with two basic characters.

In this paper, we present a new transfer learning ap-
proach for classifying Bengali handwritten characters. We
constructed a convolutional neural network (CNN) architecture
and utilized it for our transfer learning analysis. In the first
experiment, we trained the CNN with the basic character
(source task) and transfer the trained weights for the compound
character classification task (target task). This experiment
shows us that a pretrained model with minimal retraining can
perform better than a randomly initialized model trained for
a long time. Again, we conducted another similar transfer
learning experiment considering the digits as the source data
and the basic characters as the target data. This analysis
also validates the efficiency and effectiveness of our designed
transfer learning approach.

A. Related Work

In recent years, remarkable progress has been made in the
domain of deep learning and its application. Because of this
advancement, deep learning based transfer learning approaches
have become popular for the character recognition tasks.

D. C. Ciresan et. al. [1] proposed a transfer learning
approach for Latin and Chinese character recognition with
convolutional neural networks. In this study, they trained
a CNN on Latin digits and transferred it for recognizing
uppercase Latin letters. They conducted a similar analysis
taking Chinese characters as source data and Latin characters
as target data; also vice-versa. This study founds that using
transfer learning approach a target character classification task
can be performed perfectly with minimal retraining.
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In another similar research, A. K. Tushar et. al. [2] intro-
duced a convolutional neural network based transfer learning
technique for Bengali, Hindi, and Urdu numeric characters.
Here, they considered numerals of one language as the source
data and numerals of another language as the target data.
This research outcome depicts that model pretrained on one
numeric character type can perform well on another type
of numeric characters with minimal retraining. For Bengali
handwritten character classification, S. Chatterjee et. al [3]
designed a method with ResNet50 CNN model [4] pretrained
on ImageNet dataset [5]. They evaluated the method on the
BanglaLekha dataset (comprising basic, compound and digit
characters) [6] and produced a state-of-the-art accuracy with
minimum training epochs.

B. Outline

The outline of this paper is as follows. In section II, we
describe the proposed method including the data, convolutional
neural network architecture and transfer learning approach.
section III discusses the experimental results of our designed
technique. Finally, section IV concludes the paper.

II. MATERIALS AND METHOD

A. Data

Ekush [7] is one of the most enriched publicly available
datasets of Bengali handwritten characters containing over
300,000 instances. Here, every instance is a grayscale image
with a resolution of 28 × 28. The specialty of this dataset
is that it contains a few compound character classes of
Bengali language along with all Bengali alphabets, digits, and
modifiers. For our experimental purpose, we took 30,830 digits
of 10 classes, 155,570 alphabets of 50 classes, and 151,607
compound characters of 52 classes from this source dataset.
Figure 2 shows the character samples of all the classes used
in this study.

B. Convolutional Neural Network

We developed a convolutional neural network (CNN) ar-
chitecture for conducting the transfer learning experiments.
The overall architecture of our developed CNN model is
visually described in figure 3. It consists of eight layers - three
convolutional layers, three max-pooling layers, and two fully
connected (dense) layers.

1) Convolutional Layer: A convolutional layer comprises a
filter whose weights require to be tuned through training. The
size of the filter is smaller than that of the input map. The
filter is convolved with the input map to compute an activation
map composed of neurons. Equation 1 shows the convolution
operation in a convolutional layer.

xlij =
m−1∑
a=0

m−1∑
b=0

ωab · yl−1(i+a)(j+b) (1)

Here, xl is the pre-nonlinearity input of the current layer, ω
is a filter of m×m size and yl−1 is the map of the previous

Fig. 2: Samples of all the Bengali character classes used in this
study (character images are visualized in binary color-map).

layer. To produce the output map yl, the xl is passed through
a non-linear activation function σ as shown in equation 2.

ylij = σ(xlij) (2)

2) Pooling Layer: A pooling layer is generally associated
between two consecutive convolutional layers. The pooling
layer down-samples the representation to reduce the number
of parameters and computation. In our architecture, the max-
pooling layer is applied.

3) Fully connected Layer: After several convolutional and
max-pooling layers, the final rationalizing in a CNN is per-
formed with fully connected layers. Through fully connected
layers, every neuron in one layer is connected to every neuron
in another layer. The flattened feature vector obtained from the
previous layer goes through a fully connected layer to produce
a class label as an output.

4) Proposed Architecture: The proposed CNN architecture
starts with a convolutional layer with 32 kernels of size 3×3,
it filters a 28×28 image provided as input. Then, the output of
the first layer is max-pooled in the second layer. Similar to the
previous layers, the “convolutional layer + max-pooling layer”
block appears two more times. The last two convolutional
layers (third and fifth layers) consist of 64 kernels of size
2 × 2 and 128 kernels of size 3 × 3 respectively. Finally,
the architecture finishes with two fully connected (dense)
layers. The first fully connected layer has 256 neurons and
the last fully connected layer has 10/50/52 neurons depending



Fig. 3: A visual representation of the proposed convolutional neural network (CNN) architecture.

on the context if it is classifying digits, basic characters
or compound characters. Neurons of the last layer with the
softmax activation function produce the output class labels.
The rectified linear unit (ReLU) non-linear function is applied
to the output of every convolutional and fully connected layer
except the last one.

C. Transfer Learning

Transfer learning using convolutional neural network (CNN)
is a powerful approach to perform an image classification
task. In CNN, first few layers extract some generic feature of
input data and the features extracted from the last few layers
become more specific with the particular task [8]. Therefore,
in case of a new classification task, it is quite reliable to
reuse the starting layers and train only the finishing layers.
In our study, the transfer learning process starts with training
our designed CNN on the source task. The training procedure
terminates achieving the lowest possible validation error. To
use this pretrained CNN with the target data, the output layer is
altered with the number of neurons required for the particular
classification task (e.g. if we train our net on basic characters
and transfer it for compound characters classification, the
number of neurons in the output layer will change from 50 to
52). Then, we initialize the weights randomly for the modified
output layer; the weights of other layers remain unchanged.
Finally, the CNN with pretrained weights is retrained on the
target task. Figure 4 depicts the approach for the transfer
learning from basic characters to compound characters; the
procedure is also the same for the transfer learning from digits
to basic characters.

For evaluating our transfer learning approach, we froze the
first n layers and trained the rest of the layers. Increasing the
value of n gradually from zero, we calculated the error rate
of the target task. Here, the possible value of n is 0, 2, 4,
6, 7 as only the convolutional and fully connected layers are
trainable; max-pooling layers do not have any weight to train.
To check the performance of our approach, we compared the
error rates of the pretrained nets with the randomly initialized
nets.

Fig. 4: Transfer learning process using basic characters as
source data and compound characters as target data.

III. EXPERIMENTS

For evaluating the effectiveness of the proposed method,
we performed two different experiments. The first one is
transfer learning from basic to compound characters and the
second one is transfer learning from digits to basic characters.
These experiments are performed on a computer configured
with Intel Core i5-7300HQ CPU (2.5GHz), 8GB DDR4 RAM
and NVIDIA GeForce GTX 1050 GPU. For every individual
experiment, the dataset is divided into a training set (70%) and
a test set (30%).

A. From basic to compound characters

For the Bengali language, the compound character is the
most complicated type of symbols and the basic character (al-
phabet) is comparatively a simple type. Therefore, we choose
the basic characters as the source data and the compound
characters as target data in our transfer learning experiment.

This experiment verifies that a pretrained CNN trained
on the last few layers can achieve a better outcome than a
randomly initialized CNN. The results listed in table I show
that the pretrained CNN trained from the 5th layer achieves an
error rate of 9.22%, which is lower than the error rate for the
randomly initialized net trained from the 1st layer (9.69%).
Besides, training only the last two and very last layers of the
pretrained model achieves satisfactory error rates of 12.26%



and 15.17% respectively. On the other hand, training the last
few layers of the randomly initialized net produces ridiculous
results.

In addition, a pretrained CNN utilizing transfer learning
technique can converge to a competent state faster than a
CNN started its training from scratch. Figure 5 shows that the
pretrained CNN achieves a low error rate with a few training
epochs. On the contrary, even after training for a long time
randomly initialized net fails to achieve a low error as the
pretrained CNN.

TABLE I: Test errors for convolutional neural network model
pre-trained on basic characters and transferred to compound
characters

Layer first trained from
Initialization 1 3 5 7 8

Random 9.69% 10.29% 12.05% 27.8 % 53.91%
Basic 8.76% 8.53% 9.22% 12.26 % 15.17 %

Fig. 5: Test error rates (%) on compound characters as a
function of training epochs for randomly initialized CNN
(blue) and CNN pretrained on basic characters (orange). the
CNN is retrained on compound characters starting from the
fifth (left plot) and seventh (right plot) layer, respectively.

B. From digits to basic characters

Similar to the previous experiment, transfer learning from
digits to basic characters can be another useful construct. The
digit is the simplest type of symbol in Bengali scripts and the
basic character is also simple but comparing to digit, a more
complex type. For this reason, we choose the digits as the
source data and the basic characters as the target data for the
transfer learning analysis.

This experiment exhibits quite a similar outcome as the
previous one. Table II shows that CNN pretrained with digit
data achieves error rates of 10.18% and 16.82% after only
training last four and two layers respectively, which is a
satisfactory result considering a very short training time.
In contrast, CNN initialized with random weights produces
unacceptable error rates while training only last few layers.

Furthermore, in figure 6, the two plots compare the training
progress of the pretrained and the randomly initialized CNN
trained from 5th and 7th layers accordingly. This shows us
that pretrained CNN reaches to a constant low error rate much
quicker than the randomly initialized CNN.

TABLE II: Test errors for convolutional neural network model
pre-trained on digits and transferred to basic characters

Layer first trained from
Initialization 1 3 5 7 8

Random 6.52% 6.78% 7.57% 18.77 % 41.16%
Digits 7.09% 6.86% 7.41% 10.18 % 16.82 %

Fig. 6: Test error rates (%) on basic characters as a function
of training epochs for randomly initialized CNN (blue) and
CNN pretrained on digits (orange). the CNN is retrained on
basic characters starting from the fifth (left plot) and seventh
(right plot) layer, respectively.

IV. CONCLUSION

In this paper, the proposed transfer learning method is
proven to be effective in the task of Bengali handwritten
character recognition. Our study proves that transfer learning
from a simple type of characters to a complicated type of
characters is certainly acceptable. A CNN model pretrained
on basic characters, retraining on the compound character
classification task reaches a competent level of error with
a short period of training. Similarly, transfer learning from
digits to basic characters is also discovered to be a compelling
concept. Furthermore, this presented method can also be
effective in such a situation where there is not enough data
available for a classification task. Utilizing prior knowledge
from one type of Bengali scripts, a pretrained model can
perform accurately on other types with a small amount of
target data and least training. In the future, we may evaluate
our proposed method on other available Bengali character
datasets for further validation.
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Abstract— As a seventh most spoken native language, Bengali 
needs a robust and accurate optical character recognition 
(OCR) especially for number detection. As there is no publicly 
available well-organized dataset for Bangla number OCR, a 
synthesized dataset was generated to fill the lack of available 
data. The recent advancement in artificial intelligence using 
deep neural networks easily outperforms prior hand selected 
feature-based machine learning approaches. As the region 
proposal networks (RPN) in deep neural networks perform 
very well in detecting objects, it can be used for digit detection 
in an image. So, in this work a very robust Bengali handwritten 
number detection system is presented where with the help of 
deep neural networks and a very well-organized, unbiased 
generated dataset we achieved state of the art result in 
handwritten Bangla number detection. This system beats any 
related prior works by a large margin while considering a real 
world dataset for benchmarks. The overall detection accuracy 
was 97.8%. The processing can be done real-time with about 
35 images per second using a GPU. Also, while implementing 
the solution is completely based on python, the framework 
used for deep learning is Google’s Tensorflow and the 
dependencies, all of which are publicly available. 

I. INTRODUCTION  

Bengali is the seventh most spoken native language in the 
world by population [1]. It’s not only Bangladeshi national 
language but also the second most widely spoken language 
in India. So, every work regarding the digitalization and 
automation of the language directly affect about 208 million 
total speaker [2] who are using this language as their 
communication medium. There is a vast amount of data on 
handwritten text images in Bangla. If those data could be 
automatically digitalized via a good OCR, the information in 
many fields like medical data analysis, financial transaction 
analysis and automation in banks and other similar fields, 
automatic examination evaluation and result processing in 
academic sectors like schools, colleges etc. could be used by 
us. So, the automation in digitalization of those Bengali 
handwritten images in various sectors are becoming more 
and more essential and, in some cases a must have feature. 
With this increasing demand on automated system 
everywhere, an essential step is the automate the handwritten 
number detection in places like banks, offices, road signs etc. 
In Bengali number detection, many ways were tried to 
accurately detect the number from any image. But for the 
lack of unbiased dataset on Bengali number OCR and hand 
selected feature based machine learning approaches made the 
accuracy of Bengali number detection unusable in practical 
fields. Our solution makes use of a synthesized unbiased 
dataset for Bengali number detection which is NumtaDB [3] 

and then address the accuracy issue by implementing a deep 
learning based approach which uses Tensorflow [4] as the 
underlying framework. Used RPN based object detection for 
the digits detection because even though Recurrent Neural 
Network (RNN) is more efficient and accurate for character 
sequence detection but it requires larger real world dataset 
which is not available for Bangla numbers. That's why RNN 
based solutions exhibited poor accuracy. Also as we used 
FasterRCNN instead of RetinaNet (5) which has higher 
accuracy because FasterRCNN is relatively faster. And we 
didn’t use SSD(6) object detection as it has too low accuracy. 
In the following sections we discuss elaborately about the 
existing solutions in Section 2, in Section 3 we discuss the 
methodology of our solution, in Section 4 we discuss the 
results and outputs of our system and finally in Section 5 we 
conclude the works. 

II.  LETERATURE REVIEW  

As the problem consists of multiple smaller parts and also 
can be solved in a number of ways. One approach is to 
segment each character from the input image and then 
classify each character to detect the number in the image. To 
do this we need to heavily depend on the accuracy of the 
segmentation also on the classification. But as we know that 
the handwritten Bengali numerals can be very hard to 
segment in a robust environment. As some hand selected 
features are not enough to segment the written characters 
accurately. The real-time accuracy in a robust dataset these 
hand selected feature based approaches show very poor 
accuracy and hence become unusable in practical usage. As 
this [7] paper shows an excellent way to segment connected 
characters in handwritten digits but the segmentation 
accuracy is not so high which can be shown to us, let alone 
that the demonstrated results are done in a very controlled 
environment and a private dataset [8, 9]. So the accuracy will 
suffer in real world data where the size, angle, position, 
depth of the character, lighting conditions etc. may affect the 
process very much [10-14]. Also for the other important part 
classification of the segmented characters  most of the 
previous works on Bangla handwritten numerals uses biased 
which also can be shown to us and not so robust datasets like 
CMATERDB dataset [15], SUST-Bangla Handwritten 
Numeral Database (SUST-BHND), BanglaLekha-Isolated 
database etc. But very recently a relatively superior, well 
organized and unbiased dataset was published publicly called 
NumtaDB [3]. A better and robust system has been used in 
our solution. Also there are many recent works [16,17] to 
classify only a single character which is a major part of our 



system. Many of those insights found in these works have 
been Incorporated to us. 

III. METHODOLOGY  

Our Handwritten Bangla Number detection system has 
multiplier steps involved in it. Firstly train a convolutional 
neural network to detect each digit location and the label of it 
from an image. To train the network, a dataset is generated 
from NumtaDB handwritten Bangla digits [3]. After training 
the network a serialized version of the network weights are 
saved as a model. The saved model is then used to detect the 
locations and the labels of the digits written in an image. 
Finally, the detected locations and labels are used to find the 
numbers. The steps are discussed by us  in details below, 

A. Requirement Specification 

In this proposed method need to do, Detecting Bangla digits 
and number in noisy handwritten text image, varied size, user 
independent handwriting, noisy background, hard lighting 
condition etc. 

B. Algorithm & Pseudocode 

1. To Collect all 180 X 180 X 3 pixel single character images 
from NumtaDB data. 

2. Then generate random sized blank images in different 
shades of gradients to simulate different paper color as the 
background. 

3. On top of that use programmatically place the Numta digit 
images. Before randomly placing they next adjust the color 
so that the digit borders fuses with the color accent of the 
background. 

4. The digit image was normalized with the background 
color so that the clone look natural. 

5. To place a character randomly on the background the 
special factors are taken into consideration like the digits are 
neither plotted too densely nor do they have any overlaps. 

6. After the dataset was generated they are trained using 
Tensorflow object detection API which. 

7. By us used FasterRCNN for object detection and 
InceptionV2 architecture for as the underlying neural 
network. 

8. Then trained the network for 20000 epoch. 

9. After then freeze the training model to an inference model 
for better runtime optimizations. 

10. Finally it has been detected the digits in any given image 
using the trained model. 

11. Using some post processing like non overlapped 
detections and carefully tuned parameters for considering the 
detections as a single 

12. Sample output in real world test 

C. Generating Data  

To train the neural network first a properly robust and 
unbiased data set is required. But there is no publicly 
available data set for handwritten Bangla numbers are 
available. To fill the unavailable data set for training a 
region proposal network based annotated dataset using 

NumtaDB data set [3] are generated  which is publicly 
available, very well organized and carefully collected 
unbiased digit data set. Though this dataset only has the 
digits and their hand annotated labels of those digits 
(Sample images is shown in Fig. 1), for our work this 
dataset is not properly fit to use directly. 

 
Fig. 1.  Sample images from NumtaDB 
 
A proper RPN based dataset is generated from those data 
found in NumtaDB. The data generation process is briefly 
described in the flowchart shown in Fig. 2: 

 
Fig. 2.   Data generation flowchart 
 
To generate a single image with annotations a blank random 
resolution image is created with random background color. 
Then the blank image is filled with single digit images 
found in NumtaDB and placed randomly to simulate a page 
with handwritten digits in it. As the background of each 
single digit image from NumtaDB is white, to match the 
background with the synthesized annotation image 
background the background pixels are replaced with the 
appropriate color so that the image looks natural and looks 
like a real handwritten image, see Fig. 3(a and b). If the 



background color was not corrected the generated image 
would look like the image on Fig. 3(c). 
 

 
(a) 

 
(b) 

 
(c) 

 
Fig. 3. (a)  Real Sample generated images for training A. (b) Sample 
generated images for training B (c)  C is for demonstration purposes only to 
show how it would look like if the background color was not normalized. 

D. Convolutional Neural Network for Region Proposal 
Network 

Convolutional networks are at the core of most state of the 
art computer vision solutions for a variety of tasks. Other 
hand selected feature based machine learning approaches 
are easily outperformed by the deep convolutional networks. 
In this work, we used Faster RCNN [18] for region proposal 
network and also for classification of the detected digit on 
the image. Using the recently popular terminology of neural 
networks with ‘attention’ mechanisms, the RPN module 
tells the Fast R-CNN module where to look. So the accuracy 
of the detection is much higher while retaining the 
processing time reasonably well. Using this object detection 
based approach, we convert the character classification 

problem to an object detection OCR solution also use 
inception v2 [19] as the backbone network. The RPN [2o] 
work in 3 steps.  

1. In the first step, the input image goes through a 
convolution network which will output a set of 
convolutional feature maps on the last convolutional 
layer:

 

Fig. 4.  Convolutional Feature Maps [20] 

2. Then a sliding window is run spatially on these feature 
maps. The size of sliding window is n×n (here 3×3). For 
each sliding window, a set of 9 anchors are generated which 
all have the same center (xa,ya) but with 3 different aspect 
ratios and 3 different scales as shown below. Note that all 
these coordinates are computed with respect to the original 
image 

 
Fig. 5.  Sliding window [20] 

Furthermore, for each of these anchors, a value p∗ is 
computed which indicated how much these anchors overlap 
with the ground-truth bounding boxes. 

p* = {1 if IoU > 0.7, -1 if Iou < 0.3 otherwise 0  

Where IoU is intersection over union and is defined below: 

IoU = Anchor∩GTBox / Anchor∪GTBox 

3. Finally, the 3×33×3 spatial features extracted from those 
convolution feature maps (shown above within red box) are 
fed to a smaller network which has two tasks: classification 
(cls) and regression (reg). The output of regressor 
determines a predicted bounding-box (x,y,w,h)(x,y,w,h), 



The output of classification sub-network is a probability p 
indicating whether the predicted box contains an object (1) 
or it is from background (0 for no object). 

 

Fig. 6. The 3×33×3 spatial features [20] 

E. Training RPN 

The RPN can be trained end-to-end by back propagation and 
stochastic gradient descent (SGD) [21]. We follow the 
“image-centric” sampling strategy from [22] to train this 
network. Each mini-batch arises from a single image that 
has many positive and negative example anchors. It is 
possible to optimize for the loss functions of all anchors, but 
this will bias towards negative samples as they are 
dominant. Instead, it randomly sample 256 anchors in an 
image to compute the loss function of a mini-batch, where 
the sampled positive and negative anchors have a ratio of up 
to 1:1. If there are fewer than 128 positive samples in an 
image, it pad the mini-batch with negative ones. Training 
process is briefly shown in Figure 7 flowchart below: 
 

 
Fig. 7.  Training RPN process flowchart 
The generated annotation data discussed earlier, is used to 
train the network. Total number of training Epoc is 200000, 
about 1000 images are used as training set and 200 images 
is used for validation set. Initial learning rate is 0.0002 then 
progressively decreased. The learning rate curve is show in 
Fig 8: 

 
Fig. 8. Learning rate curve for training. 
There have different loss curves during training the network. 
The different loss curves is shown in Fig. 9: 

 
Fig. 9.  Different loss curves 

Serial wise there have total six different  loss curves  
1. BoxClassifierLoss/classification_lose,  
2. Clone loss,  
3. BoxClassifierLoss/Localization_loss, 
4. RPNLoss/Objectness_loss  
5. RPNLoss/localization_loss,  
6. Total_loss  
After training the network for 200000 Epocs the weights for 
the network is serialized and save as a model for future 
inferences. This saved model can be used to detect any 
image. 

F. Postprocessing For Number Detection 

After training the neural network the model can successfully 
predict the digit labels and the location of the digit in an 
arbitrary image. These two information for every digit is 
then used to find the correct number formed by those digits 
in an image. To do that the location information is used to 
recognize the alignment of each digits. Then the digits are 
grouped together by using the Euclidian distance between 
the digits. Following equation 1 shows that if the location of 
a detection is (x, y) and another one is (a, b) in Cartesian 
coordinate system the distance is found via equation 1. 
Dist ((x, y)), ((a, b)) = √(x - a) ² + (y - b) ²                   (1) 
If the distance goes beyond double the width of that digit it 
can be considered that the digit is of another number. Other 
than that it can be safely assumed that the digits are from 
one single number and together they form the whole 
number. Also, the height and size of the digit is taken into 
consideration too. As a single image can have different scale 
digits and numbers written in it the system needs to 
correctly identify the difference among those different sized 



numbers. If the area of the detected digits is 50% larger than 
the other digits it is considered to be on other scale. So,    
different numbers. An example can be found about this 
different scaled numbers in Fig. 10.The confusion matrix for 
only the classification on NumtaDB dataset it shown below, 

 
Fig. 10. Confusion matrix on digit classification 
As it is clearly shown that the classification accuracy is very 
consistent for all the digits individually. It is known that the 
two digits in Bengali numerals ‘1’ and ‘9’ are very similar 
visually. But the classification accuracy is very high 
regardless of those similar looking digits in the dataset. As 
the superior neural networks were used for feature detection 
and recognition and also via using the data augmentations 
the accuracy on digit classification is very impressive and 
practical to use in real life applications And for the 
localization part of the digits, the features from the neural 
networks are used here too, to make the detection process 
more optimized for resource consumptions and to increase 
the accuracy of the detection. As the neural network learns 
from the training data that both the classification and the 
localization both features need to selected from the same 
training dataset. The overall accuracy is very consistent in 
complex scenarios like varied background, illumination 
change, noisy background, different scale of written digits 
etc. 

IV. RESULT  

The proposed method on Handwritten Bengali Number 
Detection using Region Proposal Network. It’s very helpful 
specially for foreigners, who can’t read Bangla digit or 
number. Using for this application there have some sample 
images are shown in fig 8: The images used in this 
benchmark are completely unbiased and was not used in 
training the network. It’s not only detect Bengali digit, it can 
also detect Bengali number. The trained network can detect 
handwritten Bangla numbers in all the different lighting 
conditions and samples written by any random persons. As 
we’ve used neural network for RPN and classification of the 
digits, the detection accuracy was consistent and robust. 
During training the convolutional network for prediction 
RPN was converged at around 18000 Epoc. At this point the 
total loss was 0.203 which is down from initial 15.327. The 
minimum total loss was near 0.195 at some point but as at 
that point it was not the highest overall accuracy considering 
both the classification and localization accuracy. 

 
(a) 

 

 
(b) 

 

 
(c)  

 

 
(d) 

Fig. 11. (a) (b) (c) (d) Sample output images 

During training the convolutional network for prediction 
RPN was converged at around 18000 Epoc. At this point the 
total loss was 0.203 which is down from initial 15.327. The 
minimum total loss was near 0.195 at some point but as at 
that point it was not the highest overall accuracy considering 
both the classification and localization accuracy. From the 
confusion matrix it is clear that the classification accuracy is 
very high. But if we look deeply into the error cases in 
classification step, the most errors are between classes 1 and 
9. Which are very similar to see and they can be confusing 
even to the human eye in some cases. As sometimes the 
smaller resolution cases few pixels to misrepresent the 
actual information the network gets confused with those 
class, yet the error rate is very low. Only 15 1’s out of about 
1800, was miss classified as 9’s. Similarly we have 3 and 6 



in Bengali are also such confusing case. Where in some 
cases the starting pixels at the bend of character 6 can be 
misunderstood as being character 3 in some cases. This error 
rate is even lower. Only 6 error cases were reported in the 
confusion matrix. Also, in localization of the characters we 
have seen the error rate is quite low and thus the result is 
very high. As Faster RCNN algorithm was used for object 
detection on top of inception version two backbone network, 
the accuracy of the RPN prediction was very high. We have 
got more than 45 mAP (Mean Average Precision) which is 
quite satisfactory result for such small object. The solution 
was tested on about 200 images of Bangla handwritten 
images. The overall detection accuracy was 97.8%. The 
RPN accuracy was 98.43% and the classification accuracy 
was 99.35%. The processing time is optimized after training 
the model to detect in real time. The GPU uses was “Nvidia 
Gforce GTX 1080 TI”. This solution can detect handwritten 
Bangla numbers with about 35 images per second using a 
GPU. Also the processing time using CPU is also about 10 
images per second. 

V. CONCLUSION  

In this research, main investigation is the performance of 
several popular deep convolutional neural networks for hand 
written Bangla number recognition. So it is a demand of 
time to build a highly efficient Bangla number OCR. A 
good Bangla number OCR many help us in many ways life 
using information of a check, receipt, hand note etc. It will 
save our valuable time as well as resource. This system will 
have more than 97.8% accuracy after a good amount of 
training. Also the detection time in CPU and GPU is much 
optimized to use in real world applications. RPN is the one 
true backbone and have proven to be very efficient till now. 
Its purpose is to propose multiple objects that are 
identifiable within a particular image. That’s why RPN used 
for Handwritten Recognition Number detection. To the best 
of knowledge, this is the best recognition results for Bangla 
handwritten number OCR. The previous works in this fields 
are heavily based on the hand selected feature based 
machine learning approaches. This work greatly 
outperforms any previous works in this field. As deep 
learning comes into play when we consider robust feature 
selection and overcoming the detection problems generated 
from the different lighting conditions, illuminations, 
exposure, handwriting from different styles and persons etc.  
In near future, this field of handwritten Bangla number OCR 
will overcome some shortcomings. For example, some 
fusion based models will be explored and developed for 
handwritten Bangla Number recognition and also make this 
Bangla number OCR more accurate. 
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 Abstract – This paper presents a Bangla corpus specifically 
targeted for sentiment analysis and made available to researchers 
under an open-source licensing scheme1. We have collected and 
manually annotated over 10,000 sentences with sentiment 
polarity. We then moved to the Word domain and annotated over 
15,000 words derived from these sentences with sentiment 
polarity. Each entry is the corpus has been cross-annotated by at 
least two and sometimes three annotators for ensuring quality. 
Also as a pre-requisite of creating a high quality sentiment 
analysis corpus, we had to build a secondary corpus for Bangla 
word stemming, which is also been cross-validated by at least two 
and sometimes three annotators for ensuring quality.   
 
 Index Terms – Sentiment Analysis, NLP, Bangla Corpus, 
Annotation, Open Source Corpus 
 

I.  INTRODUCTION 

 Sentiment analysis is a very important part of natural 
language processing. While very robust solutions for English 
already exists both in academic and commercial domains, for 
Bangla language, work in this area is still in its infancy. As the 
focus of tools for sentiment analysis has now shifted from rule 
based to machine learning methods, the need for annotated 
and ground truth data for training these solutions are of utmost 
importance. Unfortunately there is almost no serious corpus 
for Bangla language that is available for sentiment analysis, 
forcing researchers to stich together their own small corpora 
which are neither standardized and nor rigorously quality 
controlled.  In this paper, we present a fully annotated corpus 
for sentiment analysis. 
 
A. Brief Background 
 In recent times, there has been some research reported on 
Bangla sentiment analysis. One common approach seems to be 
to translate a Bangla word and then use the polarity from the 
English translated word. [1][6][7]. While it works on 
straightforward words, it cannot handle the nuances of a 
language. For example the word “জ"ল” means “complex” [2] 
and it has a negative sense. But in Bangla it is often used in a 
positive sense, for example, “তািমম আজ জ"ল !খলেছ”. Another 
example is the word “খাওয়া”which is commonly translated to 
“eat”, the common polarity of which is neutral. But in the 
sentence “তার খাওয়া নাই”, the polarity is distinctly negative. 
 The reason for the popularity of this type of approach is 
very simple, a distinct lack of a ground truth corpus suited for 
training machine learning algorithms. Although there are some 
existing data set for sentiment analysis, but most of these are 
not available publicly. Some publicly available data set are 
small, e.g. [4] has about 4,000 sentences, whereas [1] has 
about 7,000 sentences. 
 One of the most significant resources is described in [6]. 
This corpus size is around 10,000 sentences. These sentences 
were collected from Facebook, Twitter, YouTube, online news 
portals and product review pages. 

                                                             
1 See Section VI for details 

II.  SENTIMENT ANALYSIS CORPUS 

A. Data Source 
 The source of this data is the online Sports section of 
Prothom Alo, as shown in Fig 1 below.  
   

 
 

Fig. 1 Daily Prothom Alo Online Edition. 
 

 Most of source sentences for the corpus were collected 
from the comments Section as shown in Fig 2 below. 
 

 
Fig. 2 Comments in the Sports Section. 

 
B. Methodology 
 The corpus was prepared in a combination of manual and 
automated steps. Initially the sentences appearing in the Sports 
Section were copied manually. These data were labeled by 
hand into three categories “positive”, “negative” and 
“neutral”, by a “Content Team” and then crosschecked by a 
“QA Team”. 
 The truth labeling is done at two levels.  
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 Sentence Level: The first level is the sentence level, as 
seen in Fig 3 below. In this case, the polarity applies to the 
overall sentence.  
 

 
Fig. 3 Sentence level polarity. 

 
• Manual collection and preprocessing: We collected 

more than 10,000 sentences from comments from 
online Bangla newspaper 
(https://www.prothomalo.com/), primarily from 
cricket sports news. We only included valid and 
complete single sentences. The task was distributed 
among the 5 members team members, who are all 
native Bangla speakers. Each member tagged 
sentiment polarity for the sentences allocated to 
him/her. Another member then crosschecked this. A 
third member then re-assigned the polarity sentences 
if the first and second members disagreed. The same 
methodology was applied to crosschecking sentence 
validation. In case there are disagreements, the 
assigned final polarity is at least assigned by two 
team members. If all three team members disagreed, 
the sentence was considered to be too ambiguous and 
dropped from the corpus. 

• Automatic processing: We removed unwanted 
characters, words and symbols from the sentences, 
such as: 

o ['১','২','৩','৪','৫','৬','৭','৮','৯','1','2','3','4','5','6','7',
'8','9'] 

o ['�','?',',',';',':','.','(','-','–
','/','_','*','%','!','\'','+','<','>','—','০','='] 

o ['’','"','|','…',')','`','@','#','৷','‘','&','–', 
'_','😗','🎐','👌','😆','😂'] 

o [A-Z] 
o [a-z] 

We also removed duplicate sentences.  
 

Word Level: The second is polarity on the word level, as 
shown in Fig 4 below. 
 
• Automatic processing: We tokenized all collected 

sentences and removed numbers, digits, and symbols 
from the tokenized word list. We then identified the 
unique words from the word list of nearly 15,000 

words. We stemmed the word list using two different 
stemmers, StemmerR[10] and StemmerP[11]. We 
then identified the words that produced the same 
result from these two stemmers.   

 

 
Fig. 4 Word level polarity. 

 
• Manual collection and preprocessing: We checked 

whether the un-stemmed word is already a root or not 
and manually corrected the roots for those words that 
were stemmed wrongly.  Once a clean word list was 
created, we then tagged the polarity of each word 
manually, using the same three-tiered approach as 
described before. This step also resulted in 
identifying some words that were ambiguous. These 
are then dropped for the final corpus. 

 
 A snapshot of this corpus is shows in Fig 5 below. 
 

 
Fig. 5 Corpus after stemming using two different algorithms. 

III.  CORPUS STATISTICS 
 This Section qualifies the corpus. 
 

TABLE I 
RAW DATA COLLECTED FOR THE SENTIMENT CORPUS  

 
Total number of sentences  10,008 
Total number of words before 
filtering 

19,731 
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Total number of words after filtering 14,874 
How many ambiguous 2,140 
How many words accepted 12,734 
 
 Table 1 shows the statistics of raw data collected from the 
sentiment corpus. 

TABLE 2 
COMPARING THE TWO STEMMERS 

 
 StemmerP StemmerR 
How many words were stemmed 14,874 14,874 
How many times the stemmer was able to stem a 
word 

14,662 14,874 

How many times the stemmer was not able to 
stem a word 

212 14,874 

   
  Table 2 compares the performance of the two stemmers. 
This step was completely manual and three-level peer-viewed. 
 We found that 1.5% times the stemmers did not agree 
with each other. In order to correct that, we manually fixed the 
stemming. 
 

TABLE 3 
MANUAL STEMMING  

 
Category Number 

Accuracy of StemmerP 58.08% 
Accuracy of StemmerR 59.65% 
How many words were manually stemmed 5,138 
How many spelling were corrected manually 682 
   
Table 3 shows the results of manually fixing stemming issues. 
 
 After all this cleanup and manual fixes, the final corpus 
has the following entries, as seen in Table 4. 
 

 TABLE I 
RAW DATA COLLECTED FOR THE SENTIMENT CORPUS  

 
 Positive Negative Neutral 

Actual % Actual % Actual % 
Total Number 
of sentences 

3,183 33.0 4,110 42.67 2,337 24.27 

Total Number 
of words  

824 6.47 1,068 8.38 10,804 84.80 

 

 
Fig. 6 WordCloud of corpus sentences with both positive and negative 

polarity. 
 

IV.  CORPUS PROPERTIES 

A. WordCloud of Collected Sentences 
 
 Fig. 6 shows a WordCloud of the collected sentences with 
positive and negative polarity. Please note that we have used a 
stop word list to filter the words before this was created. We 
have identified 398 stop words. The same applies to building 
WordClouds for negative and neutral sentences. 
 
Fig. 7 shows a WordCloud of the collected sentences with 
positive polarity. 
 

 
Fig. 7 WordCloud of corpus sentences with a positive polarity. 

 
Fig. 8 shows a WordCloud of the collected sentences with 
negative polarity. 
 

 
Fig. 8 WordCloud of corpus sentences with a negative polarity. 

  

 
Fig. 9 Word frequency of top 20 words 

B. Frequency Distribution of Top 20 Words 
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Fig. 9 shows the frequency of the top 20 words in our 
corpus. 

 
 

 
Fig. 10 Word frequency of top 20 positive words 

 
Fig. 10 shows the frequency of the top 20 positive words in 
our corpus. 
 

 
Fig. 11 Word frequency of top 20 negative words 

 
Fig. 11 shows the frequency of the top 20 negative words in 
our corpus.   

V.  SOME OBSERVATIONS 

 We have created this corpus from a very focused source, 
the sports news domain and have incorporated sentences, 
unique words and stemmed words.  We extensively cleaned 
the data using a combination of filtering and stop word list — 
employing both manual and automated process. Every entry is 
cross-validated using at least two, and sometimes three 
annotators. We have manually corrected misspelling and 
stemming errors. So this is not just an annotated and ground 
truth corpus on sentiment analysis, it is also a corpus for 
training stemming engines. 
 It was also very important for us to build in auditability in 
the corpus. That is why every word and root word is cross-

referenced against the source sentences. This way this corpus 
can be adopted for other NLP solutions with ease. 
 The other aspect of our corpus design is the transparency 
of the data collection process. It is a natural extension of the 
auditability of the data mentioned above. 

VI.  OPEN SOURCE LICENSING 

 Not-For-Profit and academic organizations and 
government agencies may use this corpus for noncommercial 
linguistic research and education only. For-profit 
organizations may use this corpus after signing a commercial 
technology development contract. Not-For-Profit and 
academic organizations and government agencies cannot use 
this corpus to develop or test products for commercialization, 
nor can they use this in any commercial product or for any 
commercial purpose. 

VII.  CONCLUSIONS AND FUTURE WORK 

 We have presented a Bangla corpus specifically targeted 
for sentiment analysis. We described the methodology, source 
and clean up process. In the future, we plan to extend the 
corpus to support aspect based sentiment analysis for Bangla, 
where different clauses of a single sentence may have different 
sentiments. We also plan to extend this by adding sentiments 
for phrases, idioms and clauses. In addition, we plan to offer a 
set of machine learning models that can use this corpus. 
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Abstract—Bangla handwritten character recognition is known
to be one of the most classical problem in the field of machine
learning. In order to solve a machine learning problem one
must thing is dataset. The more varied data a model sees the
better it learns. Generative adversarial networks (GANs) are a
group of neural networks that are used in unsupervised machine
learning. It helps to resolve many difficult operations such as
image generation from description, transforming low resolution
image into high resolution, retrieving image contents given a
small pattern etc. GAN’s have many other promising applications
in machine learning. There are many variations available for
GAN. One of the variation of GAN is Conditional Generative
Adversarial Networks(cGAN). This kind of GAN is used for
generating a specific type of image. In this work we have used
cGAN for generating Class Based Character Generation. This
work can help researchers to generate handwritten characters
to enhance the perfomance of deep learning models. We have
trained this model to generate 50 Basic Bangla Characters, 10
Bangla Numerals and 24 Compound characters.

Index Terms—Artificial Neural Network; Genrative adversar-
ial networks; Convolutional Neural Network; Deep Learning;
Handwritten Character Generation; Adversarial Models

I. INTRODUCTION

Most of the known successes in the area of neural networks
and deep learning has came from the application of neural net-
work models to supervised machine learning tasks. The most
visible of them are convolutional neural networks(CNNs)[1],
recurrent neural networks(RNNs).[2] This models are nowa-
days achieving excellent results on different tasks such as
classification[3], machine translation[4] and many more. But
despite having so much success, a major obstacle in supervised
learning is enough data to learn features that learns better
structure of the data. Without having enough labeled data
supervised learning fails to give its best. Labeling datasets
are very time and cost consuming. But this is where un-
supervised machine learning comes. Unsupervised machine
learning is a type of learning that is used for drawing con-
clusion from datasets comprising of input data besides any
labels.Unsupervised machine learning is aligned with what we
cal true artificial intelligence. It is the idea that a computer can
learn and understand to classify patterns and images barring

978-1-7281-5242-4/19 c©2019 IEEE

a human to provide proper guidance.
Generative adversarial networks (GANs) are a kind of

neural networks that are applied in unsupervised learning.
GANs are mostly popular for image generation, generating
high resolution image from low resolution, generating 3D
objects and video frame predicting. In 2014, Ian Goodfellow
and his colleague introduced GAN first.[5] After that it gained
a large interest among researchers in recent years. AI pioneer
Yann LeCun has called GANs the most fascinating idea in
the last 10 years in machine learning. Using a combination
of game theory and computational graph they showed that,
two neural network models fighting with each other would be
capable to co-train using plain old backpropagation. GAN is
accomplished by a system of two neural network model, first
one is Generator and second one is called Discriminator.

GANs are a branch of unsupervised machine learning,
accomplished by a system of two neural networks, named
as Generator and Discriminator. The two networks play a
minimax game with each other. The generator tries to yield
fake images in order to fool the discriminator into thinking
that they are original image and the discriminator will try
to discriminate among the real and the generated image as
good as it can. They both keep playing this game until
the discriminator becomes unable to discriminate/distinguish
between the real and the fake image anymore.

In this paper, we will be using a special kind of generative
adversarial networks in order to generate Bangla handwritten
characters. We will be using a variation of GAN which is
known as conditional generative adversarial networks.

II. BACKGROUND

Image generation is a common task in the field of neural
network. Handwritten character generation is also a common
task but handwritten Bangla character generation is completely
a novel work. As already mentioned in this paper we will
be using GAN to generate specific Bangla characters. GANs
consist of two neural network models. We will take a look at
some terminologies that are related to GAN and some of the
previous work that were done on our task domain.



Fig. 1: Architecture of Convolutional Neural Networks

A. Previous Works

We consider our work a novel work. As of our knowledge
there haven’t been any work done which are class based
handwriten character generation. Sikder et al[6] used vanilla
generative adversarial networks to generate Bangla Handwrit-
ten digit generation. Because of using vanilla RNN there was
no control over generating class specific characters. Antoniou
et al [7] used cGAN to use it as a Data Augmentation method
to increase the accuracy rate of Omniglot characters. Chang
et al[8] used cycleGAN, another variation of vanilla GAN to
generate chienese characters.

B. Artificial Neural Network

Artificial Neural Networks(ANNs) are a kind of artificial in-
telligence technique which mimics the human brain operation.
ANNs consist of interconnected computer processors. Neural
networks are programmed to learn by looking for relationships
to create mathematical models and correcting these models
automatically to refine them. Artificial Neurons are usually
refereed as ’perceptron’. A perceptron will have many inputs
and the inputs are distinctly weighted. The load can amplify
or deamplify the substantive input signal depending on the
context.

C. Convolutional Neural Networks

Convolutional Neural Networks (CNN) are biologically-
instinct variants of ANNs. The connectivity of the neurons
are mainly inspired by the visual cortex of animals.CNNs
gained its popularity because of its use in the field of image
classification. Also it played an significant role in the task of
automatic caption generation for images. The structure of basic
a basic CNN follows as: Convolution - Pooling - Convolution
- Pooling - Fully Connected Layer - Output. Fig 2. shows the
basic architecture of a convolutional neural network.

• Convolution takes the authentic data as input and creates
feature map from it

• Pooling is the form of down-sampling the convolved
image.

• Fully connected layers are the basic traditional ANNs.

D. Generative models and GANs

1) Generative Models: Generative models are a kind of
unsupervised learning model which generates data using joint

Fig. 2: Architecture of Generative Adversarial Networks

probability distribution.This types of model has the potential
and power of learning features from image and datasets and
then generating similar data.

2) Discriminative Models: Discriminative models are used
for modeling the reliance of independent variable on the de-
pendent variable of a model using the conditional probabilities
between them.

3) Generative Adversarial Networks: As already mentioned
Generative Adversarial Networks are one of the most hot
topic in recent times. GANs has the power to generate unique
and robust images from a probabilistic distribution. Generative
adversarial networks consists of 2 machine learning models

• Generative Model
• Discriminative Model

Neural network is used for the generative and discriminative
model. Because of using neural nets for generative models, it
requires smaller number of parameters than it usually requires
for a neural net. Thus it does a very efficient job in generating
data. Usually using unsupervised pre training on small datasets
is effective. By unsupervised pre training we are meaning
that training the model in an unsupervised manner. Usually
a neural network requires a huge amount of data to be trained
adequately in order to avoid overfitting which is a very crucial
problem for neural networks. Fig 3 shows the exact mechanism
behind GAN.

The first network of GAN is G(Z) which is the generator
and D(Z) is second model which is the discriminator. The
loss function of GAN is defined as

When the model reaches at its equilibrium point, which
is the optimal point of the game minimax. The generator
tries to generate data corresponding as the input data and the



Fig. 3: Architecture of Deep Convolutional Generative Adver-
sarial Networks

discriminator tries to predict whether image is original or not.
When the discriminator reaches at equilibrium point it outputs
the probability of its prediction 0.5 which clearly means that
the discriminator was unable to predict the data.

4) Deep Convolutional Generative Adversarial Networks:
In 2016, A variation of vanilla GAN was proposed
namely Deep Convolutional Generative Adversarial
Networks(DCGAN).[9] It is nothing but a stabilize GAN
with some architectural variation and constraints. The key
variation of DCGAN and vanilla GAN is that in vanilla GAN,
authors used a multilayer perceptron neural network for
generator and discriminator model, but in DCGAN, authors
used a deep convolutional neural network for the generator
and discriminator. The results were really promising. As it
is known that CNN’s are very good at feature extraction.
The architecture for stable deep convolutional GANs has the
following guidelines.

• Replace any pooling layers with strided convolutions
(discriminator) and fractional-strided convolutions (gen-
erator).

• Using batchnormalization for both generator and discrim-
inator.

• There should not be any fully connected hidden layer for
deep architectures.

• The last layer of generators should use tanh, other then
the last layer all other layers should use ReLU activation
function.

• For discriminator LeakyReLu activation function should
be used.

Fig. 4 shows the architecture of DCGAN.
5) Conditional Generative Adversarial Networks: Condi-

tional generative adversarial network (cGAN) is an expansion
of the GAN. This work was first proposed by Mirza et al[10].
The problem with vanilla GAN’s are that there are no control
over which types data should the model generate. The model
arbitarilly generates data based on the training datas. In cGAN,
the authors have proposed an approach to condition the model
to generate class specific datas. They conditioned both the
generator and discriminator on given some extra information
y. Here y is an additional information which can be class
labels or data from different moralities. This y is fed into
both generator and discriminator both as an auxilary layer. In
generator prior input noise is pz(Z) and y are merged together

TABLE I: Number of images in different datasets

Type CMATERDB1[13] ISI Dataset2 [12] BanglaLekha-
Isolated

Basic Character 15,103 30,966 98,950
Numerals 6,000 23,299 19,748
Compound Char-
acters

None None 47,407

1 CMATERDB dataset has 3 different datasets for basic characters,numerals and
compound characters.

2 ISI dataset has two different dataset for basic characters and numerals.

(a) Basic (b) Numeral

(c) Compound

Fig. 4: Sample Images of BanglaLekha-Isolated

as an hidden representation. The objective function of cGAN
is stated as below

In the original paper of cGAN they have used fully con-
nected neural network as the architecture of the generator
and discriminator. In our work we have created a variation
of cGAN by mergind the architecture of DCGAN and cGAN.
So we have used Deep Convolutional Generative Adversarial
Networks for generating the characters.

III. DATASET

The dataset we used in this paper is BanglaLekha-
Isolated[11], Indian Statistical Institue[12], CMATERDB[13].
BanglaLekha-Isolated dataset contains sample of 84 different
Bangla handwritten characters. From Indian Statistical Insti-
titue dataset and CMATERDB we have used the numerals and
basic character. Fig. 5 shows some sample images that were
used to train the model. Table I shows the in detail statistics
about the dataset that was used in this work.

IV. ARCHITECTURE OF THE MODEL

We have used the architecture that was used in[14], for
image to image translation.

A. Generator

We used a Conv-BatchNorm-ReLu like encoder-decoder
architecture for generator. We have used total 6 Conv-
BatchNorm-ReLu architecture for encoder. In the encoder we
have used 64,128,256,512,512,512 convoltuional layers. For



Fig. 5: Architecture of Deep Convolutional Generative Adver-
sarial Networks

Fig. 6: Architecture of Conditional Generative Adversarial
Networks

decoder we used the exact opposite architecture of the encoder.
In the decoder 6 Conv-BatchNorm-ReLu architecture was used
and there were 512,512,512,256,128,64 convolutional layers.
For all the convolutional layers we have used ReLu activation
function[15]. Architecture of the generator is given in Figure 5.
The optimizer we used for this generator model was Stochastic
Gradient Descent optimizer.

B. Discriminator

The first layer of the discriminator is a convolutional
layer which has 64 filters, 5 × 5 stride value. The activation
function used for discriminator is LeakyReLU, which was
guided by the main authors of DCGAN. This followed by
a Batch Nomralization and max pooling layer. Next, 128
filtered convolutional layer and the same activation function,
batch normalization layer and max pooling layer was used.
Same architecture was used for two more times with 512 and
1 Convolutional layers. We have used the similar optimizer
for discriminator that was used in generator.

Architecture of the total conditional generative adversarial
network is shown in Figure 6

V. RESULTS AND ANALYSIS

We have run the described model for 1500 epochs and Fig.
7 shows us the loss value of generator and discriminator. After
1500 epochs the result generated from the generator seemed
very much realistic. Figure 8 shows an example of a Bangla
Basic characte Character. Figure 9 shows an example of
generated Bangla Numeral. Figure 10 illustrates the generated
samples of compound characters.

Fig. 7: Loss Graph for Generator and Discriminator

Fig. 8: Generated results for Bangla Basic Character

VI. CONCLUSIONS

In the field of artificial intelligence and machine learning
dataset is the most crucial component. But gathering data’s
are one of the most hard work. But conditional generative
adversarial networks can generate any kind of data of a specific
class which can be used in machine learning. Our work
can enhance the accuracy level of Bangla Optical Character
recognition, which is one of the most difficult task. Our future
works includes generating words using generative adversarial



Fig. 9: Generated results for Bangla Numeral Character

Fig. 10: Generated results for Bangla Compound Character

networks.
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Abstract—Answer script evaluation is an essential part of the
student evaluation process in the education system. In an exam,
students need to answer subjective and objective questions. In
educational institutes, instructors need to evaluate the answer
script manually to evaluate the students. In Bangladesh, the
number of students and institutes are increasing day by day. For
this reason, it is becoming hard to evaluate the answer script in
a perfect way by the instructors. So it is necessary to find a way
to evaluate the answer script automatically. Many techniques are
proposed for the English language, but we didn’t find any for
Bangla language. Our paper proposed a way to evaluate Bangla
subjective answer scrips automatically by keyword matching and
linguistic analysis. Using our proposed model we have tested
on answer scripts of 20 questions and found the minimum
relative error of 1.8%. 15 teachers and 10 students volunteered
to evaluate the answer scripts.

Keywords: Bangla Language, Bangla Subjective Script, Evalu-
ation, Keyword Matching, Automatic Evaluation, Answer Script.

I. INTRODUCTION

To test the skills and knowledge of individuals, examination
systems are designed. There are various kinds of tests or
examination systems all over the world, such as multiple
choice questions, subjective, etc. Objective evaluation is a
way of questioning that has one correct answer. In the other
hand, subjective evaluation can have more than one correct
answer. Like other countries, Bangladesh also follows both of
these evaluations. In Bangladesh there are around 23,907,151
students overall in primary, secondary, post secondary level
of education in 2015 and primary language used in these
education levels are Bangla and English [1]. But there are
not enough teachers or instructors for those students. It is
becoming hard to evaluate these students for these teachers or
instructors. In 2015, the teacher & student ratio was 1:41 [2]
[3]. Teaching students, setting questions, evaluating the answer
script of the students is difficult for the teachers due to this
ratio. If some of these tasks can be performed then it will make
life easier for the instructors. Not only in the education system
but also in the various job entrance examination is done in a
subjective way. These answer scripts also need to be evaluated.
So if we can asses the answer script automatically then the
evaluation system will be more smooth for Bangladesh.

The rest of the paper is organized as follows: Section II dis-
cusses previous works. Methodology discussed in Section III.

Result analysis and discussion demonstrated in Section IV.
And finally Section V refers the conclusion.

II. PREVIOUS WORKS

Generally, answer scripts evaluation is a difficult task. It
becomes harder for Bangla language. Various works are found
for English but none is found for Bangla Text. Here we will
discuss some previous works to evaluate subjective answer
script.

Authors of [4] suggest alternative sentence generator
method to produce an alternative model response by linking
the technique to a synonymous dictionary. In the matching
stage, they proposed combination of three algorithms, Com-
mons Words (COW), Longest Common Sub-sequence (LCS)
and Semantic Distance (SD), which were used effectively
in many Natural Language Processing systems and produced
effective outcomes. Hyperspace Analog to Language (HAL)
procedure and Self-Organizing Map (SOM) method is used
to evaluate students answer script in paper[5]. Kohonen Self-
Organizing Maps clustering technique is applied to the vector
in their suggested system. Authors of [6] observed that the
semantic Enhanced NLP based technique outperforms easy
lexical matching techniques. This application mechanism of-
fers an automatic answer assessment based on the keyword
given by the moderator to the application in the form of the
input that will provide equal mark distribution.

In paper [7], authors proposed a Natural Language Process-
ing (NLP) based method for evaluating of the answer script.
They used a keyword based summarizing technique to generate
a summary of the answer script. Authors of [8] proposed
a syntactical-relation based feature extraction technique to
evaluate descriptive type answer scripts. Their method contains
steps like question-classification, answer-classification, and
answer-evaluation of subjective answers of students and grade
with a suitable score. Advanced machine learning techniques
and methodologies based on a new model is proposed by
Prakruthi et. al. in [9]. They did it for Optical Character Recog-
nition based work involving supervised learning technique.
An implementation that uses machine learning to evaluate the
answers scripts is proposed in paper [10].

Authors of [11] proposed evaluation procedure in a semi-
automated manner where subjective questions are supple-978-1-7281-5242-4/19 c©2019 IEEE



mented with model answer points. Their suggested framework
also includes provisions of reward systems and penalties.

III. METHODOLOGY

Working methodology for our proposed system is discussed
in this section. Our system follows the given system diagram
in Fig 1 to evaluate the Bangla answer script of the examinee.

Fig. 1. System Workflow of proposed system

In the system flow diagram, we can see that step ”Keyword
Generation” repeated for the analysis of question, students an-
swer script, and answer collected from open & close domain.
This is an important step in our proposed system. We can
also see that to evaluate the student’s answer, we searched
keywords generated from question in the open domain and
closed domains. Here open domains include World Wide
Web, various web pages, blogs, Wikipedia etc. and closed
domain consist of a specific category or specific answer to the
question. A comparison algorithm is proposed for comparing
our generated answer keywords and keywords generated from
the student’s answer. These various steps are elaborated below:

A. Keyword Generation

Our proposed system simply takes an answer from the
students as a text or document file. These answers are written
by students in a document file. We are not taking handwritten
answer scripts in consideration due to reducing the complexity.
In this step, we process the text very carefully. Sub steps of
Fig 2 are taken in this step.

Fig. 2. Sub-steps in the Keyword Generation

1) Preprocessing: As answers collected from various do-
mains and students contain many unnecessary words, stop
symbols, punctuation symbols, emotions symbols etc. These
are noise for our unprocessed data. We remove these special
characters like #, &, % etc. emojis like :), :P etc, stop words
etc. We also remove the articles, punctuations etc. to simplify
the text. After preprocessing keywords are generated and we
use the following sub-steps to generate their frequency.

2) Keyword Frequency Generation: After preprocessing all
the text data we need to identify every keyword and count
their frequency ratio. To do that we used algorithm 1.

Algorithm 1: Algorithm to Generate Keyword Frequency

Answer = Answer Script after preprocessing;
Frequency Array = NULL;
Number Keywords = Number of keywords in the

Answer;
for Words in Answer do

if Word found in Frequency Array then
Frequency Array[word] =
Frequency Array[word] + 1

Number Keywords ;
else

In the Frequency Array add that word as index ;
Frequency Array[word] = 1

Number Keywords ;
end

end

Frequency Array is formed after applying algorithm 1 where
frequency of every word is calculated. There will be no stop
words, punctuation, irrelevant words in this array as all of
them will be removed after preprocessing.

B. Searching & Collecting Answers Using Keywords

To assessment, student answer system will need a standard
answer for a question. Answers can be from an open or
close domain. An instructor can provide the answer manually
or system can collect the answer from the internet or other
resources. Our system will parse data from online knowledge-
based websites like Wikipedia etc. The MediaWiki action API
is a good example of web service that provides access to
certain wiki features such as authentication, page operations,
and search where the entry point is bn.wikipedia.org/w/api.php
or many others. Our proposed system will collect data depend-
ing on the keywords from the World Wide Web or any other
local resources. As an example, if the question is Bangladesh



sampark likhuna (Write about Bangladesh.) then it will search
about Bangladesh and collect answers from these domains.

C. Comparison Algorithm to compare Two Results

When keywords and their frequency ratio is calculated for
a student’s answer script and searched answer, then we need
to compare them for scoring the student’s answer. To do that
algorithm 2 is proposed.

Algorithm 2: Comparison Algorithm

KeywordScore = 0;
SAFrequency = Frequency Result Of Student’s Answer;
SRFrequency = Frequency Result Of Searched Answer;
LengthSR = Size of SRFrequency;
WeightSA = Empty Array;
Sort SRFrequency in decending order;
for word in SAFrequency do

if word is in SRFrequency then
’word’ added as index in WeightSA;
if SAFrequency[word] > SRFrequency[word]

then
WeightSA[word] = 1;

else
WeightSA[word] = SAFrewuency[word]

SRFrequency[word] ;
end
SAFrewuency[word] = 0;
SRFrequency[word] = 0;

else
end

end
NeededWord = 0;
for word in SRFrequency do

if SRFrequency[word] ! = 0 then
WeightSA[word] = −1 ∗ SRFrequency[word];
SRFrequency[word] = 0;
NeededWord+ = 1;

else
end

end
UnnecessaryWord = 0;
for word in SAFrequency do

if SAFrequency[word] ! = 0 then
WeightSA[word] = −1 ∗ SAFrequency[word];
SAFrequency[word] = 0;
UnnecessaryWord+ = 1;

else
end

end

D. Grammatical & Spelling Mistake Analysis

Grammatical and Spelling mistake is very important for
evaluating any kind of answer script. It is also important
because students can write just the keywords required for a

correct answer. If grammatical mistakes are checked then it
will come to the knowledge of the system that the student is
tried to cheat. We can see in the evaluation process grammar
and spelling checking is done in many proposed method. But
as we are working with Bangla language in which case such
resources are limited and we are using Akkhor Bangla Spell
and Grammar Checker [12] in our proposed method, which
one is a tool to check spelling and grammatical mistakes.
Hence we are proposing a simple keyword-frequency-based
process with the use of this tool. This tool will return a score
depending on the grammatical and spelling mistakes. That
score will help the evaluation system to evaluate the student’s
answer script. The score is calculated based on algorithm 3.

Algorithm 3: Algorithm for Scoring Grammatical and
Spelling Mistakes
NumberOfWord = Number of total words in Student

Answer Script;
NumberOfSentence = Number of total words in Student

Answer Script;
SMistakes = 0;
GMistakes = 0;
TGSMScore = Total Grammatical & Spelling Mistake

Score which is initially 0;
for Words in Student Answer Script do

if word is in Student Answer Frequency then
SMistakes = WeightSA[word]

NumberOfWord + SMistakes;
else

SMistakes = 1
NumberOfWord + SMistakes;

end
end
for Sentences in Student Answer Script do

GMistakes = 1
NumberOfSentence +GMistakes;

end
TGSMScore = SMistakes+GMistakes

SMistakes∗GMistakes

E. Mark Assigning to Students

After performing algorithm 2 and 3, we will get some values
of parameters LengthSR, NeededWord, Un-necessaryWord,
WeightSA, and TGSMScore. We need to assign marks to the
students depending on the answer script. These values will be
used in the grading algorithm step to assign mark to the student
depending on his or her answer script. In the grading algorithm
we are considering that out of the total mark 80% will be
allocated to the answer and 20% will be for the grammatical
and spelling mistakes. Exam authority will be able to change
the value as their need.

In this step, calculation of the final mark of a student is done
using the weights which are set in the comparison algorithm
and score obtain from algorithm 3. Mark assignment is done
by following grading algorithm 4. This algorithm takes con-
sideration the score obtain from total grammatical and spelling
mistakes and the number of necessary and unnecessary words
to assign the mark to the answer.



Algorithm 4: Grading Algorithm to Assign Mark

StudentMark = 0;
FullMark = N;
ActualMark = 0.8 ∗N ;
GSMark = 0.2 ∗N ;
for Words in WeightSA do

if WeightSA[word] is positive then
ActualMark =
(N ∗WeightSA[word]) +ActualMark;

else
ActualMark =

WeightSA[word]
NeededWord+UnnecessaryWrod +ActualMark;

end
end
GSMark = TGSMScore ∗GSMark;
FullMark = ActualMark + GSMark;

TABLE I
ABSOLUTE AND RELATIVE ERRORS FOR PROPOSED SYSTEM

Number
of
Teachers

Average
Score
given by
Teachers

Score
given
by the
system

Absolute
Error

Relative
Error

5 8.56 8.1 0.46 5.37%

10 8.25 8.4 0.15 1.81%

15 8.4 8.7 0.3 3.57%

IV. RESULT ANALYSIS

For experimenting our system, we gave 20 questions for an-
swering to 10 students. Every students answered two questions
and each answer contain 300-350 Bangla words. Each of the
answer scripts are evaluated by our volunteered teachers and
assigned a score to each of the answer. Each of the questions
was of 10 marks. We also evaluate the answer scripts using
our proposed system. Based on the scores, we have calculated
the Absolute and Relative Errors, and found table I.

We calculated the Absolute error using the formula 1 and
relative error using formula 2.

AbsoluteError = ActualV alue−MeasuredV alue ...(1)
RelativeError = AbsoluteError

ActualV alue ∗ 100 ............................(2)
Where in formula 1 actual value is the score given by the

teachers and measured value is the score given by the system.
We also find the relative error of answer script of each or the
questions are given in fig 3 which is the graph of Questions
Vs Relative error.

As resources in Bangla Language are hard to find and there
is no work found in past our work is just an initiative. But the
relative error which is observed in our system can be accepted
as it is just the beginning. We hope to improve our work in
the future. In the future implementation of the whole idea is
needed to make it automated and faster. New parameters can
be added to the system to make it more reliable and synonyms
of words can be checked. Machine Learning algorithms can
be used to make the system more efficient and effective. Our
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proposed method should be implemented for various type of
sentences. Input should be taken from handwritten answer
scripts to make it more applicable in the real word.

V. CONCLUSION

We proposed a basic method to evaluate Bangla subjective
answer script for the first time. The relative error is under
10% of our proposed methodology which is quite satisfactory.
As it is just the beginning, there are still many options or
ways to improve the experimental methodology we proposed.
We know that working for the Bangla language is more
difficult then English language due to its minimum amount
of resources. We hope our proposed system will save some
times and utilize the current resources.
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Abstract— This paper presents a real-time Bangladeshi 

currency detection system for visually impaired persons. The 

proposed system exploits the image processing algorithms to 

facilitate the visually impaired people to prosperously recognize 

banknotes. The recent banknotes of Bangladesh have blind 

embossing or blind dots, which could be effective to recognize 

the value of the bill by touching. As the embossing fades away in 

the long-term used notes, detecting right value of the banknote 

using image processing algorithms could be considered as a 

challenging task. Particularly in Bangladesh, each banknote 

seems similar using the direct exertion of simplified image 

processing algorithms. In this paper, a recognition system was 

implemented that can detect Bangladeshi banknote in different 

viewpoints and scales. The detection system is also able to detect 

currency those are rumpled, decrepit or even worn. The 

detection system includes image preprocessing, image analysis 

and image recognition. To enhance the determination of 

currency recognition, the descriptor of an individual input scene 

is matched with various training images of the same category. 

After that, by analyzing their matching result it recognizes the 

currency with higher confidence. For real-time recognition, we 

have deployed the system into a mobile application. 

Keywords—Bangladeshi Currency Recognition, Feature 

matching, Image Processing, Image Analysis. 

I. INTRODUCTION 

Globally, it is estimated that approximately 1.3 billion 
people live with some form of distance or near vision 
impairment. With regards to distance vision, 188.5 million 
have a mild vision impairment, 217 million have moderate to 
severe vision impairment, and 36 million people are blind 
according to the World Health Organization[1]. In 
Bangladesh, there are about 40,000 visually impaired. It is a 
matter of concern that 80% of the visually impaired persons 
live in rural areas where the treatment facilities are very poor 
as 90% of the doctors and paramedics are urban-based. With 
these statistics, it is to be mentioned that the increased number 
of visually impaired employees in the government and private 
job sectors is highly impressive. 

One of the main problems suffered by a visually impaired 
person to identify paper currencies because of the similarity of 
paper size and texture between different banknotes. As 
currencies are the commonly used stuff in everyday life, 
understanding the value of the banknotes is a very important 
task for them. Therefore, we have proposed a real-time system 
that will help them to recognize the currencies and resolve this 
crisis to make visually impaired people feel confidence in the 
financial dealings, not depending on others. 

There are two trends in currency recognition: scanner-
based and camera-based. Scanner-based systems are quite 
hard to carry and the recognition rate is not up to the mark. 
While camera-based systems can be developed with the help 
of modern image processing techniques and each smartphone 
has camera features, which makes it available to the visually 
impaired persons. Therefore, the camera-based systems will 
be much easier to use and feasible for the target users. 
Developing a feasible camera-based mobile application which 
will open up the camera and recognize the banknotes in real-
time. 

Different image processing systems such as object 
recognition [2], shape recognition [3], action recognition, real-
time hand gesture recognition [4, 5] are adopted in recent 
years. Researchers’ had created a fairground to utilize 
different machine learning-based algorithms to solve similar 
banknote detection systems. Irrespective of the noisy images, 
the recognition depends on the key values extracted from the 
images. Template matching [6], shape descriptors [7] etc. are 
outperformed by regular feature descriptors such as scale-
invariant feature transform (SIFT) [8], speeded-up robust 
feature (SURF) [9], maximally stable external regions 
(MSER) [10] etc. These feature descriptors are capable 
enough to solve the image rotation, scale or orientation. In 
Bangladesh, the available denominations are 1000 BDT, 500 
BDT, 100 BDT, 50 BD, 20 BDT, 10 BDT, 5 BDT and 2 BDT. 
For helping the blind community to understand the value of 
the banknotes, the authority had placed blind embossing or 
blind dots on the banknotes. The number of blind dots differs 
in different banknotes. It has five dots in 1000 BDT, four dots 
in 500 BDT, three dots in 100 BDT, two dots in 50 BDT and 
one dot in 20 BDT notes. Though these blind dots are very 
helpful in case of new banknotes, but whenever the notes get 
dirtier or worn, it is very difficult to perceive the number of 
dots. Therefore, applying image processing algorithms to 
differentiate between the banknotes by keypoint extraction 
and describing them accordingly.  

In  this  paper,  camera-based  Bangladeshi paper  currency 
is trained to be recognized using simplest image processing 
utilities which makes the processing time very short with 
acceptable accuracy. We have applied the Oriented FAST and 
Rotated BRIEF (ORB) [11] based keypoint extraction and the 
system has the ability to treat papers captured partially and 
under different lighting conditions and perspectives. In the rest 
of the paper, section II presents the related works found in the 
literature related to currency recognition and mobile 
applications. In section III a detailed description of the 
implementation has described with a detail explanation of the 
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methods. Section IV presents the experimental results and 
comparison between different algorithms. Finally, the 
conclusions will be given in Section VI.  

II. RELATED WORK 

In this section, we have discussed on the literature review 
on the problem statement of this paper. Considering a real-
time system to detect the Bangladeshi currency accurately, we 
have divided this section into two parts: related works in 
currency detection using image processing and related works 
on real-time mobile application for the same problem. 

Several methods have been adopted by the researchers for 
solving this problem. L. J. Feng et al. [12] proposed an 
algorithm for real-time detection of Chinese currencies. A 
modified Kohonen Network is developed for recognizing 
Chinese paper currencies for the experiments by them.  The 
method applied could be used for practical currency sorting 
system. A hardware implementation is performed in [13] for 
paper currency number recognition utilizing the CIS scanning 
circuits and ARM.  

An edge-based detection algorithm is proposed in [14] for 
paper currency by J. Ye. The method divides the currency 
image into several overlapping subzones and within each 
subzones, the defect feature is calculated to estimate the stage 
of contamination. The method proved to be robust while 
applied to low quality paper currency.  

 K. Fanhui et al. [15] proposed a Gaussian Mixture Model 

(GMM) based paper currency recognition. The applied 

method in [15] based upon the structural risk minimization 

(SRM) to develop a faster system. The experimentation shows 

that GMM exploiting the SRM provides more flexibility and 

leads to an improved result on Chinese paper currency 

recognition. 

Y. Weiqi et al. [16] proposed a fast recognition system for 

paper currency numbers. The method captures the 24-bits of 

color images using CCD camera, then outputs number clusters 

through the process of segmentation by gray ridge-vale 

algorithm. The orientation by projection and character 

recognition by the structure-analyzing algorithm is 

implemented as data processing. The experimental analysis 

shows satisfactory results as the system recognize the paper 

currency with high rate and fast recognition speed.  

An image processing based fake banknotes detection 
system is proposed in [17] which only works on denomination 
of 1000 BDT. They got 63.34% accuracy for the experimental 
analysis presented using edge detection methods. Focusing on 
the fake or counterfeit Bangladeshi currency in [18], presented 
by Z. Ahmed et al., and presented a feasibility analysis. 
Similar Bangladeshi currency detection system proposed in 
[19] by M. M. Rahman, utilizing similar approach, but with 
89.40% accuracy on white paper background and 78.40% 
accuracy tested on complex background. Similar machine 
vision based approaches [20, 21], hardware implementation 
using PIC or ATMega88 devices [22] are presented. Among 
the stated works, [19] has recorded the highest accuracy, but 
with a proper white background only. 

The above mentioned algorithms and methods were 
presented for Chinese or Bangladeshi paper currency and 
developed system using machine learning. The idea of 
developing these sort of systems of visually impaired persons 
is missing in the literature. Therefore, the need of a real-time 

system for visually impaired persons is quite high and in this 
paper, we try to mitigate the gap in the literature.  

In this paper, we have exploited the ORB method for 
keypoint detection and feature descriptions. The method 
experimentally shows better accuracy in recognition with 
faster processing time.  

III. IMPLEMENTATION 

The following sections present the main processing stages 
of the implemented Bangladeshi Currency recognition system 
(overview shown in Fig. 1). To speed up the development, the 
Open Source Computer Vision (OpenCV) library was used. 

 

 

 Training Image preprocessing 

 Selective Keypoints detection 

 Descriptors detection 

 

 Image size reduction 

 Contrast and brightness 
adjustment 

 

 Keypoints detection 
SIFT, SURF, ORB, BRISK 

 Description Extraction 
SIFT, SURF, ORB, BRISK 

 

 Keypoint feature matching 
BRUTEFORCE HAMMING 

 Matching Results Storing 

 

 Summarizing categorical results 

 Final checks within acceptable 

range 

Fig. 1. Overview of the main processing stages 

A. Reference Image Database Setup 

In order to recognize the banknotes, a database of valid 
instances must be computed. This database contains the 
descriptors associated with the keypoints generated by 
OpenCV. To improve the detection we used Five training 
images of each banknotes. In each folder, there are different 
images of a currency to get matching results for different 
variations. 

 

 

 

Fig. 2. Training images stored by category of different notes. 

B. Image Preprocessing 

In Bangladeshi currency, one side of each note are quite 
similar. Processing that tough side has the chance to get 
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inaccurate results. Therefore, the first step is to exclude that 
side if found. It will ask to place another side of the note. The 
whole thing start after the conversion of the input image to 
Grayscale. By gray-scaling the image will reduce 
inappropriate results due to lighting variations. System will 
automatically explore all the training folders and for each 
folder it will detect the keypoints of the training image using 
ORB Keypoint Detection and also extract the descriptors 
using ORB Descriptor Extractor. Descriptors of training 
images will be alive until the system is terminated. This 
descriptors will be used later to match with the descriptor of 
input images. 

ORB is based on BRIEF. However, ORB addresses the 
detection, the orientation assignment and the descriptor 
extraction phases rather than only the descriptor (i.e. BRIEF). 
ORB adopts a multi-scale approach 

 

Fig. 3. Impact of preprocessing stage and detection of tough side of 

banknote 

C. Image Analysis 

After preprocessing, we detect the keypoints of input 
image for future recognition using ORB Keypoint Detection. 
As the system runs in real-time detection so ORB is the fastest. 
Also the Descriptor Extractor extract its description using 
ORB. 

 

Fig. 4. Keypoints detection on an input image for future feature matching 

 Figure 4 shows the point detected for matching by ORB 
Detection. Though ORB analysis on small amount of 
keypoints, but for our currency recognition system the 
detected keypoints are enough to start matching as there are 
five images for each banknote. Detected descriptor of input 
image will be stored and the system will start matching in 
Image Recognition part. 

D. Image Recognition 

After input image analysis the system will now match the 
descriptors of training images that we generated from 
Preprocessing with the descriptor of input image. The 
descriptor of input image will be matched one by one with the 
training descriptors and calculate the matching results. For 
matching the descriptors we will be using OpenCV Descriptor 
Matcher. Between different types of descriptor method, we 
will be using Brute force Hamming algorithm for the 

matching phase. Each matching results will be stored for the 
analysis part, where the system will analysis between the 
results to return the most accurate matching banknote. 

 

Fig. 5. Descriptor matching between input image descriptor and training 

image descriptor 

E. Recognition Analysis 

Here we find the maximum results between the additions 
of each set of banknotes. First we calculate the sum of 
matching points of all training images of each category of 
banknotes. If a, b, c, ..., h are different training folders of 2 
Taka, 5 Taka, 10 Taka, ....., 1000 Taka banknotes respectively 
containing 5 training images each then 𝑥𝑎, 𝑥𝑏 , 𝑥𝑐 , ...., 𝑥ℎ are 
the summations of matching points of their set of training 
images. 

∑𝑥𝑎

5

𝑎=1

= 𝑎1 + 𝑎2 + 𝑎3 + 𝑎4 + 𝑎5 

∑𝑥𝑏

5

𝑏=1

= 𝑏1 + 𝑏2 + 𝑏3 + 𝑏4 + 𝑏5 

- - - - - - - - - - - - - - - - 

- - - - - - - - - - - - - - - - 

∑𝑥ℎ

5

ℎ=1

= ℎ1 + ℎ2 + ℎ3 + ℎ4 + ℎ5 

 

 Finally, the system will measure the banknote category 
containing the maximum matching points. 

Result = max (𝑥𝑎 , 𝑥𝑏 , 𝑥𝑐 , 𝑥𝑑 , 𝑥𝑒 , 𝑥𝑓 , 𝑥𝑔, 𝑥ℎ) 

 As the system will measure the maximum matching set, 
chances of inaccuracy will reduce dramatically. 

IV. EXPERIMENTAL RESULTS 

The system contains total 40 training images and was 
tested in two different perspective views, Ideal and Distortion.  

 

Fig. 6. Different perspective views (Ideal perspective in Left and 
Distortion perspective in Right) 

 While testing, we used 87 images of Ideal 

perspective and 97 images of Distortion perspective. Table I 

and Table II illustrates the True Positive (TP), True Negative 

(TN), False Positive (FP) and False Negative (FN) values for 

ideal and distortion perspective, respectively, applying the 

ORB detector, descriptors and brute force hamming matcher. 



The training time (1.12s) and average matching time for the 

ideal case is very minimal as it shows 100% accuracy. Table 

III shows the accuracy and Average matching time for other 

methods, which provides a clear perception that our 

implemented ORB based methods are significantly faster 

(0.17s). The same experimentation is performed over the 

distortion perspective using noisy images having training 

time (1.13s). Hence, in this case, the matching time is also 

significantly faster (0.19s) than the other methods. 
 

TABLE I 
CONFUSION MATRIX IN IDEAL PERSPECTIVE, ORB DETECTOR, ORB 

DESCRIPTOR, BRUTEFORCE HAMMING MATCHER 

N = 87 Predicted 

YES 

Predicted 

NO 

Actual 

YES 

TP 

53 

FN 

0 

Actual  

NO 

FP 

0 

TN 

34 
 

TABLE II 
CONFUSION MATRIX IN DISTORTION PERSPECTIVE, ORB DETECTOR, ORB 

DESCRIPTOR, BRUTEFORCE HAMMING MATCHER 

N = 97 Predicted 

YES 

Predicted 

NO 

Actual 

YES 

TP 
62 

FN 
1 

Actual  

NO 

FP 

3 

TN 

31 

TABLE III 
COMPARISON WITH OTHER METHODS 

Detector Descriptors Matcher ACC Avg. 

Matching 

Time 

Ideal Perspective 

SURF SURF BRUTEFORCE 1 15.1s 

SIFT SIFT BRUTEFORCE 1 10.9s 

BRISK BRISK BRUTEFORCE 0.69 0.96s 

ORB ORB BRUTEFORCE 1 0.17s 

Distortion Perspective 

SURF SURF BRUTEFORCE 0.86 17.1s 

SIFT SIFT BRUTEFORCE 0.86 12.4s 

BRISK BRISK BRUTEFORCE 0.45 1.15s 

ORB ORB BRUTEFORCE 0.96 0.19s 
 
 

 
 

The real-time implementation of the system is demonstrated 

in [23] while using the mobile application practically. The 

exploited method has been implemented using OpenCV 

package of Android. The mobile application need to use the 

camera features available in the device.  
 

V. CONCLUSION 

 In this paper, we try to formalize a real-time Bangladeshi 
currency detection system implemented over mobile 
application. We have applied the widely used ORB based 
feature descriptor for recognizing the traditional Bangladeshi 
paper currencies. The average recognition rate for each of the 
different types of banknotes are documented in the 
experimental results. The recognition rate are higher than any 
other methods applied for experimentation and the average 
matching rate is also quite satisfactory considering a real-time 
system. The presented system could be very helpful for the 
visually impaired personals, who can use the mobile 
application to recognize the banknotes very accurately.  

REFERENCES  

[1] R. R. A. Bourne, S. R. Flaxman, T. Braithwaite, M. V. Cicinelli, A. 
Das, J. B. Jonas, “Vision Loss Expert Group. Magnitude, temporal 

trends, and projections of the global prevalence of blindness and 
distance and near vision impairment: a systematic review and meta-
analysis”, Lancet Glob Health. 2017 Sep;5(9):e888–97. 

[2] Z. Q. Zhao, P. Zheng, S. Xu, X. Wu, “Object detection with deep 
learning: A review”, CoRR, abs/1807.05511, 2018.  

[3] D. Zhang, G. Lu, Review of shape representation and description 
techniques, Pattern Recognition 37 (1) (2004) 1–19. 

[4] A. A. Marouf, S. Shondipon, M. K. Hasan, H. Mahmud, “4Y model: a 
novel approach for finger identification using KINECT”. In: IEEE 2nd 
International Conference on Recent Trends in Information System, pp. 
183–188. IEEE, Kolkata, 2015. 

[5] A. A. Marouf, M. F. R. Sarker, S. M. T. Siddiquee, “Recognizing 
Hand-based Actions based on Hip-Joint centered Features using 
KINECT”, 2nd International Conference on Electrical & Electronic 
Engineering (ICEEE), 27-29 December, 2017. 

[6] D. A. Zuehlke, T. A. Henderson, S. A. H. McMullen, “Machine 
learning using template matching applied to object tracking in video 
data”, Proceedings Volume 11006, Artificial Intelligence and Machine 
Learning for Multi-Domain Operations Applications; 110061S, 2019. 

[7] M. Yang, K. Kpalma and J. Ronsin. “A survey of shape feature 
extraction techniques”, Pattern Recognition, (2008), pp. 43-90. 

[8] T. Lindeberg, “Scale invariant feature transform,” Scholarpedia, vol. 7, 
no. 5, p. 10491, 2012. 

[9] H. Bay, T. Tuytelaars, and L. Van Gool. Surf: Speeded up robust 
features. In European Conference on Computer Vision, May 2006. 

[10] M. Donoser, H. Bischof, “Efficient maximally stable extremal region 
(mser) tracking”. IEEE International Conference on Computer Vision 
and Pattern Recognition, 553–560, 2006. 

[11] E. Rublee, V. Rabaud, K. Konolige, and G. Bradski. ORB: an efficient 
alternative to SIFT or SURF. In Proc. of the IEEE Intl. Conf. on 
Computer Vision (ICCV), volume 13, 2011. 

[12] L. Jia Feng, L. Song Bo, T. Xiang Long, “An Algorithm of Real-Time 
Paper Currency Recongnition”, Journal of Computer Research and 
Development, 2003. 

[13] Li Liang Ding Wanshan, “Paper currency number recognition system 
based on ARM”, Electronic Measurement Technology;2008-10.  

[14] Jin Ye, Liu Songbo, Liu Jiafeng, Song Ling, and Tang Xianglong, “An 
Edge-Based Defect Detection Algorithm for Paper Currency”, Journal 
of Computer Research and Development, 2007-02. 

[15] K. Fanhui, M. Jiquan, G. Xin, Y. Liping, “Paper Currency Recognition 
Using Gaussian Mixture Models Based on Structural Risk 
Minimization”, Journal of Computer Engineering and Applications, 
2006-13. 

[16] Y. Weiqi, Z. Yu, “A Fast Recognition System for Paper Currency 
Numbers” , Journal of Computer Engineering, 2005-24. 

[17] M. M. Alimushwan, A.  Mohaimin,  R. Islam, S. Chowdhury, M. H. 
Ali, “Fake Currency Detection using Image Processing Method”, 
BRAC university dspace. 

[18] Z. Ahmed, S. Yasmin, M. N. Islam, R. U. Ahmed, “Image Processing 
Based Feature Extraction of Bangladeshi Banknotes”, The 8th 
International Conference on Software, Knowledge, Information 
Management and Applications (SKIMA 2014), 18-20 Dec. 2014. 

[19] M. M. Rahman, Bruce Poon, M. A. Amin, H. Yan, “Recognizing 
Bangladeshi Currency for Visually Impaired”, International 
Conference on Communication in Computer and Information Science, 
July 2014. 

[20] R. F. Sajal, M. Kamruzzaman, F. A. Jewel, “A machine vision based 
automatic system for real time recognition and sorting of Bangladeshi 
bank notes”, 2008 11th International Conference on Computer and 
Information Technology (ICCIT), 24-27 December, 2008. 

[21] K. K. Debnath, J. K. Ahdikary, M. Shahjahan, “A currency recognition 
system using negatively correlated neural network ensemble”, 2009 
12th International Conference on Computer and Information 
Technology (ICCIT), 21-23 December, 2009. 

[22] K.Yoshida, M. Kamruzzaman, F. A. Jewel, R. F. Sajal, “Design and 
implementation of a machine vision based but low cost stand alone 
system for real time counterfeit Bangladeshi bank notes detection”, 
2007 10th International Conference on Computer and Information 
Technology (ICCIT), 27-29 December, 2007. 

 [23]   Demonstration Video Link:    http://bit.ly/30CNxWz

 



An Analytical Approach for Enhancing the
Automatic Detection and Recognition of Skewed

Bangla License Plates
Koushik Roy∗†, Abu Mohammad Shabbir Khan∗†,

Mohammad Zariff Ahsham Ali†, Sazid Rahman Simanto†, Nabeel Mohammed†,
Muhammad Asif Atick‡, Shahidul Islam‡, Kazi Mejbaul Islam‡

†Department of Electrical and Computer Engineering, North South University
Email: {koushik.roy, abu.khan1, zariff.ahsham, sazid.rahman, nabeel.mohammed}@northsouth.edu

‡HeadBlocks
Email: {asif, shahidul, kazimejbaul}@head-blocks.com

Abstract—Although there has been a huge body of work on
Bangla license plate detection and recognition, the successes
of these works have largely been limited to correct detection
and recognition of undistorted license plates whose images are
taken chiefly from the front or the back of vehicles with slight
angular variations. As a result, most Bangla automatic license
plate recognition (ALPR) systems in practice struggle when the
license plates are skewed on the viewing or the image planes
of the license plates. In this paper, we address this issue by
proposing an analytical approach that can enhance the ALPR of
both normal and skewed license plates and can be incorporated
into existing Bangla ALPR systems without modifying their
internal structures. Specifically, we demonstrate how existing
ALPR systems can be treated as black boxes and analyzed to
understand what sort of license plate images they work best on
and introduce a novel pipeline that combines deep learning and
an algorithmic procedure for transforming images of both normal
and skewed license plates into formats that are best suited for the
ALPR systems. We note that our proposed method can be easily
generalized and applied to non-Bangla license plates as well.

Index Terms—Bangla, Automatic License Plate Recognition,
Deep Learning

I. INTRODUCTION

Correct recognition of vehicle license plates has numerous
use cases that include penalizing irresponsible driving and
parking, keeping track of vehicles coming in and going out
of parking lots, identifying vehicle ownership and so on.
While a lot of work on automatic detection and recognition of
license plates has been done for decades, there is still a lot of
progress to be made on correct Bangla automatic license plate
recognition (ALPR). The variance that exists in Bangla license
plates owing to existence of different metro and vehicle types,
and the scarcity of adequate samples to catch all of that variety
makes Bangla ALPR specially challenging. A Bangladeshi
company named HeadBlocks is working with the Dhaka
Metropolitan Police (DMP) to address this and has developed
a commercial Bangla ALPR system with a four stage pipeline
that includes license plate detection, character segmentation,

* denotes equal contribution.

character detection, and character recognition. Although the
ALPR system developed by HeadBlocks (referred to as HB-
ALPR henceforth) has over 96% accuracy as determined by
experiments on their confidential test set, HB-ALPR finds it
difficult to correctly identify license plates that are more than
30° skewed on the image plane (ip-skewed) or the viewing
plane (vp-skewed). Examples of such ip-skewed and vp-skewed
license plates are shown in Fig. 1.

Since HB-ALPR has been commercially deployed and can-
not be modified without affecting all four stages of its pipeline
and extensive testing, we approached the problem of correctly
identifying skewed license plates by treating HB-ALPR as a
black box. Concretely, we first analyzed what kind of license
plate images are ideal for HB-ALPR, and then by combining
a deep learning method with an algorithmic procedure, we
developed a pre-processing step for the license plate images
that led to a performance improvement of HB-ALPR for both
skewed and challenging non-skewed images.

The rest of the work is organized as follows. In Section
II, we describe some related work done on Bangla and non-
Bangla ALPR. In Section III, we describe our data set, the
analysis we did to understand the strengths and weaknesses
of HB-ALPR, and the method we developed to pre-process
the images to the best format for HB-ALPR. In Section IV,
we show how our method affected the performance of HB-
ALPR, and then in Section V, we present our conclusions and
avenues of future work.

II. RELATED WORK

While there have been a number of works on Bangla
ALPR based on algorithmic approaches such as [1] (which
focused on license plate detection only) and [2] (which used
template matching), shallow machine learning methods such
as [3] (which used support vector machines), and deep learning
such as [4] (which used convolutional neural networks), none
of these works present extensive evaluations of their perfor-
mances on skewed license plate images. Moreover, to the best
of our knowledge, no work has been done so far to augment



(a) IP-Skewed Ex. I (b) IP-Skewed Ex. II (c) VP-Skewed Ex. I (d) VP-Skewed Ex. II

Fig. 1. Examples of Different Types of Skewed License Plate Images

the performances of existing Bangla ALPR systems through
pre-processing their input images while treating the systems
as black boxes.

As in the case of Bangla ALPR systems, most ALPR
systems developed for non-Bangla license plates such as [5],
[6], [7], and [8] do not demonstrate good performances or
show thorough assessments on skewed license plates.

Silva and Jung [9], however, focused on building a complete
ALPR system robust to skewness of license plates which
comprised of three main steps: vehicle detection, license plate
detection and unwarping, and optical character recognition
(OCR). In this work, they introduced a novel network named
Warped Planar Object Detection Network (WPOD-NET) that
searches for license plates in the region of each detected
vehicle and computes parameters for an affine transformation
that enables the rectification of each detected license plate to
a rectangular frontal view. Our proposed solution is similar
to WPOD-NET in that it too produces a rectangular frontal
view of the detected license plate, but it does so in a different
way. In addition, our proposed approach is applicable to any
ALPR system and is not confined to any specific pipeline as
WPOD-NET is.

III. METHODOLOGY

A. The Dataset

Our dataset consisted of around 3000 license plate images of
varying sizes taken from different perspectives using different
cameras. For bringing uniformity, we rescaled all images to
400×400 because the character segmentation and recognition
networks of HB-ALPR were trained using images of that
size. While resizing images, we opted to keep their original
aspect ratios the same and added black padding where it was
necessary. An example set of such images after converting
them to the size 400× 400 is shown in Fig. 2.

We then used three annotators to label the images as vp-
skewed, ip-skewed, or normal (all being mutually exclusive)
and used the majority vote of the annotators to decide the final
label of each image. Next, we randomly selected 1015 images
and created mask annotations of the license plates in these
images using a tool called VIA [10].

B. The Proposed Solution

Our proposed method of pre-processing license plate images
consists of two steps: performing instance segmentation of

license plates on images and then transforming the segmented
license plates into uniform rectangular views. The details of
each of the steps are provided in the following sub-subsections.

1) Instance Segmentation of License Plates: We conducted
transfer learning on an existing Mask R-CNN [11] model and
fine tuned it for Bangla license plates to determine exactly
which pixels a license plate consisted of and to regress the
smallest rectangular bounding box that contained the entirety
of the license plate.

To train our Mask R-CNN, we divided the 1015 mask
annotated license plate images into a training set of 800 images
and a validation set of 215 images. By selecting a learning rate
of 0.001 and loading 2 images to an NVIDIA K80 GPU at
a time, we trained our model for 100 epochs with the batch
size set equal to 100. For the rest of the hyperparameters, we
used the same values as mentioned in [11]. The outputs of our
Mask R-CNN model are shown in Fig. 3.

2) Perspective Transformation of License Plates: Using the
predicted masks from our Mask R-CNN model, we generated
the Shi-Tomasi Corners [12] reconstructed from Harris Cor-
ners [13] of each license plate instance. Through our empirical
studies, we found that padding the mask by 10 pixels led to

(a) 400x400 (b) 600x600

(c) 332x400 (d) 3840x2160

Fig. 2. Images of Different Sizes after Conversion to the Size 400x400



(a) IP-Skewed Ex. I (b) IP-Skewed Ex. II (c) VP-Skewed Ex. I (d) VP-Skewed Ex. II

Fig. 3. Instance Segmentation of the License Plates in Fig. 1 Using Our Mask R-CNN Model (Best Viewed in Color)

slight improvement in corner detection.
Next, for each detected license plate, we put its Shi-Tomasi

Corners in an array of tuples Points where in each tuple, the
first element (Points[i]x) represented the x co-ordinate and
the second element (Points[i]y) represented the y co-ordinate
of a Shi-Tomasi Corner i.

S = Points[i]x + Points[i]y;∀i (1)

D = Points[i]x − Points[i]y;∀i (2)

We then constructed the vectors S and D that respectively
store the summations of and differences between the x and y
co-ordinates of the Shi-Tomasi Corners.

topLeftx, topLefty = Points[argmin(S)] (3)

topRightx, topRighty = Points[argmax(D)] (4)

bottomLeftx, bottomLefty = Points[argmin(D)] (5)

bottomRightx, bottomRighty = Points[argmax(S)] (6)

After that, we used (3), (4), (5), and (6) to determine the four
extreme corner points—topLeft, topRight, bottomLeft, and
bottomRight—of each detected license plate and used these
points to project the detected license plate to a rectangular
frontal view. Subsections III-C and III-D describe how we
decided the dimensions of the rectangle. For now, assume that
each extreme corner j was mapped to a new rectangle corner
j
′
. We computed the 3× 3 map matrix M for the perspective

transformation using (7).[
j
′

x j
′

y 1
]
=

[
jx jy 1

]
×M (7)

Finally, we warped each detected license plate in to the im-
age out on a normal viewing plane using (8) where out(x, y)
denotes the pixel value placed at the (x, y) position of out.

out(x, y) = in

(
f1(x, y), f2(x, y)

)
(8)

where
f1(x, y) =

M11x+M12y +M13

M31x+M32y +M33
(9)

f2(x, y) =
M21x+M22y +M23

M31x+M32y +M33
(10)

C. Analysis of HB-ALPR

To determine what is the ideal size of license plate images
for HB-ALPR, we took 15 samples each from the sets of
originally 400×400, 600×600, 1280×720, and 3840×2160
sized images and 29 samples from images of different sizes.
The samples were a mixture of apparently good looking and
somewhat skewed and distorted images. Note that despite
having different original sizes, all the samples were resized
to 400× 400 pixels.

We then found the boxes of the license plates in these
images using our Mask R-CNN model and produced two
different types of outputs: one where each pixel outside the
license plate bounding box was made black (black bbox) and
one where each such pixel was made white (white bbox). At
this point, we had three representations of each image: the
original one (org original), the black bbox image, and the white
bbox image where each representation had the dimensions
400× 400. As HB-ALPR uses a fully convolutional network
in the first stage of its pipeline, we further resized each of
these representations to the size 200 × 200 to see how HB-
ALPR performs for small images. Next, we assessed how the
accuracy (determined by for what fraction of license plates all
the digits on each plate were identified correctly) of HB-ALPR
varied for these six representations using BGR and RGB color
schemes as shown in Fig. 4 where each bar presents metrics
for each set of 89 samples.

Fig. 4. Accuracy Distribution for Mixture of Good and Challenging Images



(a) IP-Skewed Ex. I (b) IP-Skewed Ex. II (c) VP-Skewed Ex. I (d) VP-Skewed Ex. II

Fig. 5. The Deskewed Versions of the License Plates in Fig. 1

D. The Final Output

From our analysis, we noticed that the license plates that
occupied a large portion of the images and were causing HB-
ALPR to fail in the 400 × 400 case, were being correctly
recognized after their images were converted to the size
200 × 200. Moreover, the license plates that seemed to have
ideal dimensions in the 400×400 case were being incorrectly
identified by HB-ALPR in the 200 × 200 case because they
became too small. This meant that the performance of HB-
ALPR was being ultimately affected by the size of the license
plates in the images instead of the size of the images. As
we had bounding box co-ordinates of the license plates owing
to our Mask R-CNN model, we used those co-ordinates to
calculate the size of the license plates in our samples and
found that the best performance was being obtained when the
license plates had dimensions in the ballpark of 150×75 pixels.
Also, our analysis showed that the black padding had a positive
effect on license plate recognition despite HB-ALPR not being
trained with such images. Lastly, we found that the RGB color
scheme worked best in most of the cases.

So we decided to deskew the detected license plates to the
size 150×75 pixels and then to add black padding to make the
entire image of size 400× 400 pixels. The deskewed versions
of the images in Fig. 1 are shown in Fig. 5.

IV. RESULTS

To understand the impact of our work, we constructed a
test dataset with 25 challenging normal images, 25 ip-skewed
images, and 25 vp-skewed images for a total of 75 images.

As shown in Table I, the recognition accuracy for chal-
lenging normal, ip-skewed, and vp-skewed images went up
by 45%, 86%, and 25% respectively after our pre-processing
work. In addition, the detection % of license plates (defined
by the percentage of license plates detected successfully) of
HL-ALPR became almost perfect.

V. CONCLUSION AND FUTURE WORK

By pre-processing the input images of Bangla ALPR sys-
tems, we have demonstrated how the performance of such
systems can be improved for both normal and skewed images
despite treating the systems as black boxes. We are currently
working on other license plate distortions such as blurriness,
fading, low illumination, occlusion et cetera and would be
soon publishing the results of our work for those cases.

TABLE I
IMPACT OF DESKEWING ON HB-ALPR

Type of Image
Accuracy

Distribution
Detection %
Distribution

Original Deskewed Original Deskewed
challenging normal 44% 64% 84% 100%

ip skewed 28% 52% 92% 100%
vp skewed 48% 60% 88% 96%
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Abstract—Automatic handwritten Bangla character recogni-
tion (HBCR) is a challenging problem in computer vision due to
numerous variations in writing styles of an individual Bangla
character and the presence of similarities in shapes among
different characters. Considering the complexity of the problem,
we need to develop a modern convolutional neural network
(CNN) for accurate recognition, but unfortunately, at present,
very few Bangla handwritten dataset contain a large number
of image samples for each character suitable for training deep
learning-based methods. In this paper, we present AIBangla, a
new benchmark image database for isolated handwritten Bangla
characters with detailed usage and a performance baseline. Our
dataset contains 80,403 hand-written images on 50 Bangla basic
characters and 249,911 hand-written images on 171 Bangla
compound characters which were written by more than 2,000
unique writers from various institutes across Bangladesh. In
addition, we have applied three leading state-of-the-art deep
CNN networks on our proposed AIBangla dataset to provide
baseline performance. We have achieved a maximum accuracy
of 98.13% and 81.83% for basic and compound character classes
respectively on the test set of the AIBangla dataset.

Index Terms—OCR, Bangla Compound character, Image clas-
sification, Benchmark database, Handwritten character recogni-
tion

I. INTRODUCTION

Bangla, an Indo-Aryan language, is the national and official
language of Bangladesh. It is ranked as the sixth most spoken
language in terms of number of native speakers. The Bangla
characters have been used to write Sanskrit-based script.
In addition to 50 basic character classes, as per different
enumerations of experts, there are around 334 complex shaped
compound characters in Bengali script out of which 171
classes are more frequent than others [1]. These complex
shaped characters also have enormous variations in their writ-
ing styles where some different characters have close resem-
blance with one another making automatic handwritten Bangla
character recognition (HBCR), the first step of many important
applications like optical character recognition (OCR), word
recognition etc., a difficult task. Additionally, the variation
in size and shape of handwritten characters among different
writers makes it more difficult to recognize, as compared to
the printed forms of the character.

In recent years, due to the powerful feature learning abilities
of deep neural networks, deep learning-based methods have
achieved promising performance in many computer vision
tasks. The success of deep learning-based methods greatly
depends on the vast number of labeled data. Unfortunately,
only few existing HBCR datasets contain a large number of
images covering all available basic and compound character
classes.

In this paper, a new challenging dataset for Bangla isolated
handwritten character recognition is introduced. The dataset
has been prepared from handwritten samples collected from
various institutes throughout Bangladesh and checked through
a rigorous procedure to ensure accuracy. This dataset contains
more than 330, 000 images of 221 standard character classes
which can be used for both handwritten basic and compound
character recognition in using deep learning-based approaches.

The prime contributions of our paper are as follows:
1) We have introduced a new challenging dataset for Bangla
isolated handwritten character recognition which contains
more than 330, 000 images in 221 different Bangla charac-
ters comprising of 50 basic and 171 frequently used com-
pound characters collected from students of different ages and
genders from various institutes of Bangladesh. The dataset
is made publicly available which can found at this link
http://dx.doi.org/10.17632/hf2tt9kxkn.1

2) Our AIBangla dataset is the largest in terms of the
number of compound character classes and image samples
compared to other publicly available HBCR datasets as shown
in Table I.

3) In order to provide baseline, we have also applied
several state-of-the-art deep learning-based algorithms on our
AIBangla dataset and achieved comparable performance with
other prevalent methods.

The rest of the paper is organized as follows: section II
discusses existing dataset for Bangla handwritten character
recognition, while section III presents our proposed AIBangla
dataset with complete description of data acquisition and
extraction procedures. Baseline recognition is reported in
section IV. Finally, we summarize our results in section V

978-1-7281-5242-4/19 ©2019 IEEE



Sl. Print Image Samples Number Sl. Print Image Samples  Number

01 অ 1,653 26 ণ 1,660
02 আ 1,594 27 ত 1,639

03 ই 1,644 28 থ 1,636

04 ঈ 1,586 29 দ 1,552

05 উ 1,676 30 ধ 1,641

06 ঊ 1,549 31 ন 1,571

07 ঋ 1,549 32 প 1,536

08 এ 1,684 33 ফ 1,651

09 ঐ 1,584 34 ব 1,534

10 ও 1,554 35 ভ 1,630

11 ঔ 1,535 36 ম 1,531

12 ক 1,554 37 য 1,537

13 খ 1,674 38 র 1,680

14 গ 1,633 39 ল 1,570

15 ঘ 1,653 40 শ 1,561
16 ঙ 1,632 41 ষ 1,601

17 চ 1,569 42 স 1,644

18 ছ 1,534 43 হ 1,654

19 জ 1,640 44 ড় 1,578

20 ঝ 1,599 45 ঢ় 1,641
21 ঞ 1,589 46 য় 1,644
22 ট 1,612 47 ৎ 1,636
23 ঠ 1,610 48 ংM 1,634
24 ড 1,641 49 ংO 1,560
25 ঢ 1,581 50 ংQ 1,753

Fig. 1. Sample images of Bangla alphabets of our proposed AIBangla dataset.
The dataset contains more than 80, 000 images on 50 basic character classes
with on average 1, 608 images in per alphabet class.

along with the directions for future work.

II. EXISTING DATASETS

Several works have been carried out for handwritten Bangla
character recognition (HBCR) over the last three decades. First
effective work in HBCR was done by Ray and Chatterjee [2].
After that, many methods have been studied [3]–[5] to improve
the performance of recognition in order to build a complete
Bangla OCR system. Dutta et al. [3] developed a two-stage
feed-forward neural network based recognition scheme to
recognize multifont alpha-numeric Bangla characters. Bhat-
tacharya et al. [4] trained a multilayer perceptron (MLP)
network by the back-propagation algorithm to classify 50 basic
Bangla alphabets where features were obtained by computing
local chain code histograms of the input character shape.
In [6] Hasnat et al., proposed a technique where discrete
cosine transform (DCT) was applied over the input image and
Hidden Markov Model (HMM) was used for both printed and
handwritten character recognition.

The above-mentioned methods, however, used many hand-
crafted features extracted from a small dataset which turned
out to be less effective for modern deep learning-based
methods. The success of deep learning-based methods greatly
depends on the size of the training data. Therefore, to de-
velop a robust HBCR, training database should be large-
scale containing a large number of images per class. Some
of the publicly available HBCR databases are ISI datasets [7],
CMATERdb dataset [1], BanglaLekha-Isolated dataset [8] and
Ekush dataset [9]. Sample images of these datasets are shown

(a)                   (b)                  (c)                  (d)

Fig. 2. Sample images of different publicly available datasets for isolated
Bangla handwritten character recognition. (a) ISI (b) CMATERdb 3.1.3.3 (c)
BanglaLekha-Isolated (d) Ekush dataset

in Fig. 2, whereas, Table I presents a comparison based on
several different parameters among different publicly available
datasets for Bangla handwritten character recognition.

ISI datasets [7] have a total 37, 858 images for isolated
Bangla alphabets and 23, 299 images for Bangla numerals.
But, unfortunately, the dataset only contains images of these
two categories and does not have any standard Bangla com-
pound character.

CMATERdb 3.1.3.3 dataset [1] contains images of a large
compound character classes. It contains total 58, 662 images
from 221 classes out of which 171 classes are compound.
That makes the average number of samples per character class
is around 277, which is not large enough for modern deep
learning-based methods.

The BanglaLekha-Isolated dataset [8] has a total 166, 105
handwritten images of 84 classes (50 basic, 10 numerals
and 24 compound characters). Presence of a few numbers
of compound character classes make it less useful for the
comprehensive character recognition task.

The Ekush dataset [9] is the largest dataset for Bangla
handwritten character recognition which consists of 367, 018
images in total 122 classes in four different categories. Un-
fortunately, the dataset contains sample images of only 52
compound characters making it less useful for the comprehen-
sive character recognition task. Moreover, it contains online
handwritten characters which are substantially different from
offline handwritten characters.

III. AIBANGLA DATASET PREPARATION

In this section, the steps regarding data acquisition, char-
acters extraction, data preprocessing and error correction
methodologies of the AIBangla dataset are briefly described.

A. Data acquisition

The AIBangla dataset was collected from students across
various institutes of Bangladesh. Students were given data
collection forms to write down the basic and compound
characters of Bangla language. Each form was designed to
write one specific basic or compound character. It had a regular
grid pattern in which the characters were written. The filled-
in collection forms were then scanned at 300 d.p.i. resolution
using HP Scanjet scanners. In this version of the dataset, only
isolated handwritten character images were collected. Figure 3
shows a sample data collection form which was used to collect
handwriting samples. Students were asked to write one given
Bangla character printed on top of the form at their natural



TABLE I
COMPARISON AMONG DIFFERENT PUBLICLY AVAILABLE DATASETS FOR BANGLA HANDWRITTEN CHARACTER RECOGNITION.

Type Basic Characters Compound Characters Numeral Total

Dataset Class Samples Class Samples Class Samples Class Samples

ISI [7] 50 37, 858 None 10 23, 299 60 61, 157

CMATERdb 3.1.3.3 [1] 50 15, 103 171 42, 959 10 6, 000 231 58, 662

BanglaLekha-Isolated [8] 50 98, 950 24 47, 407 10 19, 748 84 166, 105

Ekush [9] 50 154, 824 52 150, 840 10 30, 687 112 336, 351

AIBangla 50 80, 403 171 249, 911 None 221 330, 314

TABLE II
DATA COLLECTION STATISTICS OF OUR PROPOSED AIBANGLA DATASET. DUE TO THE RIGOROUS MANUAL SCREENING, 15% OF THE SAMPLES WERE

DISCARDED. AVERAGE SAMPLE IMAGES PER CLASS ARE AROUND 1, 500, WHICH WOULD BE SUFFICIENT FOR TRAINING DEEP NEURAL
NETWORK-BASED ARCHITECTURES FOR HBCR.

Dataset type Classes Form per character Extracted samples Discarded samples Total samples Avg. per class Standard deviation

Basic 50 15 94, 250 13, 847 80, 403 1, 608 50.07

Compound 171 13 288, 990 39, 079 249, 911 1, 461 123.23

Total 221 - 383, 240 52, 926 330, 314 1, 495 106.68

Fig. 3. Sample scan image of a filled data collection form of our proposed
AIBangla dataset. Each form was designed to write one specific character
printed on top of the form. A completely filled-in form contains a total of
130 character samples in its 13 rows and 10 columns.

style. Table II illustrates data collection statistics of our dataset
in detail.

B. Data Extraction

Bangla characters were being extracted from scanned im-
ages using following procedure:

• Binarization: Our first step was to convert the acquired
scanned image into the grayscale format. Adaptive thresh-
olding method was used to further convert the grayscale
image into a binary image in order to reduce the illumina-
tion variation and background noise. To accomplish this,
a local thresholding method that considers local contrast
by using local descriptors, for example, mean and the
standard deviation was employed.

• Contour and corner detection: The next step was to
identify the four corners of the grid which corresponds
to the detection of the largest quadrilateral box in the
image. We determined the largest outer box by calculating
the area enclosed by each connected component and then
identifying the largest value. The intersection of the four
lines gave the corners of the grid. After that, the extracted
box was used to generate a binary mask to eliminate all
the excessive elements of the image.

• Geometric transformation: Since the images were
scanned manually they can be misaligned or tilted at some
random angle. In such cases, to estimate the deflected-
angle of the image, the Hough transform was used.
Additionally, geometric transformation of the image was
done to account for any kind of perspective distortion.

• Segmenting cells: In this step, we had to segment 130
characters from 130 cells of the scanned image containing
13 rows and 10 columns. To accomplish this, first we



SL Print Image Samples  Number SL Print Image Samples Number SL Print Image Samples Number SL Print Image Samples Number

01 প্র 1,550   44 ঞ্জ 1,391 87 ণ্ঠ 1,624 130 ঞ্ঝ 1,337

02 ঙ্গ 1,579 45 ন্স 1,339 88 প্ট 1,495 131 স্প্র 1,651
03 ক্ষ 1,738 46 ম্ভ 1,406 89 স্তু 1,494 132 ম্ভ্র 1,613

04 ত্র 1,470 47 শ্ব 1,425 90 ধ্ব 1,488 133 ষ্প 1,521

05 ন্দ 1,519 48 ব্দ 1,444 91 হ্ন 1,390 134 ঙ্খ 1,279

06 চ্ছ 1,520 49 শ্ন 1,378 92 ভ্র 1,385 135 জ্র 1,550

07 ন্ত 1,532 50 প্প 1,394 93 ল্ক 1,470 136 গ্ব 1,602

08 ন্দ্র 1,461 51 ব্ল 1,387 94 স্ল 1,446 137 থ্ব 1,445

09 স্ত 1,569 52 প্ত 1,427 95 হ্ণ 1,294 138 ণ্ব 1,449

10 ন্তু 1,501 53 ক্ল 1,409 96 ত্ন 1,395 139 হ্ব 1,602

11 গ্র 1,416 54 ষ্ট্র 1,427 97 ষ্ক্র 1,540 140 দ্দ্ব 1,557

12 স্থ 1,559 55 দ্ব 1,376 98 ঘ্র 1,340 141 দ্ঘ 1,390

13 স্ট 1,491 56 ট্ট 1,015 99 দ্ভ 1,501 142 ধ্র 1,440

14 ম্ব 1,521 57 গ্ল 1,515 100 শ্ল 1,642 143 হ্ল 1,408

15 স্ব 1,521 58 ল্ট 1,423 101 ব্ধ 1,335 144 গ্ম 1,423

16 ত্ত 1,451 59 ষ্ঠ 1,435 102 ষ্ম 1,623 145 ল্গ 1,446

17 ক্ত 1,506 60 স্ত্র 1,392 103 স্ক্র 1,610 146 স্থ 1,353

18 ন্ট 1,479 61 প্ল 1,431 104 ড়্গ 1,583 147 থ্র 1,490
19 ল্প 1,487 62 চ্চ 1,498 105 জ্জ্ব 1,588 148 ন্ধ্র 1,317

20 ষ্ট 1,523 63 স্ম 1,186 106 শ্ম 1,525 149 ফ্ল 1,453

21 ন্ত্র 1,496 64 দ্দ 1,390 107 দ্ম 1,451 150 ঙ্ক্ষ 1,311

22 ক্র 1,497 65 গ্ন 1,513 108 ক্ব 1,346 151 ণ্ম 1,358

23 ন্ন 1,955 66 জ্ব 1,391 109 ম্র 1,640 152 ঞ্ছ 1,479

24 দ্ধ 1,531 67 ষ্ক 1,378 110 গ্ধ 1,580 153 ম্ফ 1,450

25 ন্ধ 1,538 68 ত্ম 1,595 111 ব্জ 1,542 154 হ্র 1,246

26 ঙ্ক 1,555 69 ড্র 1,462 112 স্ন 1,672 155 1,470

27 ন্ড 1,858 70 ম্ম 1,515 113 ন্দ্ব 1,321 156 ত্রূ 1,099

28 ফ্র 1,698 71 ণ্ট 1,458 114 হ্ম 1,354 157 1,442

29 ম্প 1,502 72 ম্প্র 1,465 115 ঙ্ঘ 1,564 158 শ্রু 1,479
30 স্ক 1,499 73 প্ন 1,384 116 খ্র 1,505 159 দ্রু 1,532

31 জ্ঞ 1,537 74 ন্ম 1,334 117 ত্থ 1,160 160 ঙ্ম 1,360

32 ক্ট 1,442 75 স্ফ 1,394 118 ল্ব 1,518 161 ক্ম 1,418

33 শ্চ 1,499 76 ল্দ 1,418 119 ম্ন 1,425 162 চ্ঞ 1,530

34 ট্র 1,648 77 ত্ত্ব 1,384 120 ঘ্ন 1,284 163 দ্গ 1,386

35 ত্ব 1,453 78 জ্জ 1,514 121 গ্গ 1,040 164 ন্ড্র 1,301

36 ল্ল 1,452 79 ক্ষ্ম 1,478 122 ক্ষ্ণ 1,599 165 ট্ব 1,417

37 ব্র 1,385 80 ষ্ণ 1,499 123 গ্রূ 1,326 166 প্স 1,472

38 ঞ্চ 1,430 81 ন্ব 1,547 124 চ্ছ্ব 1,510 167 ল্ড 1,443

39 ণ্ড 1,563 82 ক্ক 1,449 125 ণ্ণ 1,165 168 ষ্ফ 1,385

40 ক্স 1,336 83 ন্থ 1,492 126 ল্ম 1,465 169 শ্ছ 1,508

41 শ্র 1,361 84 ড্ড 1,487 127 স্র 1,391 170 জ্ঝ 1,448

42 দ্র 1,472 85 ব্ব 1,368 128 ম্ল 1,639 171 স্ট্র 1,296

43 স্প 1,717 86 ন্ট্র 1,501 129 ষ্প্র 1,559

Fig. 4. Sample images of Bangla compound characters of our proposed AIBangla dataset. The dataset contains more than 24, 9911 images on 171 compound
character classes with on average 1, 461 images in per character.



Alphabet Sample Error Images Alphabet Sample Error Images

   ণ ন
ঙ্গ ভ্র
ক্ষ স্ত্র
ত্ম প্ন
ন্ব হ্ম

Fig. 5. Sample images which were discarded during manual screening. 15% of
the total collected samples were removed in this process. Discarded characters
were either misclassified or were not properly written.

identified the coordinates of 130 cells from adjacent pairs
of vertical and horizontal grid lines. These coordinates
were then used to crop the original grayscale image.

C. Error Correction

The extracted character images have been undergone a
rigorous manual screening in order to ensure an error-free
dataset. The following steps illustrate the manual screening:

• Firstly, we carefully examined the extracted images found
after data extraction procedure from scanned images
described in III-B. During this stage, characters which
were improperly extracted or blank or misclassified were
removed.

• After that, these extracted images were grouped into 221
folders according to their classes. Images from each of
these classes were then re-examined by at least three
authors of this paper. Characters which were not properly
written were discarded in this step.

• The entire dataset was evaluated again to discard erro-
neous images which were not filtered out in the previous
two steps.

The above-mentioned rigorous methodologies of manual
screening will definitely ensure dataset quality and correctness
of the labels. Some of the sample discarded images of the
AIBangla dataset are shown in Fig. 5.

IV. CHARACTER RECOGNITION BASELINE

In this section, we describe three leading state-of-the-art
deep convolutional neural network (DCNN) architectures that
were used as a baseline for basic and compound character
recognition on our AIBangla dataset. The section also il-
lustrates the training steps and the performance evaluation
procedures of these networks.

A. Experimental Setup

To evaluate the performance of character recognition we
conducted two experiments on the AIBangla dataset. The first
experiment we performed on this dataset was to recognize
the basic 50 alphabets of Bangla language which includes
11 vowels and 39 consonants. Figure 1 shows the sample
images of those 50 basic characters of the AIBangla dataset.
In our second experiment, we performed recognition of 171
compound characters available in AIBangla dataset. Figure 4
shows sample images of those 171 compound characters. The

TABLE III
EXPERIMENTAL SETUP FOR BASIC AND COMPOUND CHARACTER

RECOGNITION ON AIBANGLA DATASET. TOTAL 80% OF THE RANDOM
SAMPLE IMAGES WERE USED FOR TRAINING, AND FOR VALIDATION AND

TEST PURPOSES 10% IMAGES WERE SET. EXPERIMENTS ON BASIC
CHARACTER RECOGNITION WERE PERFORMED ON 50 BANGLA
ALPHABETS AND COMPOUND CHARACTER RECOGNITION WAS

PERFORMED ON 171 AVAILABLE COMPOUND CHARACTERS ON AIBANGLA
DATASET.

Experiment Total
Class

Total
Samples

Train.
Samples

Val.
Samples

Test
Samples

Basic 50 80, 403 64, 300 8, 053 8, 050

Compound 171 249, 911 199, 900 25, 006 25, 005

dataset was divided into a training and a test set. 80% random
images of each character class were kept for training and 10%
images were kept for validation purposes. Table III shows the
experimental setup.

1) Training: In this experiment, we used the three most
popular state-of-the-art deep convolutional neural network
(DCNN) architectures VGG-16 [10], Resnet-50 [11], and
DenseNet [12] to provide baseline character recognition
on AIBangla dataset. These models have been pretrained
with ImageNet Large Scale Visual Recognition Challenge
(ILSVRC) [13] dataset. We employed Transfer Learning
scheme to use this pretrained model. The last fully connected
(FC) layer has been replaced by a softmax layer of 50 neurons
to classify 50 classes for basic character recognition and by
a softmax layer of 171 neurons to classify 171 classes for
compound character recognition.

All these deep CNN architectures were trained using
Adam [14] optimization algorithm for 200 epochs with a
batch size of 64. We used categorical cross-entropy as our
loss function. The initial learning rate was set to 10−3 and
we reduced it gradually as the training progressed. All the
input images were resized to 224 x 224, with keeping their
aspect-ratio by adding gray-scale padding. We did not use any
data augmentation technique to increase the number of train
samples.

2) Performance Evaluation: Among the three state-of-the-
art DCNN networks, DenseNet [12] shows the best perfor-
mance on the test set of the proposed AIBangla dataset for both
isolated handwritten Bangla basic and compound character
recognition experiment. Table IV shows the comparison of
these networks for both experiments. Figure 6 illustrates the
same comparison with bar chart.

V. CONCLUSIONS

In this paper, a new challenging benchmark dataset for
Bangla isolated handwritten character recognition has been
introduced. This dataset is mainly intended for the comprehen-
sive development of Bangla handwritten character recognition
using modern deep learning-based techniques. In contrast
to existing datasets, our AIBangla dataset provides a large
number of images in all available handwritten basic and
compound characters of Bangla language with a variety of



TABLE IV
COMPARISON AMONG DIFFERENT STATE-OF-THE-ART DCNN IN

ISOLATED HANDWRITTEN BANGLA BASIC AND COMPOUND CHARACTER
RECOGNITION ON THE TEST SET OF PROPOSED AIBANGLA DATASET.

FROM THE COMPARISON, IT IS SEEN THAT AMONG ALL OTHER NETWORKS
DENSENET [12] PROVIDES THE BEST PERFORMANCE ON BOTH BASIC AND

COMPOUND HANDWRITTEN CHARACTER SET.

Methods Basic-50 Character Set Compound-171 Character Set

VGG-16 [10] 96.75 77.82

Resnet-50 [11] 97.02 79.23

DenseNet [12] 98.13 81.83
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Fig. 6. Comparison among different state-of-the-art DCNN methods in both
basic and compound character recognition accuracy on the test set of AIBangla
dataset. DenseNet achieves the best recognition accuracy in both of the
experiment.

variations. This dataset will surely help researchers to develop
handwritten OCR-based applications in one of the widely used
scripts of the world. We also present a baseline character
recognition network for this dataset which shows that the
dataset is challenging for current state-of-the-art character
recognition methods.

We will, in the future, intend to add more images in our
present dataset including Bangla numerals and modifiers from
locations.
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Abstract—Stemming is a preprocessing task for natural 

language processing that involves normalizing inflected words 

representing the same concept of the original word. Steaming 

is a process of text normalization that has many applications. 

There are many techniques for steaming of inflected words for 

different languages but very few works for Bangla word 

steaming. Therefore, stemming Bangla word is a unsolved 

problem.  There are many different situations that can occur in 

Bangla language for word steaming. In this paper, we present a 

rule based algorithm to stem Bangla words. We developed the 

rules for infection detection for verb inflection (বিভক্তি), number 

inflection (িচন), and others. Using our rules, we developed a 

system to find the root word of Bangla words and found good 

performance. Sufficient examples are provided to explain the 

proposed system. 

 
Keywords—stemming, text normalization, root word detection, 

corpus, NLP. 

I. INTRODUCTION  

Stemming is the process for removing the commoner 

morphological and inflectional endings from words. The 

main applications of stemmers are in information retrieval 

and to increase the recall rate of text mining. There are two 

categories of stemming namely rule based and corpus 

based[1].  The rule based stemming removes the suffixes by 

repeatedly replacing another word(s) or null string.  On the 

other hand, the corpus-based system groups the similar sets 

that represent the same concept. Popular stemmers are 

mainly based on rule based system. This is because rule 

based system is faster and does not require any preprocessing 

once the rules are generated. The rule based system that 

encode a large number of language specific rules are 

available only for a few languages. The most popular and 

well known stemming approach for English is a rule-based 

approach namely Porter stemmer [2]. The Porter stemmer 

successively applies rules to convert a word form into its 

base form.  For example, words such as hopelessness will be 

reduced to hope by removing the suffixes ness and less. 

There is no effective and full phase Bangla stemmer yet and 

it is in infant stage[3]. Although there are different kinds of 

the algorithms for different languages for stemming task, but 

there is no efficient algorithm for Bangla stemming. In 

present, there have some works for Bangla word stemming 

but they follow brute force system. And the accuracy of this 

system is poor. For the development of Bangla language in 

Natural Language Understanding(NLU) and Bangla 

Language Processing, stemming of Bengali words is a must.  

Due to the morphological structure of Bangla language,it has 

some difficult issues to design a stemmer. We have proposed 

a better solution for solving this problem. We developed 

some important rules to solve this problem. We have divided 

the words into some categories namely noun, verb, number 

and others.And proposed an algorithm that will perfectly 

stem the Bangla words. We also created an exception set to 

avoid the ambiguity. Our algorithm provides efficiency of 

94% and the efficiency can be improved by increasing the 

terms in the rules. The scheme can be applied to text mining 

for sentiment analysis[4], Parse design[5], Spam filter[6] and 

many others. 

II. RELATED WORKS 

In 1980 “Porter Stemmer” was developed by Martin 

Porter[2]. Porter stemmer defines some rules these rules 

applied in a word for removing suffix. Five steps are 

followed in porter stemmer to stem any word. Several 

stemming algorithms exist for English such as Lovins 

Stemming[7], Praice/Husk[8], Dawson[9] and so on. Porter 

Stemmer is most recognized one that is applied English. 

Some other stemmers for other languages are 

Indonesian[10], Malay[11], Dutch[12], Slovene[13], 

Turkish[14], Latin[15] etc.. There remains some works for 

stemming Bangla words[16][3][17][1]. Bangla is a language 

that is highly inflected. It is commonly inflected with noun, 

verb, adjective. A Light Weight Stemmer for Bengali and its 

use in spell checker proposed in [17]. [16] describes a 

clustering-based approach to discover equivalence classes of 

root words and their morphological variants. Using their 

clustering technique, they define distance measures to 

identify equivalent classes. A design a rule-based stemmer 

for natural language text proposed in [3] using regular 

expressin syntax. They have another one rule-based 

stemmer developed for Hindi and Bengali[1] to measure the 

retrieval effectiveness. 



 

 

III. METHODOLOGY 

The proposed stemming approach follows some rules. These 

rules show how the stemming will be performed. And 

further an algorithm is developed. This algorithm works 

based on the rules. The rules are developed with the 

following general rule. 

 

General rule 

Let α is a part of a string of β (αβ and αβ) . Where β is a 

word and αcan be found at the end of the β. We define the 

general rule for stemming  of the form  

α→ v  

where  α  is replaced by v to get the non inflected form of 

β.If v= ε, then we mean "ε" is an empty string. 

 

Rule for number (বচন) inflection reduction  

The general for of the rule is  

α→ ε . 

For example if β is  ছেলেটি then rule is টি→ ε  where 

"টি"is replaced by ε("ε" is an empty string) to get ছেলে. 

Some possible values of α can be as follows.  
 

টি→ε,[ছেলেটি]ব্যতিক্রেঃতিটিতেটি,ব্ৃটি) 

টি→ε,[ছেলেটি] 

িানা→ε,[িািািানা] 

িাতন→ε,[ব্ইিাতন] 

রা →ε,[পাতিরা] 

গুলো→ε,[আেগুলো] 

গণ →ε,[ছেব্গণ] 

সেূহ→ε,[ব্ৃক্ষসেূহ] 

ব্তে →ε,[পুস্তকাব্তে] 

গুচ্ছ→ε,[কতব্িাগুচ্ছ] 

Therefore, we summarize the number (বচন)inflection 

reduction rules 

Rule 1:  

ব্ৃৃ্ন্দ | েন্ডেী | কুব্জ | পনু্জ | গুচ্ছ | ব্নৃ্দ | সেুেে | সেূহ | ব্গ গ | 

রাতি | আব্তে | িানা | গুতে | রাজি | তনকর | িাতন | তনচে | 

গুলো | োো | যূথ | সকে | ব্তে | ছের | এরা | তেগ | পাে | োে | 

কূে | িা | রা | সব্ | গণ | টি | াান →ε 

 
Rule for bivokti(বিভক্তি )inflection reduction 

The rule for bivokti(বিভক্তি )inflection reduction is α →ε . 

For example if β is করাইthen rule is াাই→ε  where "াাই"  

is replaced by ε to get করাই to কর.Some possible values of 

α can be as follows.   

 

াাে →ε,[করাে] 

াাও→ε,[করাও,পড়াও] 

াাইস→ε,[করাইস] 

াাজচ্ছ →ε,[করাজচ্ছ] 

াাক →ε,[করাক] 

াাও →ε,[করাও] 

াাইস→ε,[করাইস] 

াালেন→ε,[করালেন] 

াাোে→ε,[করাোে] 

াাইলি→ε,[করাইলি] 

াালি→ε,[করালি](ব্যতিক্রেঃ উৎপালি) 

 

Therefore, we summarize the rule for bivokti(তব্ভজি ) 
inflection reduction  as follows. 

 

Rule 2:  

ছাে | তালেে | াাে | াাজচ্ছ | াালেতে | াালচ্ছ | াাতিস | াাোে | 

াালেন | াাইলে | াাইতব্ | াালব্ন | াাইলি | াালিন | াাচ্ছ | 

াাইতে | াািাে | াাইলব্ | াাইব্ | াাতে | াালে | াাউক | াালব্া | 

াাইস | াালো | াালব্ | াাইও | াাইে | াাতব্ | াালি | াালে | াাক | 

াাও | াাইলেতেোে | াাইলিতেলেন | াাইলেতেোে | 

াাইলিজচ্ছস | াাইলিতেস | াাইলেতেলেন | াাইোতেলেন | 

াাইলিতেোে | াাইোতেলে | াাইতিতেতে | াাইলেতেতে | 

াাইোতেতে | াাইলেতেলে | াাজচ্ছোে | াাইলিতেলে | াাজচ্ছলেন 

| াাইলেতেস | াাইলেতেে | াাজচ্ছলে | াাইোতেস | াাইলিলেন 

|াাইোলেন | াাজচ্ছতে | াাজচ্ছস | াাইোতে | াালচ্ছন | াাইলিতে | 

াাইলেতে | াাইোলে | াাইলেলে | াাইলিলে | াাইলিে | াাইলিন 

| াাইলেন | াাইিাে | াাইতিস | াাইলব্ন | াাইোে | াাইলেে | 

াাইোে | তালেলেন | তালেে | তালেতেস | তালেতে | াাইতে | 

ছাাজচ্ছে | তালিতেে | তাোতেলে | ছাতেলেন | ছাতেলে | 

তাোতেতে | ছাতেতে | তালিতেে | তেে | তাোতেলেন | তাোতেতে | 

ছাতেতে | তাোতেোে | তালব্ | তাতব্ | তালব্ | তাো | তালব্ন | ছব্ন | 

তাো | তাস | তালেলেন | তাোতে | াাইে →ε 

 
Others(বিবিধ) 
In this section we present some rules for other inflection 

detection. The rule is of the form  α→ε.For example if β is 

‘শুরুলিই’ then rule is  ছিই→ ε  where "ছিই" is replaced 

by εto get শুরুলিইtoশুরু. Some examples are  

 

ছি→ε,[োড়লি] (ব্যতিক্রেঃহালি,ভালি) 

ছার→ε,[যুলগর] 

ছিই→ε,[শুরুলিই] 

ছি→ε,[ছিোকুতেলি] 

ছার→ε,[ছগৌরলব্র] 

ছি→ε,[তেতিলি] 

িাই→ε,নােিাই] 

Therefore we summarize our rule 3 as. 
 
Rule 3: 

ছি| ছার | ছিই | ছি | ছার | ছি| িাই→ε 



 

 

 
Exception 

We develop an exception list a part of which is shown in 

Table 1 that contains the words that has same suffix with the 

rules we define. These exceptions are not candidate for 

stemming. This is because if we stem these words then they 

will lose their real meaning. These words are root words. 

For example: খ োটো,যোরো,তোরো. Although ‘টো’ is a suffix in rule 

1, but it is not suffix in the word ‘খ োটো’. Another situation 

occurs for exception is that ‘the whole word’ i.e. (α=β) for 

general rule. For example ‘ব্তে’, ‘গুচ্ছ’ can be a single word 

instead of suffix and this should not be stemmed.   
 

Table 1: Exception list for not to stemming. 

Exception  

ক্লাস ,তেলে, িাসন , পতরচে, আোলের, নিুন ,িালের 

,ছথলক, এলের, িারা ,যারা, সন্ধান, োর ,পালর ,তেলি, 

েরকার ,তিটিতেটি, তনলে ,ছিা োঁিা  

 
 
 
 

Table 2: Others stemming rules 

বিবিধ (Example) 

ঠল →  ঠ (উঠল) 

টাই→ε(পাাঁচটাই) 

ইতেবি--

>ε(করাইতেবি) 

ও →ε(আমারও) 

রতল →র(করতল) 

য়ে →ε(পাতে) 

য়র →র(কতর) 

ড়াতে-->ড়(পড়াতে) 

য়েই-->ε(শুরুতেই) 

মার-->মা(প্রবেমার) 

য়ে →ে(ভাতে) 

দ্দর →দ্দ(িরাদ্দর) 

 

রতি →র(করতি) 

য়ের →ে(তেতের) 

য়ে →ে(িতে) 

য়লম →ε(শুেতলম) 

য়ের →ে(বিসেজতের) 

য়ে →ে(তেে) 

য়ে →ে(কতে) 

লায় →লা(মামলাে) 

মতয় →ময(়সমতে) 

য় র →ε(য় ৌরতির) 

য়লর →ল(সেতলর) 

লতে →ল(চলতে) 

য়প →প(মাতপ) 

 

য়লর →ল(কমতলর) 

য় রই →ε(পতরই) 

য়রর →র(কিতরর) 

টার →ε(েলটার) 

েীর →েী(ধরেীর) 

য় বি →ε(কতরবি) 

য়ড় →ড়(পতড়) 

য়ের-->ε(পবরিারতের) 

বে →ে (তেবে) 

য় তধতি→ 

 াধ(য়িতধতি) 

োর → ো(রাস্তার) 

িার→ε(িাাঁধিার) 

 

 

Algorithm1:  

⊲/*An algorithm to remove all possible suffixes from a 

word*/ 

 

 Input: st: String of Bangla sentence having n words 

 

Output: A sentence with stemming word 

 

BanglaStemmer()  

Begin 

Word[i]←Tokenize (st)/* i=1 to n */ 

Word[i]←Remove stop word from the Word[i] 

/* i=1 to n */ 

for i←  1 to n do{ 

α ← NULL; 

       l ← length(word[i]) 

 

for j ← ( l-1) down to0 do 

α← word[i] 

     if(strcmp(α, NotSteamed_suffix)==0) break; 

    if(strcmp(α, Bochon_suffix)==0){ 

     stem[i] = trim(word[i], α); 

                        // removes α from the end of  string 

     break; 

   } 

     if(strcmp(α, Bivokti_suffix)==0){ 

     stem[i] = trim(word[i], α);  

                        // removes α from the end of  string 

     break; 

   } 

     if(strcmp(α, Other_suffix)==0){ 

     steam[i] = trim(word[i], α);  

                        // removes α from the end of  string 

     break; 

   } 

} // for j 

}// for i 

end. 

 
After avoiding the exceptions shown in Table 1 we 
create another rule of the form α → γ, where  α  is 

replaced by γ to set  the non inflected word. For example খে 
is replaced by ে. Some examples are,  
ছির→ি,[ছিলির] 

তি→ি, [ছেতি] 

াার→াা,[ব্া োঁধব্ার] 

ছনর→ন,[আেিলনর] 

িার →িা,[ছেব্িার] 

ছনর→ন,[তব্সিগলনর] 

িার → িা,[রাস্তার] 

ছপ → প,[োলপ] 

াার → াা,[প্রতিোর] 

 

Table 2 summarizes the rule for (তব্তব্ধ) some other 
stemming rules for called rule 4. Using the rules defined 

above, we developed an algorithm for Bangla stemmer as 

shown in Algorithm 1.   

IV. RESULTS  

For checking accuracy we have taken a part of the famous 

novel by Rabindronath Thakur "ছযাগালযাগ" as data set. 

Table 3 shows the accuracy test using the confusion Matrix.  

Table 3 shows promising results.  The results can be found 



 

 

in [18].Same as we have taken another article from [19] and 

Table 3 shows promising results. 

 

 

. 

Table 3: Accuracy Calculation 

Data 

Set 

Target 

to 

stem 

Truly 

Stemmed 

Falsely 

Stemmed 

Not 

Stemmed 

Accuracy 

D1 172 162 5 5 94.35% 

D2 305 271 26 8 91.47% 

 

V. CONCLUSION 

We developed a rule based algorithm for Bangla 

stemmer. The approach is general and can be applied to any 

words. We create rules as well as exception list for word to 

stemming. The exception list makes the stemmer algorithm 

to work correctly and to produce good performance avoiding 

the ambiguity. We found good results in the experimental 

results. The approach can be made more powerful and 

accurate by increasing the terms in the rules for substituting 

α. This is a part of an ongoing work. We plan to make a 

parallel version of the algorithm to improve the response 

time of the algorithm. 
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Abstract— This paper presents a profile-based approach 

utilizing supervised learning methods to identify the lyricist of 

Bangla songs written by two legendary poets & novelist Kazi 

Nazrul Islam and Rabindranath Tagore. The problem 

statement for this paper could be considered as authorship 

attribution using stylometric features on Bangla lyrics. We have 

utilized the BanglaMusicStylo dataset, which consists of 856 and 

620 songs of Rabindranath Tagore and Kazi Nazrul Islam, 

respectively. The traditional authorship attribution works 

found in the literature are based on the novels written by the 

authors, not Bangla song lyrics. Using the Bangla song lyrics 

made it a challenging task, as the word choices made by the 

authors in songs depends on the rhythms, completeness, 

situation and many more.  In this paper, we have tried to fusion 

different types of stylometric features, such as lexical, 

structural, stylistic etc. For experimentation, we have designed 

the prediction model based on supervised learning exploiting 

Naïve Bayes (NB), Simple Logistic Regression (SLR), Decision 

Tree (DT), Support Vector Machine (SVM), and Multilayer 

Perceptron (MLP). The experimental model consists of several 

steps including data pre-processing, feature extraction, data 

processing, and classification model. After performance 

evaluation, we have got approximately 86.29% accuracy from 

SLR, which is quite satisfactory. 

Keywords—Authorship Attribution, Linguistic Feature, 

Stylometric Features, BanglaMusicStylo Dataset, Supervised 

Learning. 

I. INTRODUCTION 

 Bangla music industry is producing huge number of songs 
and lyrics of these songs could eventually become an 
interesting source for natural language processing. The 
collection of Bangla song lyrics as a dataset is very rare to find 
in the literature. Formalizing a dataset to apply different 
natural language processing algorithms such as sentiment 
analysis, emotional state detection from the song lyrics, genre 
identification, and authorship attribution could be a wide area 
of research. With the textual data on the hand, different types 
of features could be extracted from these special types of texts. 
Linguistic, psycholinguistic and/or open vocabulary features 
could be extracted from these textual data and could be 
utilized to enhance and adopt a machine learning-based 
approach for finding a solution to the above-mentioned natural 
language processing problems. We are considering song lyrics 
as special type of text, as lyrics are written by poets or artists 
and the written form has different vibes and rhythms. The 
word choices of the lyricists depends on various components 
such as rhythms, completeness, situation and many more. 

Understanding the vocabulary of the lyricist is quite a 
complicated task. Therefore, it leads to a challenging task to 
identify the author of the song.  

Authorship Attribution [1, 2] is the problem in natural 
language processing which defined as to find if a given text is 
authored by a specific writer or not. On the basis of 
handwritten data [3] or the electronic documents [4] extracting 
relevant features to distinguish between several authors are 
performed in literature. The traditional speaker detection from 
voice inputs is also investigated by G.D. Brown in [5]. Using 
the independent component analysis method, the traditional 
cocktail party problem could be solved. Hence, in the context 
of natural language processing, while compiling the textual 
data, several types of features are investigated in the literature. 
Using the Term Frequency-Inverse Document Frequency 
(TF-IDF) [6] or type-token ratio [7] measurements, authorship 
identification method had been adopted. In this paper, we have 
tried to utilize the stylometric features to investigate the 
efficiency of them for this particular problem using the song 
lyrics. 

BanglaMusicStylo, is a stylometric dataset of Bangla song 
lyrics of 211 different lyricists [8]. This dataset contains over 
2000 Bangla song lyrics having 224,342 words. Based on 
keyword-based meta searching using the name of the lyricist, 
title of the songs, genre and emotional words, these song lyrics 
are digitally archived. As described in [8], this dataset could 
be utilized for authorship attribution, linguistic forensics, 
genre classification, vandalism detection, and emotion-based 
classification. This unique and resourceful dataset is utilized 
in this paper for identifying different lyricists. Among the 211 
Bangla lyricists, we have worked on two most popular poets 
of Bangla literature Kazi Nazrul Islam and Rabindranath 
Tagore. This stylometric dataset would be the best possible 
resource to find the stylometric features from the lyrics. 
Therefore, determining the stylometric features for this 
problem and extracting them from lyrics, we find lexical or 
character-based features, word-based features, stylistic 
features, and structural features. In this paper, we try to fusion 
these features and find the most relevant features for each of 
the lyricists using feature selection or attribute selection 
algorithms.  

In this paper, we have used the textual resources of 

BanglaMusicStylo dataset and try to model a supervised 

learning system for identifying lyricists. Another contribution 

to the knowledge is to comprise the stylometric features, 

which are used in many application such as email spam 

detection, emotion detection etc. 
978-1-7281-5242-4/19 ©2019 IEEE 

International Conference on Bangla Speech and Language Processing (ICBSLP), 27-28 September, 2019 



 

 

Fig. 1. Proposed Methodology for identifying lyricist from Bangla song lyrics.

II. RELATED WORKS 

In this section, we have discussed the several related works 
of the problem statement of this paper found in the literature. 
We have tried to present the contribution of the authors as well 
as the methods or features adopted for their works. 

In [7], M. T. Hossain et al. presented a stylometric analysis 
on Bengali literature for authorship attribution of six 
Bangladeshi columnists. They have used the most frequent 
words, modified word frequency, distribution of some 
common Bengali words, the spelling of particular words, Bi-
grams, Type-Token Ratio (TTR), word & sentence lengths as 
a feature of the system and cosine similarity as measurement. 
N-gram and Naïve Bayes based approach has been presented 
in [9] which has reported around 95% accuracy for three 
Bangladeshi novelists of novel data namely Humayun 
Ahmed, Rabindranath Tagore and Shamsur Rahman. 

From the nominal and verbal chunks of Bengali language, 
Hidden Markov Model (HMM) has been applied including the 
trigram pattern in [10]. They conducted the experiments 
choosing 15 authors and encoded their literature using UTF-8 
encoding training around 50,000 chunks, which reports an 
accuracy of around 90%. A new corpus containing 3,000 
passages authored by three Bengali authors Rabindranath 
Tagore, Sarat Chandra Chattopadhyay and Bankim Chandra 
Chattopadhyay are presented in [11]. N-gram based features 
are extracted and feature selection, the ranking has been 
reported in their work. N-gram based models are widely used 
for authorship attribution as they are reported by several 
researchers in [11-13]. A fusion of n-gram and Naïve Bayes 
algorithm has shown better accuracy as reported in [9]. A 
comparative analysis with several methods from literature has 
been presented by D. M. Anisuzzaman et al. in [9] for novel 
texts.A graph based approach has been presented in [14] by T. 
Chakraborty. Describing the limitations of textual features 
like TF-IDF and TTR, they have adopted and proposed three 
graph based approaches considering the interaction of 
character sequences, phraseological patterns and structure of 
the sentences in the document to construct the graphs. The 
graph based models are n-gram based character model 
(NBCM), Chunk based Model (CBM) and Structure based 
Model (SBM) has reported approximately 95% accuracy. 
Hence, the adaptability of this model for song lyrics is still a 
research question.  

N. V. G. Raju et al. [15] has proposed an author based rank 
vector coordinates (ARVC) model. They have utilized the 
query vector and ARVC for determining the cosine similarity 
values and the proposed model takes decision from the six 
different classifiers applied.  

The literature shows quite satisfactory works using the 
novels or Bangla texts, but not for the Bangla song lyrics. To 
fill up this gap, we have experimented on song lyrics of two 
legendary poets and lyricists of Bangladesh. Again, for 
authorship attribution from Bangla lyrics, from our 
knowledge, there is no work presented in literature. To the 

best of our knowledge, we are the first to analyze the Bangla 
lyrics data.  

III. PROPOSED METHODOLOGY 

This section illustrates the proposed methodology of this 
paper, as shown in Fig. 1. We have proposed the method using 
training-testing based approach applying supervised learning 
classification models. The process takes several steps 
including data pre-preprocessing, stylometric feature 
extraction, and classification models to identify the lyricist.  

A. Bangla Song Lyrics from BanglaMusicStylo 

For our experimentation, we have utilized the 
BanglaMusicStylo dataset [8]. For our work, we have used 
only the lyrics of Kazi Nazrul Islam and Rabindranath Tagore. 
The statistical properties of this dataset is shown in Table I. 
Therefore, we have worked with total 1476 songs and 96,030 
words.  

TABLE I.  STATISTICAL PROPERTIES OF BANGLAMUSICSTYLO 

Properties Values 

No. of Authors 211 

Total No. of Songs 2284 

Avg. songs per author 13.38389 

Avg. words per author 1063.2323 

No. of Rabindranath Tagore Songs 856 

No. of Words in Rabindranath 
Tagore Songs 

52,784 

No. of Kazi Nazrul Islam Songs 620 

No. of Words in Kazi Nazrul 
Islam Songs 

43,246 

 

B. Data Pre-processing 

Before stepping into feature extraction, we have applied 
pre-processing on the raw song lyrics. The removal of 
unnecessary words such as chorus, verse and some digits 
indicating the repetition of the particular lyrics. As these 
words does not included in the lyrics, but are written for better 
understanding of the singer, we have ignored them. The data 
processing steps are implemented using python NLTK [16] 
package. The same step is applied on each and every songs of 
both the lyricists. The less impact of these unnecessary tags 
are also reported while finding the emotional and language 
tones [17] and lyrics based title recommendations [18] from 
English song lyrics.   

C. Stylometric Feature Extraction 

One of the main contribution of this paper is to analyze the 
effect of using different categories of stylometric features. For 
our experimentation, we have extracted several types of 
stylometric features including word-level features, character-
level features, structural features and stylistic features. The 
total 86 features are classified into four categories, which are 
listed in Table II. 

Bangla Song 
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TABLE II.  STYLOMETRIC FEATURES FOR LYRICIST IDENTIFICATION 

Feature 
Number 

Description of 
Feature 

Feature 
Number 

Description of 
Feature 

Character-level Features Word-level Features 

F1 Total No. of 
Character 

F63 Total No. of words 

F2 Total No. of 
Letter 

F64 No. of words more 
than 6 character 

F3 No. of 
Whitespace 

F65 No. of words with 1 
character 

F4 No. of Tab 
space 

F66- F77 
 

No. of words with 2 
character, 3 

character…up to 12 
character 

F5 No. of Special 
Character 

F78 No. of words 
more than 12 

character 

F6 No. of single 
quote 

Structural Features 

F7-F12 No. of comma, 
colon, 

semicolon, full 
stop, question 

mark and 
exclamation sign 

F79 Total no. of line 

F80 Total no. of sentences 

F81 Avg. no. of letter per 
word 

F13-F23 All 11 
Shoroborno 

F82 Avg. no. of character 
per word 

F24-62 All 39 
Banjonborno 

Stylistic Features 

F83 No. of short words 

F84 Hapax leomena 

F85 Hapax disleomena 

F86 Yulie’s K 
 

The stylometric features are divided into four parts: 
character-level features, word-level features, structural 
features and stylistic features. It is to be mentioned that, all 
these four category of features are determined from each of 
the song lyrics and are extracted as numeric values.  

62 Character-level features are extracted including the 
unique number of the shorobonrno (11) and banjonborno (39), 
the punctuation symbols separately. The 16 word-level 
features are length based as no. of words with 1 character or 
no. of words with more than 12 characters. These types of 
unique features are adopted in natural language processing for 
different purposed. Therefore, it encouraged us to use them as 
effective features for lyricist identification.  

Structural features are depending on the structure of the 
sentences used in the lyrics, such as total no. of lines in the 
song, no. of sentences, average no. of letters or character per 
word. The stylistic features are evidentially used for spam 
detection, plagiarism detection in literature. Hence, the effect 
of short words, Hapax leomena, Hapax disleomena and 
Yulie’s K coefficient carries significant impact to the feature 
extractions, which has been reflected in the experiment 
analysis. These four category of stylometric features are tested 
separately for understanding the impact of using these features 
for authorship attribution, which is the main contribution to 
the knowledge, of this paper.  

D. Classification Model 

In this paper, for the experimentation of lyricist 
identification, we have applied four different traditional 

classifiers and try to establish a comparative analysis using the 
classic performance evaluators such as precision, recall, f-
measure, accuracy and ROC values. The classifier used are 
Naïve Bayes (NB) [19], Simple Logistic Regression (SLR) 
[20], Decision Tree (DT) [21], Support Vector Machine 
(SVM) [22], and Multilayer Perceptron (MLP) [23]. We have 
tried to cover different types of classifiers such as probabilistic 
approach, tree-based, regression-based, vector-based and 
neural network based classifiers.  

IV. EXPERIMENTAL ANALYSIS 

For experimentation, we have used Weka [24] tool for 
applying a supervised learning based model and utilizing the 
traditional classifiers. As the focus is on the stylometric 
features, we try to create different scenarios based on the 
features applied to the model. In Table III, the combinations 
are illustrated. For each case, we have applied the model in 
10-fold cross-validation.  

TABLE III.  ACCURACY MEASURES OF CLASSIFIERS FOR DIFFERENT 

FEATURE COMBINATIONS 

Feature 
Combinations 

Classifiers 

NB DT SLR SVM MLP 

Character-
level features 

69.31% 73.73% 82.56% 78.48% 75.08% 

Word-level 
features 

60.35% 58.25% 62.67% 60.08% 61.98% 

Structural 
features 

46.64% 72.24% 59.81% 58.05% 58.59% 

Stylistic 
features 

65.72% 67.28% 69.59% 64.56% 68.64% 

All features 72.85% 74.61% 86.29% 82.21% 72.84% 

 

 Using all the features together, we get the highest accuracy 
for the proposed system. From Table III, we can see, features 
separately cannot provide better accuracy, which is achieved 
by incorporating all the features together. The idea of adding 
more feature, better accuracy works for this experiment. 
Another observation is regarding SLR which gives better 
accuracy (86.29%) than any other classifiers for each of the 
scenario. The more we have added the number of features, 
SLR performs better. Table IV demonstrates the performance 
metrics for all the features through precision, recall, f-measure 
and Receiver operating characteristic (ROC) value. The Fig. 2 
demonstrates the curves for each of the classifiers.  

TABLE IV.  PERFORMANCE METRICS OF CLASSIFIERS FOR ALL 

FEATURE COMBINATION 

Classifiers Performance Metrics 

Precision Recall F1-score ROC value 

NB 0.740 0.728 0.714 0.816 

DT 0.745 0.746 0.746 0.735 

MLP 0.727 0.728 0.723 0.779 

SVM 0.830 0.822 0.817 0.801 

SLR 0.864 0.863 0.861 0.928 

 



 

 
NB 

 
DT 

 
SVM 

 
MLP 

 
SLR 

 

Fig. 2. Receiver operating characteristic (ROC) curves for classifiers.

 In our experiment, the problem is defined as two-class 
classification problem where the classes are of very different 
sizes, we have measured (using equation 1) the Matthews 
Correlation Coefficient (MCC) [25] which is more 
informative than other confusion matrix measures because of 
balance ratio of True Positive (TP), True Negative (TN), False 
Positive (FP) and False Negative (FN). 

             𝑀𝐶𝐶 =  
𝑇𝑃 𝑋 𝑇𝑁−𝐹𝑃 𝑋 𝐹𝑁

√(𝑇𝑃+𝐹𝑃)(𝑇𝑃+𝐹𝑁)(𝑇𝑁+𝐹𝑃)(𝑇𝑁+𝐹𝑁)
          …..(1) 

 

 

Fig. 3. MCC values for five different classifiers. 

V. CONCLUSION 

In this paper, we have presented the feature fusion of 
stylometric features, which is first time applied on such 
problem. The proposed process achieved quite satisfactory 
result for identifying lyricist from song lyrics. The presented 
supervised learning approach combines four category of 
features into the system and achieves higher accuracy 
(86.29% using SLR).  
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Abstract—Handwritten character recognition is a challenging 
task in OCR and for a cursive and complex character set like 
Bangla, it is even harder to implement. Many researchers have 
proposed different methods for recognizing Bangla 
Handwritten character set. It is done through analyzing the 
structure of the characters or through some machine learning 
process. This paper represents an analysis and overview of the 
existing methods for recognizing handwritten basic and 
compound characters. Methods, success rate, limitations and 
future scope has been mentioned in this paper. The purpose of 
this paper is to find out the fields in which the systems 
necessitate improvement and contribute to establish an ideal 
Bangla Handwritten Character Recognition System. 

Keywords—Handwritten character recognition, Bangla, 
dataset, accuracy, samples.  

I. INTRODUCTION 

OCR is a very useful tool in various applications like 
natural language processing, automatic text entry, automatic 
reading of characters etc. Bangla characters are complex in 
shape, very similar and some of them can be written in 
multiple form. Total number of Bangla basic & compound 
characters are too many. Handwritten characters also depend 
on the writer’s mood, writing style, quality of pen and paper 
etc. That is why recognizing Bangla handwritten characters 
are still considered as one of the biggest challenges for 
Bangla OCR system. 

In the last 2 decades a lot of work has been carried 
out for Bangla handwritten character recognition. Several 
image processing, machine learning methods are also 
proposed & some of them also showed satisfactory result. 
This paper aims at presenting an analysis on the research 
procedures of handwritten Bangla character has evolved over 
decades. We have discussed some of the works related to 
recognition of handwritten Bangla. We have compared 
between the existing methods which are related, highlighted 
the shortcomings and tried to find out some research scopes 
in this area.  

II. THE BANGLA SCRIPT 

 Bangla has 50 basic letters. Among them, there are 11 
vowels & 39 consonants. Bangla is rich in compound 

characters. There are more than 300 compound letters. They 
are made up of two or more basic letters. There are 10 
modifiers & 10 numeric characters also. Bangla script also 
used in some other languages such as Meithei and Bhisnupriya 
Manipuri along with Bengali. Samples of some handwritten 
Bangla characters are shown in Figure 1.  

 

Figure 1:Some Bangla Handwritten Basic & Compound Character 

III. DATABASE 

U. Bhattacharya and B. B. Chaudhuri[10] collected 12938 
Bangla numerals written by 556 persons. These characters 
were collected from postal mails, job applications and a set 
of documents. A data collection form was also created. 
N.Das[9] et al. created a database of handwritten Bangla 
compound characters which is available as CMATERdb 
3.1.3.3[9]. They collected 55,278 isolated character images, 
which is of 171 character classes. Biswas et al.[13] created a 
dataset of 166,105 square images which are of 84 different 
classes(50 basic, 10 numerals and 32 compound 
characters).This is known as Banglalekha-isolated[13] 
database. Rabby A.K.M.S.A. et al.[17] created a database of 
367,018 character instances which is known as Ekush[17] 
database. This database has 122-character classes(50 basic,10 
modifiers,10 numerals,52 compound). It is the largest 
database till now for Bangla characters. 

TABLE I:  COMPARISON OF DIFFERENT BANGLA CHARACTER 

DATABASE 

Database No. of 
classes 

Total no. of. Images 

U. Bhattacharya et al.[10] 10 12938 
CMATERdb 3.1.3.3 [9] 172 55,278 

Banglalekha-Isolated [13] 82 1,66,105 
Ekush [17] 122 3,67,018 

 



IV. EXISTING BANGLA HANDWRITTEN CHARACTER 

RECOGNITION TECHNIQUES 

Bangla Handwritten Character Recognition 
(BHCR) system can be broken down into some segments: 
image acquisition, preprocessing, feature extraction, 
classification & post processing. Image isolation, noise 
reduction, labelling are done in image preprocessing. Then 
the image is given as input to different feature extractor. 
Later, different classifier such as CNN, MLP, SVM etc. are 
used to classify the image. A basic architecture of 
handwritten character recognition system is described in 
figure 2.  

 
Figure 2:Basic Architecture of a Handwritten Character 

Recognition System 

A. SVM,MLP & ANN Based methods  

Researchers have used several methods for feature 
extraction such as stroke, convex hull, distance based, quad 
tree based etc.  and then classified using MLP, SVM or ANN. 
Due to change in feature set & technique, they have achieved 
different recognition accuracy. 

Nibaran Das et al (2014) [1] proposed a convex hull-
based feature extraction (125 features) method to classify 50 
basic characters and 10 numerals. MLP with one hidden layer 
was chosen for the classification purpose. This method 
achieved 76.86% & 99.45% accuracy in handwritten basic 
character & numerals recognition respectively. 

 Subhadip Basu et al. (2009) [2] proposed a method 
where characters were extracted from word segmentation. A 
new feature descriptor (76 features) was also designed.  

Nibaran Das et al. (2009) [3] also proposed another 
feature set containing 132 features were used. Modified 
shadow features, quad tree based longest run feature, 
distance-based features, octant and centroid features were 
included in feature set. Classification was done with MLP in 
both of the cases. Accuracy improved from 75.05% to 
85.40% on 50 basic character classes. 

 T.K.Bhowmik et al. (2009) [4] proposed a SVM 
based method. They used RBF, MLP & SVM to classify 45 
basic character classes. In this method, image is first 
classified into a group and then the actual class is identified. 
This three different two stage hierarchical architecture proved 
to be more effective than SVM.  

Nibaran Das et al (2010) [5] proposed a method 
where they classified 50 basic and 43 compound characters. 
They used shadow, quad tree and longest tree feature set. 
They proposed two methods: one with single layer MLP and 
other one with SVM classifier. Learning rate was 0.8 and 
momentum term was 0.7 in MLP classifier. Reported 
accuracy using MLP is 79.255 and SVM is 81.40%. 

U. Bhattacharya et al (2012) [6] proposed a two-
stage method where they acquired an accuracy of 95.8% on 
50 Bangla basic characters. They used modified quadratic 

discriminant function (MQDF) to find out the confused pairs 
and later used a 3-layer MLP with 15 hidden neurons.  

K. L. Kabir et al. (2015) [7] proposed a method 
where different projection-based features such as left 
projection features, right projection features, quadratic 
feature algorithm etc. were tested with Quad tree-based 
features, longest run feature, Octant centroid feature and then 
classified with ANN. When they used 3 projection-based 
features set they got the highest accuracy. The accuracy 
increased as the number of features were increased. Their 
three-projection based feature set achieved an accuracy of 
84.15%.  

R. Sarkhel et al. (2015) [8] introduced a region 
sampling based method. This method selects the regions 
which contains the most discriminating features of image that 
describe the character. They have used CMATERdb[9] 
database and the SVM classifier with RBF kernel. A harmony 
search-based method was used in this recognition system. 
They achieved accuracy on Bangla basic characters are 
86.533%, for Bangla compound character-set 78.3803% and 
for mixed character-set 72.8753%.  

Nibaran Das et al (2014) [1] proposed a method 
where only basic characters & numerals were recognized and 
the acquired accuracy was too low. A different feature set 
could achieve a better output. Nibaran Das et al (2014) [3] 
and T.K.Bhowmik et al. (2009) [4] recognized only basic 
characters, dataset was not rich and accuracy was not 
satisfactory. Nibaran Das et al (2010) [5] was able to classify 
43 compound characters but couldn’t achieve good accuracy 
and database was weak. U. Bhattacharya et al (2012) [6] & 
K. L. Kabir et al. (2015) [7] proposed recognition methods 
for 50-60 characters only. Performance of this method in 
larger dataset and large number of classes is uncertain. R. 
Sarkhel et al. (2015) recognized a large number of classes but 
this method did not achieve high accuracy for compound 
character recognition.   

A brief comparison of SVM, MLP and ANN based 
methods are demonstrated in TABLE I. 

TABLE II:  COMPARISON OF DIFFERENT SVM,MLP,ANN BASED BANGLA 

HANDWRITTEN CHARACTER RECOGNITION METHODS 

Authors Method Used 
Dataset 

 classes Reported 
accuracy

Nibaran Das 
et al. (2009) 
[3] 

Feature 
set (132 
features) 
and MLP

10000 
samples 

50 basic 
characters 

Test set: 
85.40% 

T.K. 
Bhowmik et 
al. (2009) [4]

RBF, 
MLP and 
SVM

27,000 
samples 

45 basic 
characters 

Test set: 
89.22% 
(highest)

Nibaran Das 
et al. (2010) 
[5] 

MLP and 
SVM 

19,765 
samples 

50 basic 
and 43 
compound 
characters 

MLP: 79.25% 
SVM: 80.51% 

U. 
Bhattacharya 
et al. (2012) 
[6] 

MQDF 
and MLP 

37,858 
samples 

50 basic 
characters 

Test set: 
95.8% 

Nibaran Das 
et al. (2014) 
[1] 

Convex 
hull-based 
feature 
extraction, 
MLP 

12,000 
numerals 
10,000 
character
s 

50 basic 
characters 
and 10 
numerals 

Basic: 76.86% 
Numerals: 
99.45% 

K. L. Kabir 
et al. (2015) 
[7] 

Projection 
based 
features, 
ANN  

ISI [10] 60 
characters 

Test set: 
84.15% 



R. Sarkhel et 
al. (2015) [8] 

Region 
Sampling, 
SVM 

CMATE
Rdb[9] 

231 
characters 

Basic:86.53%, 
Compound 
78.38% 
Mixed-
72.87%. 

 

B. CNN Based Methods 

CNN is one of the most popular method for image 
recognition. It consists of convolutional layer, pooling layer, 
fully connected layer and some activation functions. 
Researchers have proposed several CNN based method for 
BHCR. Figure 3 demonstrates a basic architecture of CNN. 

 
Figure 3: A basic CNN architecture 

Md. Mahbubar Rahman et al. (2015) [11] proposed 
a CNN based method for BHCR.Two convolutional layers 
with 5×5 kernel, two subsampling layers with 2×2 averaging 
area , input and output layers were used for classifying 50 
handwritten Bangla basic characters. Input layer had 784 
neurons and output layer had 50 neurons each for a class. 
Reported testing accuracy: 85.36%, training accuracy: 
94.55%.  

M. A. R. Alif et al. (2017) [12] used a modified 
Resnet architecture to recognize Bangla handwritten 
characters. They have used dropout layers and Adam 
optimizer to improve performance of existing Resnet 
architecture. They have also provided a comparison among 
other architecture using Banlalekha-Isolated [13] database & 
CMATERdb[9]. Reported maximum accuracy is 95.18%.  

Saikot Roy et al. (2017) [14] proposed a layer wise 
training deep neural network method for classifying 
compound Bangla handwritten characters. They also 
proposed to use RMSProp optimization algorithm which can 
achieve faster convergence. They achieved 90.33% accuracy 
in classifying 173 classes of CMATERdb[9]. 

A. Ashiquzzaman et al. (2017) [15] proposed a CNN 
method where dropouts were used to reduce overfitting 
problem and ELU filter was used to reduce gradient 
vanishing problem to classify 171 compound character 
classes. They used CMATERdb 3.1.3.3[9] as their database. 
They achieved 93.68% accuracy in recognizing 171 distinct 
compound character.  

Akm Shahariar Azad Rabby et al. (2018) [16] 
proposed a CNN architecture which contains 22 layers for 
recognizing 122 Bangla handwritten character classes. They 
used Ekushdb[17] for testing and training and 
CMATERdb[9] for cross validation. Reported accuracy: 
97.73% (Ekushdb), 95.01% (CMATERdb).  

Akm Shahariar Azad Rabby et al. (2018) [18] 
proposed a 13 layered CNN with dropout layers. Dropout 
layers were used to reduce overfitting. Adam optimizer also 
used in this model. They tested this model on 3 different 
databases.  

Md Zahangir Alom et al. (2018) [19] evaluated 
performance on different state-of-the-art DCNN model 
(VGG-net, DenseNet, ALL-Conv, ConvNet, ResNet). They 
had tested the model on CMATERdb[2] and got finest 
accuracy using DenseNet. 

 Sourajit Saha et al. (2018) [20] proposed a DCNN 
method where divide & conquer and path finder method was 
used to extract necessary info in every layer. Banglalekha-
Isolated [13] database was used. They proposed a method 
which can manage a variable number of filters without adding 
load of parameters. They have actually altered 
GOOGLENET. This method acquired different accuracy 
varying in different models. The reported highest accuracy is 
of 97.21%. 

 A. Fardous et al. (2019) [21] proposed a CNN 
architecture consisting of 8 convolutional layer, 4 pooling 
layer, 2 fully connected layer & Relu activation function to 
classify 171 compound characters. Relu introduced non 
linearity & dropout reduced overfitting. 95.5% accuracy was 
reported using this method.  

Md. Mahbubar Rahman et al. (2015) [11] and Akm 
Shahariar Azad Rabby et al. (2018) [18] proposed CNN based 
architecture which recognized only basic handwritten 
characters. These methods achieved high accuracy. M. A. R. 
Alif et al. (2017) [12] and Akm Shahariar Azad Rabby et al. 
(2018) [18] proposed a system which was validated by more 
than one database and in all the databases, these methods 
achieved remarkable accuracy though they classified large 
number of classes. Md Zahangir Alom et al. (2018) [19] 
stated a state of art deep CNN architecture where it classified 
only basic characters and numerals. 

A brief comparison of CNN based methods are 
demonstrated in TABLE II. 

TABLE III:  COMPARISON OF DIFFERENT CNN BASED BANGLA 

HANDWRITTEN CHARACTER RECOGNITION METHODS 

Authors Method Used 
Dataset 

 classes Reported 
accuracy 

Mahbubar 
Rahman et 
al. (2015) 
[11] 

CNN 20,000 
samples 

50 basic 
characters 

Training set: 
94.55% 
Test set: 
85.36% 

M. A. R. 
Alif et al. 
(2017) [12] 

Modifie
d  
Resnet 

Banglalekh
a-Isolated 
[13] & 
CMATERd
b [9] 

84(Bangla
lekha-
Isolated) 
231(CMA
TERdb) 

Proposed 
ResNet18: 
95.10% 
ResNet18: 
94.52%, 
ResNet34: 
94.59% 

A.Ashiquzz
aman et al. 
(2017) [15] 

CNN CMATERd
b [9] 

171 
compound 
character 
classes 

Testing set: 
93.68% 

Saikot Roy 
et al. 
(2017) [14] 

DCNN CMATERd
b [9] 

173 
compound 
characters 

Test set: 
90.33% 

Akm 
Shahariar 
Azad 
Rabby et al. 
(2018) [16] 

CNN Ekushdb 
[17] & 
CMATERd
b[9]  

122(50 
basic,52 
compound
,10 
numerals, 
10 
modifiers) 

Ekushdb: 
97.73% 
CMATERdb: 
95.01% 

Akm 
Shahariar 
Azad 
Rabby et al. 
(2018) [18] 

CNN CMATERd
b[9], 
ISI[10], 
BanglaLek

50 basic 
characters 

CMATERdb: 
98% 
ISI:96.81% 
BanglaLekhaI
solated:95.7% 



ha-
Isolated[13] 

Mixed: 
96.40% 

Md 
Zahangir 
Alom et al. 
(2018) [19] 

DCNN CMATERd
b[9] 

73 
characters  

DenseNet: 
Alphabet: 
98.31% 
Numerals: 
99.13% 

Sourajit 
Saha et al. 
(2018) [20] 

DCNN Banglalekh
a-Isolated 
[13] 

84 
characters 

Test set: 
97.21%. 

A. Fardous 
et al. (2019) 
[21] 

CNN CMATERd
b [9] 

171 
compound 
character 
classes 

Testing set: 
95.5% 

 

C. Other exixsting methods 

S. K. Parui et al. (2008) [22] applied a hidden Markov 
model. They tried a stroke-based recognition technique. A 
distinct HMM was used for each stroke. 54 groups of strokes 
were identified and 6 sets of strokes were generated from all 
the strokes. They worked in 2 stages; First stage: Training 
with strokes, second stage: Recognition using look up table. 
Classification accuracy of the proposed system was 87.7% in 
test case. 

K. Roy (2009) [23] introduced an algorithm which 
could generate a database of strokes based on the database of 
characters collected for the experiment. A tree-based 
approach is used for construction of valid character from its 
constituting strokes. The recognition rate was 96.85% on the 
test set for the isolated strokes. From the experiment it was 
obtained 92.92% accuracy for Bangla Character.  

M. R. Sazal et al. (2014) [24] implemented a method 
where deep belief network took raw images as input and 
processed through unsupervised learning and a supervised 
fine tuning. They classified 50 basic characters and 10 
numerals and obtained 90.27% accuracy after using 
unsupervised method.  

Rahul Pramanik, Soumen Bag (2018) [25] proposed 
a shape decomposition-based technique where compound 
characters were segmented into prominent basic shapes in 
order to achieve better classification and recognition 
accuracy. They converted the compound character to two or 
three basic characters to reduce complexity of feature set. At 
first, letter was decomposed and feature extracted through 
calculating. Afterwards, they used MLP with 1 hidden layer 
to classify. They have used ICDAR 2013[10] Segmentation 
Dataset and CMATERdb [9] for experimental purpose. This 
method obtained 88.74% accuracy.  

K. Roy (2009) [23] and M. R. Sazal et al. (2014) 
[24] proposed methods only to recognize basic characters and 
numerals. S. K. Parui et al. (2008) [22] and Rahul Pramanik 
et al. (2018) [25] proposed techniques to classify some of 
handwritten compound characters.  

 All the afore-mentioned techniques could not 
achieve better accuracy than most of the CNN based 
techniques. A brief comparison of above-mentioned methods 
is stated in TABLE III. 

TABLE IV:  COMPARISON OF DIFFERENT BANGLA HANDWRITTEN 

CHARACTER RECOGNITION METHODS 

Authors Method Used 
Dataset

 classes Reported 
accuracy

S. K.Parui et 
al. 
(2008) [22] 

HMM 24500 
samples 

50 basic 
characters 

Test set: 
87.7% 

K. Roy (2009) 
[23] 

Stroke 
based 

--- 50 
characters 

Test set: 
92.92% 

M. M. R. 
Sazal et al. 
(2014) [24] 

Deep 
belief 
network 

27900 train 
& 8600 test 
samples 

50 basic 
characters 
and 10 
numerals 

Basic 
character: 
90.27% 
 

Rahul 
Pramanik et 
al. (2018) [25] 

Shape 
decompo
sition 

ICDAR 
[10],  
CMATERd
b [9] 

171 
compound 
classes  

Test set: 
88.74%. 

 

V. COMPARATIVE STUDY OF DIFFERENT METHODS 

ACCORDING TO DATASET 

A. CMATERdb[9] 

TABLE V:  COMPARISON OF DIFFERENT HANDWRITTEN CHARACTER 

RECOGNITION METHODS USING CMATERDB[9] DATABASE 

Authors Method  classes Reported 
accuracy

R. Sarkhel et al. 
(2015) [8] 

Region 
Sampling, 
SVM 

231 characters Basic:86.53%, 
Compound 
78.38%  
Mixed:72.87%. 

A.Ashiquzzama
n et al. (2017) 
[15] 

CNN 171 compound 
character 
classes 

Testing set: 
93.68% 

Saikot Roy et 
al. (2017) [14] 

DCNN 173 compound 
characters 

Testing set: 
90.33% 

Akm Shahariar 
Azad Rabby et 
al. (2018) [16] 

CNN 122(50 basic,52 
compound, 10 
numerals, 10 
modifiers) 
 

Testing set: 
95.01% 

Akm Shahariar 
Azad Rabby et 
al. (2018) [18] 

CNN 50 basic 
characters 

Testing set: 98% 
 
 

Md Zahangir 
Alom et al. 
(2018) [19] 

DCNN 73 characters  DenseNet: 
Alphabet: 
98.31% 
Numerals: 
99.13% 

A. Fardous et 
al. (2019) [21] 

CNN 171 compound 
character 
classes 

Testing set: 
95.5% 

Rahul Pramanik 
et al. (2018) 
[25] 

Shape 
decompos
ition 

171 compound 
classes  

Test set: 88.74%. 

 

B. Banglalekha-Isolated[13] 

TABLE VI:  COMPARISON OF DIFFERENT HANDWRITTEN CHARACTER 

RECOGNITION METHODS USING BANGLALEKHA-ISOLATED[13] DATABASE 

Authors Method  classes Reported accuracy 
M. A. R. 
Alif et al. 
(2017) [12] 

Modified  
Resnet 

84(Banglalekha
-Isolated) 
 

Proposed ResNet18: 
95.10% 
ResNet18: 94.52%, 
ResNet34: 94.59% 

Akm 
Shahariar 
Azad 
Rabby et al. 
(2018) [18] 

CNN 50 basic 
characters 

BanglaLekhaIsolated:
95.7% 
 

Sourajit 
Saha et al. 
(2018) [20] 

DCNN 84 characters Test set: 97.21%. 

 



C. ISI[10] 

TABLE VII:  COMPARISON OF DIFFERENT HANDWRITTEN CHARACTER 

RECOGNITION METHODS USING ISI[10] DATABASE 

Authors Method  classes Reported 
accuracy 

K. L. Kabir 
et al. 
(2015) [7] 

Projection 
based features, 
ANN  

60 characters Test set: 84.15%

Akm 
Shahariar 
Azad 
Rabby et al. 
(2018) [16] 

CNN 122(50 basic,52 
compound, 
10numerals, 10 
modifiers) 

Testing set: 
95.01% 

Rahul 
Pramanik et 
al. (2018) 
[25] 

Shape 
decomposition 

171 compound 
classes 

Test set: 88.74%. 

 

VI. CHALLENGES FOR BANGLA HANDWRITTEN CHARACTER 

RECOGNITION 

• Bangla character set is vast consisting nearly 400 
characters in total. Designing a recognition system 
for such huge number of class is very challenging. 

• Some of the characters are very similar in shape and 
structure.  

• Size of Bangla characters are not uniform. 
• Each character might be written in different 

structure by different person. 

VII. FUTURE SCOPE 

Most of the researchers have worked with basic and 
frequently used compound characters. No established method 
has been found where all the basic & compound characters 
(total around 400 characters) are recognized with good 
accuracy. Unsupervised learning techniques has not been yet 
used in this area. Hence, there is a scope for using this type 
of techniques in BHCR. 

VIII. CONCLUSION 

Voluminous works on BHCR have been carried out so far. In 
this paper, we have tried to throw a light on various research 
works which have been executed and achieved great 
accuracy. Review of some of the methods in details showing 
comparison between different works and methods of BHCR 
have also been accomplished in this paper. Challenges faced 
in recognition of Bangla handwritten character have been 
assessed here. It is also observed that CNN based methods 
gained more accuracy than other applied procedures, in 
addition to this, altering layers and filters can achieve more 
accuracy. However, no established method has yet been 
discovered which can recognize all the basic and compound 
characters efficiently. 
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Abstract—This paper proposes a process of sentiment
analysis of movie reviews written in Bangla language.
This process can automate the analysis of audience’s
reaction towards a specific movie or TV show. With
more and more people expressing their opinions openly
in the social networking sites, analyzing the sentiment
of comments made about a specific movie can indicate
how well the movie is being accepted by the general
public. The dataset used in this experiment was col-
lected and labeled manually from publicly available
comments and posts from social media websites. Using
Support Vector Machine algorithm, this model achieves
88.90% accuracy on the test set and by using Long
Short Term Memory network [1] the model manages
to achieve 82.42% accuracy. Furthermore, a compar-
ison with some other machine learning approaches is
presented in this paper.

Keywords — Bangla sentiment analysis, Support Vec-
tor Machines, Long Short Term Memory.

I. Introduction

In this Indian subcontinent, Bangla is the language with
the second-highest number of speakers and it holds the
sixth position among the most spoken languages of the
world. During the last decade, with the increase of the
use of social media, people are expressing their opinions
on various topics using the Facebook, Twitter etc social
networking websites, often in their own native language.
The use of Bangla language on social media has also
escalated since many easy to use Bangla keyboard apps
were introduced in the last few years. People often discuss
about movies and TV shows on the social networking sites.
There are even dedicated groups for people just to discuss
topics related to these. By analyzing the sentiment of the
comments made by people towards a specific movie or
TV show, it is possible to know if people are considering
the movie positively or not. Another practical use case
might be to analyze the reaction of the audience towards
the trailer of a movie, which can indicate whether the
movie is anticipated by the general public positively or

negatively. But analyzing every single comment manually
is a long and tedious task. Therefore, this paper discusses
the performance of some machine learning models for
analyzing the sentiment of movie related comments made
in Bangla language. Various machine learning methods
were applied, such as Support Vector Machine [2] and
Multinomial Naive Bayes on this dataset. As Deep Learn-
ing based approaches are being used in various sectors
recently [3] [4], Long Short Term Memory [1] (which is
an improved version of Recurrent Neural Network) was
also applied for comparison. By providing a method for
automated sentiment analysis, this research opens up the
path for further development of sentiment analysis [5]
methods of Bangla language in other sectors too.

The remainder of this article is structured as follows:
Section II covers related work on Bangla sentiment anal-
ysis, Section III briefly discusses about the dataset and
preprocessing techniques used in this experiment while
Section IV provides an overview of the methodology and
system architecture. Section V describes the experiment
process and presents the results and Section VI concludes
the paper describing the future scope of this research.

II. Related Work

Although a lot of research has been done on sentiment
analysis of English movie reviews using the IMDb (Inter-
net Movie Database) dataset, there has not been much
research performed on movie reviews in Bangla, mostly
due to the lack of sufficient data. The paper entitled
”Evaluation of Naive Bayes and Support Vector Machines
on Bangla Textual Movie Reviews” by Hafizur Rahman
et al. [6] in 2018 compares the performance of Naive
Bayes and SVM in classifying movie reviews in Bangla.
The dataset contains 800 comments. It was collected by
the authors by using web crawling methods from Bangla
movie review sites and social media. In this paper, the
performance of the models were judged by the recall and
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precision values. In their experiment, SVM provided the
best precision and recall of 0.86. N-gram Based Sentiment
Mining for Bangla Text Using Support Vector Machine by
Taher et al. [7] approaches the sentiment analysis prob-
lem primarily using SVM for classification and N-gram
method for vectorization. An interesting technique used
in this paper was Negativity Seperation, which separates
the negative postfix of a word from the actual word,
thus putting more emphasis on the fact that the overall
sentence contains negativity. Furthermore, a comparison
between Linear and Non-linear SVM was presented, which
indicates that Linear SVM performed better in case of
text classification. An experiment on Detecting Multilabel
Sentiment and Emotions from Bangla YouTube Com-
ments was preformed by Irtiza et al. [8] where their
Deep Learning based [9] LSTM approach achieves 65.97%
accuracy in a three label dataset and 54.24% accuracy in a
five label dataset. Mahtab et al. [10] presented a research
work of Sentiment Analysis on Bangladesh Cricket with
Support Vector Machine. The dataset named ABSA that
was used here contains 2979 data samples. The data
samples were labeled as three classes, namely Positive,
Negative and Neutral. The authors also collected a dataset
of their own and it contains 1601 data samples with three
classes. Python NLTK was used for tokenizing and TF-
IDF Vectorizer for vectorization. Accuracy on the custom
dataset was 64.596% and 73.49% on the ABSA dataset.

From the above discussion it can be interpreted that, the
main reason that the Bangla Natural Language Processing
sector is being held back, is the lack of sufficient data.
A previous research on movie review only managed to
collect 800 data samples. The dataset that was built for
our experiment contains around 4000 data samples, thus
the amount of data contributes in improving the perfor-
mance of the machine learning models. Furthermore, Deep
Learning models require even more data as they perform
feature extraction automatically based on training data
samples [11]. Therefore, classification using deep learning
is difficult with the quantity of data currently available.
This paper focuses on binary classification (positive and
negative) of the documents, thus being relatively simpler
for the deep learning classifiers.

III. Dataset Preprocessing and Document
Representation

The dataset used in this experiment was collected man-
ually from the comments of people in social networking
websites. It contains around 4000 samples, each labeled
as either positive or negative. Due to the less amount of
data, further classification of the positive and negative
classes was not possible using this particular dataset. 80%
of the data was used for training and the remaining 20%
was used as the test set. For validating the performance
even further, K-fold cross validation was performed. Some
samples from the dataset are as follows:

neg কত একশন মুিভ েদখলাম ,িকন্তু েকােনাটাই ভাল লােগ িন।

neg আমার েদখা এই বছর এর সবেচেয় খারাপ িফল্ম বলেত হেব এই
মুিভিটেক।

neg পেরর িসজনগ‌ুলা িকছু িকছু এিপেসাড বােদ েলম মেন হয়েছ।

pos েশষ কেব েকান মুিভ েদেখ আমার েচােখ পািন এেসেছ, আমার মেন
েনই। তেব এই মুিভ েদখা েশেষ েচােখর েকােণ পািন িছেলা আমার।

pos হাজােরা বােজ িসেনমার িভেড় একিট মানসম্মত িসেনমা।

pos অসাধারণ, ভেয়স এিক্টং মুগ্ধ হওয়ার মত এবং ক�ােরক্টার েডেভলপ-
েমন্ট খুব সুন্দরভােব ফুিটেয় েতালা হেয়েছ।
A. Preprocessing
The raw data that was collected is not suitable for clas-
sification directly. It contains a lot of punctuation marks,
emojis etc which are irrelevant for the sentiment analysis
process. The dataset needs to be preprocessed before
starting the classification process for getting better accu-
racy. There are many pre-processing steps that are widely
applied on the datasets depending on the language of the
dataset. Preprocessing is a vital step before the initiation
of classification process. The result of classification de-
pends on successful preprocessing steps. Some mentionable
methods that are used are tokenization, punctuation and
emoticon removal, stemming, stop-word removal etc.

Figure 1. Preprocessing workflow

1) Tokenization and Punctuation Removal: Tokenization
means breaking up a given text into meaningful units
called tokens. The tokens may be words, numbers or
punctuation marks. In this experiment the words were
separated by splitting a sentence based on the spaces.
While performing tokenization on each data sample, the
unnecessary items in the data, such as punctuation marks,
alphabets of other languages, emoticons etc. were also
removed. After this step, an array containing sub-arrays
of tokenized data was generated. A seperate array was
declared to store the labels.
2) Stopword Removal: The words whose importance in the
text corpus is negligible are known as stopwords. These
words have no significance while classifying documents.
In case of English, words like ”a”, ”of”, ”the”, ”for”,
”my” etc. are stopwords. Similarly in Bangla, the words



"অতএব", "অথচ", "অথবা", "অনুযায়ী", "এটা", "এটাই", "এিট" etc.
are considered as stopwords. The list of stopwords in
Bangla was collected from [12]. For example, from the
sentence "েছাট এিপেসাড হেলও অেনক মজাদার", the following
tokens are obtained after stopword removal: [েছাট, এিপেসাড,
হেলও, মজাদার]. Here "অেনক" was considered as a stopword,
therefore it was excluded.
3) Stemming: The term stemming specifies reducing vari-
ations of a word into its basic form. There can be different
forms of a word based on the context it is being used.
For instance, "করা", "করিছ", "করিছলাম", "করিছেল", "কেরেছ",
"কেরিছ" etc. for all these words, "কর" is the root word.
The main purpose of stemming is to reduce conjugational
forms of a word to a common basic form. In this way the
total number of words that the classifier has to work with,
can be decreased by a huge margin. For performing this
procedure, the common prefix and postfixes that are used
in Bangla words were stored in an array. Python Regular
Expression library was utilized to detect the prefix and
postfixes in the words and the trimmed version of the
words were added to the new processed corpus. In this
sentence "েছাট এিপেসাড হেলও অেনক মজাদার", after stemming
the words become as follows (excluding stopwords): [েছাট,
এিপেসাড, হল, মজা] . Here, "হেলও" is changed into it’s base
form "হল".

B. Document Representation
Document representation is a preprocessing technique that
can reduce the complexity of a dataset and make it easier
for the machine learning model to handle. The document
has to be transformed from the current text version to
a vector representation. One of the most commonly used
document vector representation is the vector space model
[13], where documents are represented by vectors of words.
For vector representation and feature extraction, Tf-Idf
Vectorizer and Count Vectorizer were used in this experi-
ment.
1) Count Vectorizer: The CountVectorizer creates a vo-
cabulary of the words in the corpus and counts the fre-
quencies of the words. It is also used to encode new text
documents using the generated vocabulary.
2) Tf-Idf Vectorizer: TF-IDF refers to term frequency-
inverse document frequency. It is a statistical metric for
evaluating the importance of a word in a text document
in a corpus. The importance increases in proportion to the
frequency a word appears in the document and decreases
when the word occurs in the corpus more frequently. The
TfidfVectorizer function from scikit-learn creates a matrix
of TF-IDF features from a collection of raw documents.

IV. METHODOLOGY AND SYSTEM
ARCHITECTURE

A wide variety of algorithms can be applied for the task of
sentiment analysis. Most of the time the performance of
each method varies depending on the dataset. During this

research, classic machine learning algorithms such as, Sup-
port Vector Machine (using Count Vectorizer and Tf-Idf
Vectorizer) and also deep learning based [14] methods like
Long Short Term Memory network were implemented. The
workflow of the model construction process is illustrated
in figure 2.

Figure 2. Model Construction workflow

A. Support Vector Machine
Support vector machine algorithms aim to find a hyper-
plane in an N-dimesional space that can distinctly classify
the data points. For separating two classes of data samples,
there can be a lot of possible hyperplanes to be chosen
from, but the objective of the Support Vector Machine
algorithm is to find the one which has the maximum
margin distance between the data points of the two classes.
By the maximization of the margin the model can classify
future data samples more accurately. The hyperplane is a
decision boundary that assists in the classification of the
data points. Support vectors are the points that are close
to the hyperplane and the margin of the hyperplane is
calculated based on the support vectors.

In this experiment, the LinearSVC (Linear Support Vector
Classifier) function from the scikit-learn library was used.
First, the data was vectorized using the CountVectorizer
function from scikit-learn. The minimum document fre-
quency parameter was set to 2, so only the words which
occurred more than once will be considered. The param-
eter for Ngram range was set to (1,3) so, the vocabulary
will be created including 1,2 and 3-gram sequences. For
example, from "দারুন হেয়েছ মুিভটা" we can get the following
volabulary ["দারুন", "হেয়েছ", "মুিভটা", "দারুন হেয়েছ", "হেয়েছ
মুিভটা", "দারুন হেয়েছ মুিভটা"]. By using n-grams form training
the model, the model will be able to learn more com-
plex features within the text data, like the co-occurring
sequences of words that can have a specific meaning. After
vectorization, the training data is fit to the model by using
the LinearSVC function. 20% of the data is kept unseen
from the model, so that they can be used to evaluate
the model’s classification capabilities. After the training
session is complete, the model is then used to classify the
test set.

Similarly, the experiment was performed with Tf-Idf Vec-
torizer function from scikit-learn library. The minimum
document frequency parameter was set to 2 and the



parameter for Ngram range was set to (1,3). 20% of the
data was used as test set. After performing vectorization
using TfidfVectorizer function, the training data is fit to
the model by using the LinearSVC function.

To gain further insight about the capability of the model,
K-fold cross validation was also applied, with 5 folds in
the dataset.

B. Long Short Term Memory
Long Short Term Memory network is an improved version
of Recurrent Neural Network, which solves the gradient
vanishing issue that occurs in Recurrent Neural Networks.
Neural Networks normally classify each input individually,
without any context. The previous data samples have
no influence on the current data sample. But in case of
sentences, the series of words can often mean something
which might not be interpretable when the individual
words are taken into account. This is why Recurrent
Neural Networks are being widely used in the Natural
Language Processing sector recently, as they can preserve
the context by considering the previous inputs while
classifying. The preprocessing part was a little different
than that of SVM in this case. After reading and cleaning
the corpus, removing stopwords and stemming the words,
the sentences are passed to a tokenizer which creates
a vocabulary of the words in the sentences and creates
integer arrays for each sentence by replacing each word
with their integer value in the vocabulary. The maximum
length of the sentences is set to 20 words, as most com-
ments are shorter than that. The longer sequences are
truncated and the shorter ones are padded with zeroes
on the left. The LSTM model used in this experiment
was implemented using Tensorflow [15] and Keras [16].
It consists of an Embedding layer with input dimension
equal to the vocabulary size and output dimension equal
to 256. Input length is equal to 20, which is the maximum
length of each sequence. The Embedding layer is followed
by an LSTM layer with 128 units. There is a Fully
connected layer with 64 nodes after the LSTM layer whose
activation function is ReLU (Rectified Linear Unit) [17].
ReLU is used for introducing non-linearity in the output
of the nodes. Finally the output layer consists of 2 nodes,
equal to the number of classes. The activation function of
the output layer was set as ’softmax’. Softmax provides
probabilistic values for each class [18]. The classifier was
compiled with optimization function set as ’Adam’ [19]
and loss function as ’categorical_crossentropy’ [20].

V. Experiment and Result Analysis
Using SVM with Count Vectorizer, the model managed to
achieve 87.016% accuracy on 20% of the dataset as the test
set. With Tf-Idf Vectorizer, the model achieved 88.90%
accuracy. A confusion matrix of the prediction results
is displayed in figure 3. The details about the model’s
performance is portrayed in table I.

Table I
Performance metrics of the SVM model

Vectorizer Accuracy Recall Precision F1 Score
Count 87.02% 0.88 0.86 0.87
Tf-Idf 88.90% 0.89 0.88 0.89

Figure 3. Confusion Matrix of the predictions made by SVM (Tf-Idf)
model

For further validation of the model, KFold Cross Vali-
dation was applied with 5 folds. The accuracy of SVM
with Tf-Idf Vectorizer in the five iterations were as fol-
lows: 80.92%, 80.04%, 74.91%, 78.40%, 88.64%, with an
average of 80.58% accuracy. The accuracy of SVM with
Count Vectorizer in the five iterations were as follows:
79.80%, 79.18%, 76.03%, 76.90%, 87.02%, with an average
of 79.786% accuracy.

The experiment was also performed using the Multinomial
Naive Bayes algorithm to classify the sentiment of the data
samples. This model managed to obtain 88.38% accuracy
on the 20% test data. With K-Fold cross validation and
number of splits set to 5, the average accuracy was 79.36%.

Using LSTM the model was trained for 12 epochs. Each
epoch took approximately 6 seconds to complete. Al-
though the number of epochs was set to 50, the Keras
EarlyStopping callback stopped the training at 12 epochs
to prevent overfitting as the validation accuracy was not
improving anymore. The LSTM model with the best accu-
racy was saved using the ModelCheckpoint callback and
it managed to achieve a maximum of 82.42% validation
accuracy on the test data. The f1-score obtained by the
best model was 0.83. The validation accuracy graph of
the training phase is illustrated in figure 4 and a confusion
matrix of the prediction results is displayed in figure 5.

VI. Conclusion and Future Work
This research explores the different methods that can
be used to perform sentiment analysis on Bangla movie



Figure 4. Validation accuracy graph of the LSTM training session

Figure 5. Confusion Matrix of the predictions made by LSTM model

review samples. By analyzing the results, it can be in-
terpreted that SVM based models performed better than
other approaches. This model also obtained decent ac-
curacy when K-fold cross validation was applied, which
displays the versatility of the system. As the dataset used
in this experiment was relatively small and less complex
and linearly separable, the traditional Machine Learning
techniques performed well. However, the results may vary
depending on the complexity and quantity of data sam-
ples, as deep learning models can extract complex features
from the data much more effectively. The models that were
generated in this experiment can be utilized by the film
producers to conveniently analyze people’s comments from
the social media about their movie, as social networking
websites reflect the views of people in a very clear manner.

A comparison between the performance of the approaches
is portrayed in table II.

For further development of this research, the dataset needs
to be enhanced by adding more data samples. It will be
interesting to see how the model performs while working
with a large dataset like the IMDb review dataset in

Table II
Performance comparison between the models

Classifier Accuracy
SVM (Tf-Idf) 88.90%
SVM (Count) 87.02%

Multinomial Naive Bayes 88.38%
Long Short Term Memory 82.42%

Bangla. Although currently the classic Machine Learning
algorithms are performing well, the Deep Learning based
models have the potential to exceed their current levels of
performance if adequate amount of data can be provided.
Some other extensions are also possible. For example, by
integrating knowledge driven methodology such as Belief
Rule Base (BRB), which is widely used where uncertainty
becomes an issue [21] [22] [23] [24] [25].
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Bangla Numeral Recognition from Speech Signal 
Using Convolutional Neural Network  

 
Abstract— Speech recognition is a process where an acoustic 
signal is converted to text or words or commands and 
recognizing the speech. In this paper, a Bangla numeral 
recognition system from the speech signal is developed utilizing 
Convolutional Neural Network (CNN). In the proposed system, 
a speech dataset of ten isolated Bangla digits has been developed 
consists of 6000 utterances (5 utterances for every 120 speakers) 
and a feature extraction procedure is performed to elicit 
significant features from the speech signals using Mel 
Frequency Cepstrum Coefficient (MFCC) analysis. Then, CNN 
is trained with the features of the speech signal as input. The 
efficiency of the proposed system is tested on the dataset 
developed for this purpose, and acquire 93.65% recognition 
accuracy. The proposed system is also compared with other 
existing methods of Bangla numeral speech recognition and 
outperforms most of the existing systems and proves the 
superiority of itself. 
 

Keywords— Speech Recognition,Bangla neumeral, MFCC, 
Convolutional Neural Netrork. 

I.  INTRODUCTION  

For human communication in real life, speech is the easiest 
and efficient way. People use other methods of 
communication rather than speech only when it is not 
available [1]. As speech is the main medium of 
communication for human, it can be used as a convenient 
interface to communicate with computer and other machines. 
Speech recognition by machines is one of the main research 
topics in communication between human and machine. 
Nowadays, research on speech recognition has developed 
from laboratory demonstrations to real-life applications [2] 
[3]. 

Speech recognition is a process where an acoustic signal is 
converted to text or words or commands and recognizing the 
speech. In a speech recognition system, computer or machine 
is able to take speech signals as input and recognize or 
understand the inputs and produce output in words or text 
form [4]. Designing of speech recognition systems has 
reached a new level but there are few problems such as 
robustness and noise-tolerant recognition which make the 
systems difficult to use. The speech recognition system can 

be divided into different types depending on utterance type of 
speech elements: isolated words, connected words, 
continuous speech, and spontaneous speech systems. It can 
also be divided on the basis of speaker mode, vocabulary size, 
etc. [2] [5]. Here, the pronunciation of the speaker is a vital 
issue that makes this kind of system speaker-dependent. 
Different languages differ significantly because each of them 
has their own phonemes. So, no one can confirm that a 
recognition system which works well for certain language 
such as English, will provide a good result for recognition of 
another language such as Bangla [6].  

Research work on speech recognition has been introduced 
since 1930. But, in case of Bangla speech recognition, it is 
notable that research on this topic has been started since early 
2000 [7] [8]. Many studies in speech recognition systems can 
be found for different major languages that produce good 
recognition accuracy for the corresponding language because 
of the availability of the experimental resources especially 
proper speech corpus. Bangla is the seventh-ranked language 
in terms of the number of speakers, but no standard Bangla 
speech corpus has been found which makes research on 
Bangla speech recognition more difficult [9]. 

Different methods have been proposed for recognizing 
Bangla numeral speech using Artificial Neural Network 
(ANN), Hidden Markov Model (HMM), Support vector 
classifier with HMM, Linear Predictive Coding (LPC), Fuzzy 
logic, etc. Ali et al. proposed a method for isolate Bangla 
speech recognition using back-propagation neural network. 
[7]. A study had been investigated for recognizing Bangla 
isolated word speech using spectral analysis and fuzzy logic. 
[10]. Muhammad et al. designed a system for Bangla digit 
automatic speech recognition where features of the speech 
signals are extracted using MFCC analysis and HMM-based 
classifiers are used for recognition [9]. Paul et al. proposed a 
technique for Bangla Speech Recognition System using LPC 
and ANN [11]. Hasnat et al. proposed a method for isolated 
and continuous Bangla speech recognition using Mel 
Frequency Cepstral Coefficients (MFCC) and HMM [8]. 
Khalil & Mahfuzur developed a system for connected Bangla 
speech recognition using Artificial Neural Network (ANN). 
[2]. Kotwal et al. proposed Bangla phoneme recognition 
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method for Automatic Speech Recognition (ASR) using 
Multilayer Neural Network (MLN) and HMM. [12]. Nahid et 
al. presented a noble approach to develop an automatic 
Bangla Real Number recognizer using CMU Sphinx4 [13]. 
Ali et al. investigated an automatic speech recognition of 
Bangla words using MFCC, Gaussian Mixture Model 
(GMM), LPC and DTW [14]. Islam et al. implemented a 
three-layer backpropagation Neural Network which used as a 
classifier to recognize Bangla speech [15]. From the review 
of the previous research work in Bangla speech recognition, 
we can see that most of the studies use HMM and ANN as 
the recognizer. But no study uses CNN for recognition. 

The main objective of this work to develop a CNN based 
Bangla numeral speech recognition system. It takes the 2D 
structured MFCC features as input. The proposed system 
overcomes the drawbacks which researcher face while 
working with 1D structured input. 

The paper is organized as follows. Necessary preliminaries 
are described in Section II. Section III describes the dataset 
description and the proposed system architectures. Section IV 
explains the experimental results of the proposed method as 
well as performance comparison with other existing related 
works. Finally, a short brief of the work is given in the 
conclusion which is in Section V. 

II. PRELIMINARIES 

A. Convolutional Neural Network (CNN)    

CNN [16], multi-layer variants of ANN are developed to 
work with two-dimensional data which are well applied to 
classification and recognition of two-dimensional data by 
recognizing the patterns directly from input data. CNN 
architecture comprises an input layer, some convolution-
subsampling layers, hidden layer and output layer shown in 
Fig. 1.  

In the convolution process, a small-sized filter known as 
kernel is applied over the input feature map (IFM) to generate 
a convolved feature map (CFM) [17]. Weights and bias of a 
kernel are shared in this way among all positions during 
convolution process. CFM is calculated from an IMF using 
Eq. (1). ܯܨܥ௫,௬ = ݂ሺ	ܾ ൅ ∑ ∑ ௜,௝௄ೢ௝ୀଵ௄೓௜ୀଵܭ ∗ 	  ௫ା௜,௬ା௝ሻ                     (1)ܨܯܫ

Here, f ( ) = Activation function, b = Bias, Kh , Kw = Size of 
the kernel as Kh ×Kw matrix and * = Two dimensional 
convolution. In CNN, there is a sub-sampling layer followed 
by each convolutional layer to simplify the information 
obtained from the convolutional operation and a feature map 
known as sub-sampled feature map (SFM) is generated. A 

sub-sampling operation is shown in Eq. (2). To train CNN, a 
revised version of Back-Propagation is used [18] [19].    ܵܯܨ௫,௬ = ݀	ሺ	∑ ∑ ௫ோିଵା௜,௬஼ିଵା௝஼ିଵ௝ୀ଴ோିଵ௜ୀ଴ܯܨܥ ሻ                   (2) 
Here, d (.) = Sub-sampling operation on a pooling area.  
     R, C = Pooling area size. 
 

III. BANGLA NUMERAL RECOGNITION FROM SPEECH 

SIGNAL USING CNN 

 Figure 2(a) demonstrates the basic structure of the 
proposed speech recognition system. At first, a speech dataset 
of ten isolated Bangla digits has been developed for this 
system. In this work, the proposed system has two phases: i) 
Training stage ii) Recognizing stage. In the training stage, a 
feature extraction procedure is performed to elicit significant 
features from the speech signals using Mel Frequency 
Cepstrum Coefficient (MFCC) analysis. The resultants 
MFCC features are of numerical form rather than in signal 
form. Then, CNN is trained with extracted MFCC features. 
In the recognizing stage, a feature extraction procedure is 
performed to extract the MFCC features from the numeral 
speech signals. Then, the MFCC features are fed into the pre-
trained CNN model to recognize the numeral speech signals. 

A. Dataset Description 

 A speech dataset of ten isolated Bangla digits recorded 
in a noise-free environment from 60 male and 60 female 
native Bangla speakers from different regions of Bangladesh 
has been used in this study. This dataset has been developed 
exclusively for the purpose of this research. The speech 
signals (utterances) were recorded with a close-talking 
microphone, voice recording software and high-quality 
sound card. The recorded utterances had a sampling rate 16 
kHz and encoded in 8 bits PCM. Each utterance was one 
second in length. The number of channel used for voice 
recording was one and no extra filter was used. Five trails of 
each digit from each speaker were recoded. By following a 
ratio of 70:30, training set and testing set were formed. All 
the five trials for each digit were considered for training and 
testing sets. So, 2×42×5 instances of each digit were used in 
the training set and 2×18×5 instances of each digit were used 
in the testing set. 

B. Feature Extraction  

 The extraction of features from speech signals is an 
important and common stage for the speech recognition 
system [18]. Mel Frequency Cepstrum Coefficient (MFCC) 
analysis is considered in the proposed system to produce 
meaningful MFCC features for recognition and extract 
MFCC features from the numeral speech signals using 
‘librosa’ (an open-source library). The number of MFCC 
filters play a significant role in the MFCC extraction 
procedure. Here, 16 MFCC filters were used to generate 
16×16 features for each numeral speech signal. 

Fig. 1: Basic structure of a CNN. 



 

C.  Recognition using CNN 

 The CNN architecture considered in this study is shown 
in Fig. 2(b). It consists of two convolution layer c-1 and c-2 
with kernel size 3×3 and 2×2, respectively and two 
subsampling layer s-1 and s-2 with 2×2 local maximum area. 
16×16 input features are treated as 256 linear nodes, upon 
which a simple convolution operation is performed in the 
input layer i. Finally, all the hidden layer nodes in h are 
connected to 10 output nodes in o. Here, a particular digit is 
represented by an output node. During training, total 120 (= 
((3×3)+1)×12) parameters for 12 kernels of C1 are updated. 
In C2, there are total 1176 (= ((12×2×2)+1)×12) parameters 
for 24 CFMs. Finally, during the training period, the 2160 (= 
216×10) weights of the fully connected layer are 
continuously updated. The training process continues until 
the desired accuracy is achieved.  

IV. EXPERIMENTAL RESULTS AND ANALYSIS  

 The proposed system has been tested rigorously to form 
the experimental results. The training and test data contain 
4200 instances and 1800 instances, respectively. Python, 
Keras, and Tensorflow are used to implement the proposed 
system. The experiment was carried out onto a Windows 10 
environment on a Desktop with the below configuration: 
CPU: Intel(R) CoreTM i7-8700K CPU @ 4.70 GHz, RAM: 
32 GB, GPU: Nvidia GTX 1050ti 4 GB. To evaluate the 

performance of the proposed system, the recognition 
accuracy is considered. The recognition accuracy is 
calculated using Eq. (3) 

 
 

(a) Basic structure of the proposed Bangla numeral speech recognition system.  
 

(b) CNN architecture considered in the proposed system. 
 

Fig. 2. Architecture of the proposed Bangla numeral speech recognition system.  

TABLE  I. CONFUSION MATRIX AND THE DETAILED RECOGNITION ACCURACY OF 

THE BANGLA NUMERAL SPEECH TEST SAMPLES AFTER 300 ITERATIONS. 



 

ݕܿܽݎݑܿܿܣ	݊݋݅ݐ݅݊݃݋ܴܿ݁  = 	 ஼௢௥௥௘௖௧௟௬	௥௘௖௢௚௡௜௭௘ௗ	ௗ௜௚௜௧௦ோ௘௖௢௚௡௜௭௘ௗା௎௡௥௘௖௢௚௡௜௭௘ௗ	ௗ௜௚௜௧௦ 	∗ 100%				(3)  
 

Table I shows the confusion matrix and the recognition 
accuracy for all the 10 digits of the test sample after 300 
iterations. From the table, it can be seen that the recognition 
accuracy for the first six digits (0-5) is quite satisfactory. But 
due to pronunciation complexity, the accuracy of the last four 
is not high as the first six digits. Two most confusing digit 
pairs can be found from Table I. One pair includes ‘৬’ and 
‘৯’ and another pair includes ‘৭’ and ‘৮’.  

It can be seen from Table I that 14.45% ‘৬’ is 
misclassified as ‘৯’ and 16.11% ‘৯’ is misclasssifed as ‘৬’.  
Similarly,  15% ‘৭’ is misclassified as ‘৮’ and 14.45% ‘৮’ is 
misclassified as ‘৭’. This happens because they are 
phonetically very close to their counterparts when they are 
pronounced. The proposed system finds satisfactory 
performance for the digits which do not conflict with other 
digits at the time of their pronunciation e.g. recognition 
accuracy for ‘১’ is 98.89%, ‘২’ is 97.78 %, ‘৩’ is 97.23% 
which are quite different at the time of their pronunciation. 
 Table II shows the comparative result analysis of the test 
set recognition accuracy of the proposed scheme with other 
existing methods of Bangla numeral speech recognition. 
Table II depicts that, the proposed system achieved test set 
recognition accuracy of 93.65% where the test set recognition 
accuracy for the works of [2], [7] and [9] are 89.87%, 92%, 
and 93.50%, respectively. So, with 93.65% recognition 
accuracy, proposed method outperforms most of the existing 
systems and proves the superiority of itself. 

V. CONCLUSIONS  

This paper presents a novel Convolutional Neural 
Network (CNN) based system for Bangla numeral recognition 
from the speech signal. The proposed system has been tested 
on a self-prepared Bangla numeral Dataset because of the 
unavailability of a standard Bangla numeral Dataset. The 
recognition accuracy achieved by the proposed system is 
compared to some other existing methods and it is observed 

that this system shows a better performance compared to other 
prominent methods.   
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TABLE II. COMPARATIVE RESULT ANALYSIS OF THE TEST SET RECOGNITION 

ACCURACY OF THE PROPOSED METHOD WITH OTHER EXISTING METHODS OF 

BANGLA NUMERAL SPEECH RECOGNITION. 

Work 
reference 
and Year 

Feature 
Extraction 

Recognition 
Dataset; 

Training and 
Test Instances 

Recog. Acc. 
(Test Set)  

Khalil and 
Mahfuzur [2], 

2016 
MFCC ANN 

Self-Prepared; 
260 

89.87% 

Ali et al. [7] , 
2013 

MFCC ANN 
Self-Prepared; 
150 and 150 

92% 

Muhammad 
et al. [9], 

2009 
MFCC HMM 

Self-Prepared; 
3700 and 1300 

93.50 % 

Paul et al. 
[11], 2009 

Durbin’s 
recursive 
algorithm 

LPC and ANN 
Self-Prepared; 
600 and 100 

Satisfactory

Proposed 
Scheme 

MFCC CNN 
Self-Prepared; 
4200 and 1800 

93.65% 
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Abstract—Automatic Parts of Speech(POS) tagging is one of
the most fundamental tasks for a language in Natural Language
Processing(NLP), which acts as a feature for solving advanced
NLP tasks. Named Entity Recognition(NER) is another essential
task of NLP for information retrieval. Researchers could not
find up to the mark solution yet on these two tasks for Bangla
language compared to other languages, for instance, English, Ger-
man. Moreover, many solutions heavily depend on handcrafted
features that require strong linguistic expertise. As these two
sequence labeling tasks are similar, In this work, two different
datasets of POS tagging and NER were prepared, and different
deep neural network approaches studied for solving these two
tasks separately. All of the approaches were end to end and did
not need any handcrafted feature like word suffixes or affixes,
gazetteers, dictionary. This study came up with an end to end
solution using deep neural network-based model consisting of
Bi-directional Long short-term memory(BLSTM), Convolutional
Neural Network(CNN) and Conditional Random Field(CRF).
The proposed model trained on respected datasets achieved an
accuracy of 93.86% on POS tagging and a strict f1 score of
0.6285 on NER on prepared datasets, respectively.

Index Terms—Parts of Speech tagging, Named entity recogni-
tion, Bangla POS tagging, Bangla NER, Deep neural network,
CNN, LSTM, BLSTM, CRF

I. INTRODUCTION

In this era of technology, using NLP and Computer vision,
machines are taught to mimic humans on different tasks. Even
machines are now playing the role of the personal assistant.
Different approaches are studied to make a machine capable
of understanding human behavior, interactions.

One goal of NLP is to help the machine to understand
human language and respond accordingly naturally. There are
some fundamental things of a language, machines needed to
learn for developing more advance Artifical Intelligent based
system in that language. Extracted POS from given text is one
of them. Recognizing a named entity is another necessary task
of NLP to perform information retrieval. Solving these kinds
of fundamental tasks will help to develop a more advanced
system like a chatbot, optimize search results, etc.

In resource-rich languages on the perspective of NLP, re-
searchers have made significant improvements in solving those
tasks. For POS tagging in the English language, they have
achieved over 97% accuracy [1].

Such kind of benchmark works on primary tasks of NLP
has not been found for Bangla, the 7th most spoken language
of the world [2].

In this work, we have experimented different approaches
for automatic POS tagging and NER in Bangla language.
These two tasks are similar on the perspective of machine
because it needs to predict a tag for each token of a given
text whether a POS tag or NER tag. We have studied end to
end approaches where handcrafted features are not necessary
during training and serving. We have explored different Deep
Neural network models(DNN) as these can learn the non-
linearities and now widely been used for almost all pattern
recognition and machine learning application and achieving
state-of-the-art performances in many sectors [3]. We have
used word embeddings as in recent, NLP researchers found
that using word embeddings or vector representation of words
brings significant increases in the performance [4]. In recent
studies, it is found that many problems can be solved by end
to end approaches with more data and complex deep neural
networks, for instance, end to end speech recognition [5] that
motivated us to try end to end approach for these tasks.

Like other resourceful languages, for Bangla language, we
can not find so many publicly available datasets to study.
So we have prepared our datasets maintaining standards for
conducting our research. The making of datasets is briefly
described in Section III dataset preparations.

We came up with a model based on BLSTM, CNN and
CRF, trained and tested respectively on the two datasets we
have prepared for two tasks, outperformed other models on
both POS tagging and NER.

The rest of the paper is organized as follows. Section II de-
scribes the related work. Section III presents the Datasets used
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in this work. Section IV explains the deep neural networks that
we have used in this work. Section V describes the training
process and hyperparameters. The results are discussed in
section VI, and we conclude in sectionVII

II. RELATED WORK

More works have been done on POS tagging compared to
NER in Bangla language. Some notable previous works on
NER and POS tagging are presented below.

A. Named Entity Recognition

In Bangla language, most of the works were done by Ekbal
et al. [6]- [13]. They showed the use of CRFs, Maximum
Entropy(ME), Support Vector Machine(SVM)s and achieved
f1 measure varies from 82% to 91% on the different number of
entity types. A resource-based study was done by Chaudhuri et
al. [14] using a dictionary, rules, and n-gram based statistical
modeling. The reported accuracy by K. S. Hasan et al. is
71.9% on three entity types. The baseline model used by them
was CRF.

B. POS recognition

Many experiments have been conducted in the area of POS
recognition in Bangla language. These studies attempted to
define tag sets and application of different statistical and
machine learning model for automatic POS tagging.

CRF based system is featured with word suffixes with
lexicons, and NER was proposed by this work [16] for pos
tagging. They use 26 tags and a corpus containing 72,341
tokens and achieved 90.3 % accuracy. Another study was done
on the same corpus with the Hidden Markov model(HMM)
and ME based models [17]. They showed that the ME model
beats the HMM model by a margin of 7.5 % more accuracy
achieving 88.1% accuracy. In [18], they applied SVM and
showed that SVM outperformed the previous CRFs, HMMS,
and ME based system for the same corpus. An unsupervised
approach for recognizing POS in resource-scarce language
was proposed by [19]. For a dataset containing ten tags, they
achieved an F1 score of 79 %.

In [20], the authors studied different algorithm on a corpus
containing 4000 sentences(tagset not sure). They showed that
Global Linear Model (GLM) outperformed HMMs, SVM,
CRFs, ME obtaining an accuracy of 93.12%.

A deep neural network approach was proposed by this work
[21]. They used Bi-directional LSTM based model with CRF
layer on top. They got an accuracy of 86% on the dataset
prepared by this work [22].

III. DATASET PREPARATION

A. NER Dataset

We have prepared our own NER dataset for this research.
We have collected news articles from different online Bangla
news portals. We picked sentences and tokenized them for
tagging purpose. There are many standard schemes like IOB,
IOBES, BIO for tagging Named entity. We have selected BIO
scheme for our tagging system as a recent study found that

it performs better than other tagging schemes [24]. In this
scheme, every entity token starts with a B-Tag, and if the
entity consisting of more than one tokens, the followings are
tagged with I-Tag. This dataset contains four types of entities
as the CoNLL-2003 Shared Task [25]. These are person(PER),
location(LOC), organization(ORG) and miscellaneous(MISC).
Tokens do not belong to these four entity types are considered
as other(O). We have followed the tagging guidelines as a
study told about what to annotate [26]. We have used a
crowdsourcing platform1 to tag our dataset. We found that
this dataset is not the gold standard. The dataset contains
10290 sentences and 176029 tokens. The statistics and tag
distribution of the dataset are given in table I and figure I,
respectively. We have excluded the other tag in the graphical
representation.

Total Sentences 10290
Total Tokens 176029
Total Tags 4

TABLE I
NER DATASET STATISTICS

Fig. 1. NER Tag Distributions

B. POS Dataset

We have prepared our dataset for POS tagging. We have
used top-level categories of the tagset proposed by the Bureau
of Indian Standard (BIS) [23]. We have collected various
articles from different types comprising politics, economics,
entertainment, sports, lifestyle, etc. from different Bangla on-
line newspapers. We have tokenized the sentences by following
standard tokenization scheme. We have tagged 47594 tokens
of 4944 sentences. We have included the corpus statistics and
the POS tag distribution in table II and figure II We have found
the most frequent tag in our corpus is the tag ’Verb’ and it
occurred in 12251 tokens.

1crowd.pipilika.com



Total Sentence 4944
Total Tokens 47615
Total Tags 12

TABLE II
POS DATASET STATISTICS

Fig. 2. POS Tag Distributions

IV. NEURAL NETWORK ARCHITECTURE

We have used traditional deep neural networks CNN,
LSTM, BLSTM in our experiments. Brief descriptions of the
models that we have used are given below.

A. CNN

In recent studies found that the CNN is not only useful
for computer vision but also very much effective in extracting
morphological information a word [27], which can be used
for propagating character representations of words into neural
networks.

B. LSTM

RNNs are very efficient in capturing long-distance depen-
dencies, and one of its variant LSTM solved its vanishing gra-
dient problem [28] - [30]. LSTM cells carry past information
through themselves. Each cell has different gates to interact
with the data passing through it. LSTMs cell can update,
remove the portion of data using the gates. A schematic design
of a basic LSTM cell is given in figure III.

Fig. 3. Basic LSTM cell

The equations used by an LSTM cell to perform operations
are given below.

ft = σ(Wf .[ht−1, xt] + bf ) (1)
it = σ(Wi.[ht−1, xt] + bi) (2)

C∼
t = tanh(Wc.[ht−1, xt] + bc) (3)
Ct = ft ∗ Ct−1 + it ∗ C∼

t (4)
ot = σ(Wo.[ht1, xt] + bo) (5)

ht = ot ∗ tanh(Ct) (6)

Here σ symbolizes element-wise sigmoid operation. And
. shows the element-wise product. Ct and xt stand for the
context vector and the input vector at time t

C. BLSTM

Generally, LSTM cells only have information about the past
context. Its hidden states do not have any information about the
future context. Dyer et al. proposed an elegant solution which
uses the sequence forwards and backward to two different
states and concatenates them to form the final output [31]
which is Bi-directional LSTM(BLSTM)

D. CRF

Contemplation of the correlation between neighborhood
labels and jointly decode the best chain of labels for a stated
input sentence is useful for general structured prediction or
sequence labeling tasks [32]. A coherent instance is- in the
case of POS tagging, an adjective presumably followed by a
noun than a verb, as well as I-ORG, refrain following I-PER
on NER with standard BIO annotation.

V. MODELS, TRAINING & HYPERPARAMETERS

We have tried five models on both tasks. The first three
of them were CRF on top of BLSTM. The first one was
without pre-trained embedding and character embedding. The
second model was without character embedding. The third
one included both character embedding and pre-trained em-
bedding. The fourth model we have tried CNN on top of
BLSTM with character embedding, and pre-trained embedding
included. The final one we have used was CNN on top
character embedding and BLSTM on top of the concatenation
of word and character embedding after applying CNN on it.
The architecture of our BLSTM-CNN-CRF model is given in
figure IV.

Fig. 4. BLSTM-CNN-CRF Model Architecture



We have used keras2 for all of our training and testing.
Different hyperparameter tunings were evaluated. We have
tried LSTM with units 100, 75, 50 with different recurrent
dropout. We have tried different kernel size for CNN and found
that kernel size 5 did better. We have also tried different op-
timization techniques like Nadam [33], Adam [34], RMSProp
[35] and found that Adam performed faster and better. As the
dropout technique heavily used to reduce overfitting in deep
neural networks [36], we have used it with different rate and
found that dropout rate 0.5 performed best. This work [37]
developed the pre-trained word embedding model we have
used. We have used scikit-learn3 train-test split API to split
the dataset into train and test set and the ratio was 80 to 20.
Important hyperparameters are given in the table III.

params best performance
LSTM units 100

Char embedding size 30
CNN kernel, filters 5, 30

Optimizer adam
Dropout rate 0.5

TABLE III
PARAMETERS AND HYPERPARAMETERS

VI. RESULTS & ANALYSIS

A. NER

We have used the strict f1 score as a metric for evaluation
where predicted tokens of an entity must need to exact same of
the true label. Partial matching of an entity is considered as a
wrong prediction. We have used seqeval, an implementation of
Standard NER evaluation4. We have found the best result for
BLSTM-CNN-CRF model with a strict f1 score of .6284. We
have also found that our model performs better on recognizing
the most frequent entity the person entity and performs worst
on identifying the least occurred tag in the dataset. The
performances of the models and the result achieved by the
models we have used described in table IV and table V
respectively.

model f1
BLSTM-CRF[without ce, without pwe] 47.23

BLSTM-CRF [without ce] 59.22
BLSTM-CRF 62.20
BLSTM-CNN 60.40

BLSTM-CNN-CRF 62.84
TABLE IV

STRICT F1 SCORES OBTAINED BY THE MODELS ON NER DATASET

B. POS

Experimenting on the POS dataset, we have found that,
like before our BLSTM-CNN-CRF based model best with an
accuracy of 93.50%. As expected, it correctly detected all the
punctuations of the test case. The model performances and the

2keras.io
3http://scikit-learn.org/
4https://github.com/chakki-works/seqeval

tag precision recall f1 support
LOC 0.5860 0.5402 0.5621 896
PER 0.8067 0.7759 0.7910 1178
ORG 0.5890 0.5788 0.5838 1161
MISC 0.3898 0.1631 0.2300 282

micro avg 0.6576 0.6016 0.6284 3517
macro avg 0.6452 0.6016 0.6193 3517

TABLE V
BLSTM-CNN-CRF’S CLASSIFICATION REPORT ON NER DATASET

precision, recall, and f1 measures found from BLSTM-CNN-
CRF model are given in tableVI and table VII respectively.

model accuracy
BLSTM-CRF [without ce, without pwe] 90.04

BLSTM-CRF [without ce] 91.70
BLSTM-CRF 92.29
BLSTM-CNN 92.50

BLSTM-CNN-CRF 93.86
TABLE VI

ACCURACIES OBTAINED BY THE MODELS ON POS DATASET

tag precision recall f1 support
Noun 0.6491 0.6677 0.6583 1252

Postposition 0.7000 0.5957 0.6437 94
Adjective 0.5896 0.5972 0.5934 854
Adverb 0.7573 0.5735 0.6527 136

Punctuation 1.0000 0.9991 0.9996 1150
Verb 0.7426 0.7233 0.7328 1388

Pronoun 0.6729 0.6232 0.6471 1205
Quantifier 0.8799 0.9071 0.8933 323

Conjunction 0.9048 0.8736 0.8889 261
Demonstrative 0.8091 0.7807 0.7946 228

Particle 0.9280 0.8056 0.8625 144
Residuals 1.0000 0.7500 0.8571 8

micro avg 0.7556 0.7390 0.7472 7043
macro avg 0.7558 0.7390 0.7468 7043

TABLE VII
BLSTM-CNN-CRF’S CLASSIFICATION REPORT ON POS DATASET

VII. CONCLUSION

In this work, we have experimented different deep neural
networks with varying parameters for solving two similar tasks
POS tagging and NER in Bangla language. We have come up
with BLSTM-CNN-CRF based truly end to end solution for
solving these two sequence labeling tasks. For this, we have
collected news articles from different categories of different
Bangla online news portals and prepared two datasets using
standard tags and tagging schemes. We have used BIS top
POS categories for making POS tagging dataset and used
BIO tagging scheme for tagging named entity. For lackings
of publicly available dataset regarding these task for Bangla



language, we can not compare our work with others. But we
have evaluated our models on our datasets using standard train
test split. Our proposed model did better in both categories.
In POS tagging, our proposed model achieved an accuracy
of 93.86%, and in NER, our model achieved an f1 score of
.6284. This work is several directions for future research. One
can try to solve the tasks without being heavily dependent
on handcrafted features that require domain-specific expertise.
Sentence embeddings and more complex neural networks can
be applied to large datasets to achieve better performance.
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Abstract—This article presents a lexicon-free Auto-
matic Speech Recognition (ASR) system for the Bangla
language and investigates an open-source large Bangla
ASR corpus, which proved by OpenSLR. The model has
been trained using improved MFCC acoustic features
with a deep LSTM as an acoustic model. We have tried
two types of decoding techniques in the decoding or
the last part of the ASR; one is using a joint decoder
of Connectionist Temporal Classification (CTC) and a
statistical Language Model (LM) for beam decoding,
and another is CTC based greedy decoding. We have
trained and investigated the performance of our ASR
with non-augmented speech as an input. The achieved
results are outstanding compares to the results ob-
tained from past researches that have used the End-to-
End approaches for Bangla ASR. On the test dataset,
our End-to-End system has obtained different results
using two distinct decoders. The obtained results are
39.61% WER and 18.50% CER using the greedy de-
coder and 27.89% WER and 12.31% CER, which are
a little bit improved results, using the beam decoder.
This achievement is state of the art for continuous
Bangla ASR.

Index Terms—Speech Recognition, CTC, WER,
CER, LSTM, lexicon-free Bangla ASR, OpenSLR

I. Introduction
Speech is the vocalized form of communication used

by humans and some animals, which is based upon the
syntactic combination of items drawn from the lexicon
or the phoneme inventory. Humans can manage the out
of vocabulary (OOV) words particularly the noun or
name words from the phoneme inventory. The Automatic
Speech Recognition (ASR) system is also built on similar
concepts – speech recognition based on the lexicon [1]–
[14] or the phoneme inventory i.e., lexicon-free that help
us to recognize the all vocabulary including the OOV
words [15]–[25]. Speech is the easiest and accessible com-
munication medium. It is the most substantial, homely,
adaptable methodology. In speech recognition, there can
be speech mode, speaker mode, and vocabulary size. In
speech recognition, there are isolated speech, connected
speech, continuous speech. And in speaker mode, there are
speaker depended, speaker independent, speaker adaptive.
Also, there is also small, medium and large vocabulary
size. As our everyday life is winding up noticeably more
counting on technology [2], Speech recognition is a need

to interact effortlessly with machines. We know communi-
cation between human and computer are limited. Human
needs particular skills to use computers. If the human can
use their natural language to communicate with machines,
then it will be so much easier to anyone to use computers
in every sphere of life like searching any information in
Google or any other search engine. That is why, ASR
system is desirable for all languages.

The Bangla language is a low-resource and challenging
language where morphological parsing fairly complex [26],
[27]. Though Bangla is the 7th broadly known language
[28] in the world, there are several speech recognition
researches have been found on Bangla – mostly on lexicon
base with limited vocabulary size [1], [2], [4], [7], [10]–
[12], [14]. besides, a very few researches have been found
on large vocabulary-based continuous speech recognition
(LVCSR) [9], [13], [25] for Bangla. The beginning of the
ASR research was around in 1930, but for Bangla, the
research work has begun around in 2000 [6]. Moreover,
the lack of large speech corpora with aligned text and
standard lexicon with phonetic transcription for Bangla
language is one of the key issues to build a suitable LVSCR
system for Bangla. Working with a language like Bangla
or Bengali that the availability of parallel data (speech
with aligned text and standard pronunciation model or
lexicon) is a major problem. Besides, building standard
pronunciation model or lexicon is also sophisticated task
and need expert involvement. To meet this challenge, we
can only emphasize on the speech corpus with aligned text
and develop the lexicon-free End-to-End ASR system [8],
[16]–[22], where the system can learn the pronunciation
model from the aligned text.

Recognizing speech means the technique of translating a
speech signal of a voice expression into relating text inter-
pretation, for example, words, phonemes or other dialect
items. ASR system [3], [6], [28] converts speech to text so
that the system is able to extract semantic meaning from
the text. Also, the machine can search automatically using
the extracted text from voice. So, now a days ASR has
become an essential researches area. However, applying
stochastic language model (LM) [3], [5] alongside Gaussian
Mixture Models (GMM)-Hidden Markov Model(HMM) [5]
hybrid ASR was getting remarkable performance in past
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decades considering the wake of attempting in Artificial
Neural Network (ANN) [5], [6]. However, in 2012, Deep
Belief Network - Deep Neural Networks (DBN-DNNs)
were introduced as the core technology used to do Acoustic
Modeling (AM) replacing the 30-years old standard in the
industry of ASR system the GMM-HMM techniques. The
DBN-DNNs replace the GMM part of the hybrid ASR,
which is DBN-DNNs-HMMs [5], [6], were introduced to do
the acoustic modeling by the prominent Speech research
groups like – Google, IBM, Microsoft Research, Baidu,
etc.From 2015, these prominent research groups have re-
leased an even better NN based acoustic model using Long
Short-Term Memory (LSTM) based on Recurrent Neural
Networks (RNN) with Connectionist Temporal Classifi-
cation (CTC) loss function and sequence discriminative
training techniques [18], [20], [21], [23], [24] – the End-
to-End technique that replaces the DNN based hybrid
ASR techniques. The End-to-End technique is a lexicon-
free ASR and helps learn the pronunciation model from
the speech with aligned text. But, there is one of the key
issues to approach this technique is – it needs a relatively
larger speech corpus than the hybrid ASR techniques.
We are expressing our gratitude to the OpenSLR (Open
Speech and Language Resources) site, which is provided
by Google Inc., has a publicly published large Bengali ASR
training data set (containing 196K utterances) [29]. This
dataset is adequate enough to investigate the End-to-End
technique for lexicon-free Bangla ASR.

This article reports the investigation the OpenSLR’s
Bangle ASR corpus [29] using the End-to-End technique
towards the lexicon-free Bangla ASR and presents some
detail about this corpus. There are several types of
Seq2Seq models like RNN Transducer [16] Listen, Attend
and Spell (LAS) [17] Neural Transducer [18] Monotonic
Alignments [19]. Besides Deep LSTM-RNN with CTC loss
function is also used in the End-to-End ASR system [8],
[20]–[24] for lexicon free acoustic modeling. In this study,
the End-to-End method - Deep LSTM-RNN with CTC
loss function has been chosen and OpenSLR’s Bangle ASR
corpus has been used for training and testing our ASR
system. The duration of the whole dataset is approximate
250 hours. There are several open source toolkits for hy-
brid ASR methods i.e. Kaldi, CMUSphinx, HTK etc. and
for End-to-End ASR methods i.e. ESPnet, DeepSpeech2
etc. In this research, DeepSpeech2 toolkit, which is an
open source Speech-To-Text toolkit from Baidu and used
in several Deep Speech research papers [23], [24] has been
used for training the lexicon-free ASR system.

II. Related Works
Most of the previous researches of speech recognition

for Bangla have been done on small corpus with limited
number of vocabulary size. Several research works have
been found on the isolated or stop word speech of Bangla
with small corpus i.e. [4], [14], [30], [31] and on continuous
speech recognition for Bangla with small corpus [1], [4],

[10]–[12], [30]; on the other hand, very few research works
have been found on LVCSR or large corpus development
for Bangla [9], [13], [25], [32]. We can divide the previous
research activities on Bnagla speech recognition mainly
in two parts - (a) research using old ASR methods like –
GMM-HMM, Back Propagation Artificial Neural Network
(ANN) etc. (b) research using latest ASR methods like –
deep learning LSTM-RNN, RNN-CTC, CNN etc.. These
parts of the research activities are explained below -

There several research papers and key achievements
from using old ASR methods on Bangla speech corpus
with limited vocabulary. Shahena Sultana et al. (a group
of researchers from KUET) worked on Continuous Bangla
ASR and, in their system, the vocabulary size was 270
Bangla words. The background engine of their ASR system
is the Speech Application Programming Interface (SAPI)
by Microsoft and achieved 74.81% accuracy for Bangla
speech recognition. [10]. Ali Hossain et al. implemented
ANN, which is trained with Back Propagation, for recog-
nizing just Bangla digits and performance of their ASR
is 96.33% for the known speaker, and the rate degrades
to 92% for the unknown speaker [31]. Md. Abul Hasnat
et al. of BRAC University did research both on Isolated
and Continuous Bangla Speech Recognition. They ap-
plied GMM-HMM-based hybrid ASR. Their system has
been trained with 100 unique Bangla words and, for
stop-word speeches, the recognition accuracy for speaker-
dependent and speaker-independent system are 90% and
70%, respectively [4]. Determining uninterrupted speech
with ANN classifier has the average performance rate of
73% [1]. Besides, automatic recognition of real numbers
was implemented by Md. Mahadi Hasan Nahid et al.
using CMU SPHINX and their ASR system had 85%
accuracy in personal computer (PC) and 75% accuracy
in android mobile [12]. B. Das et al. from IIT Kharagpur
have evaluated a Bengali speech corpus with HTK and
their corpus named as “SHRUTHI”, which is relatively
large corpus with 20 hours of speech data. However, M.
J. Rahman Saurav et al. also worked on keyword voice
search for Pipilika and their corpus contain 500 unique
isolated or stop words and 50 speaker’s utterances of those
words. They had used the KALDI’s GMM-HMM recipe
and achieved the accuracy 92% on unknown speaker and
their corpus contained 5.5 hours of speech data [33].

On the other hand, a few number of research activities
have been found that have implemented latest ASR meth-
ods. A remarkable research paper for Bangla language [11]
with double layered LSTM-RNN, the WER was 13.2%
and phoneme detection error rate was 28.7% on Bangla-
Real-Number speech corpus and their corpus contains near
about 1.5 hours of speech data. Recently, Alif Al Amin et
al. have used deep neural network for continuous Bengali
ASR system using Kaldi toolkit’s recipes [13] and they
have used “SHRUTHI” corpus to evaluate the performance
in DNN-HMM method. Another recent work that has
proposed noise robust End-to-End Bangla ASR system,



where CER for clean speech was 12.31% and for noisy
speech was 9.15% CER by augmentating the input speech
and 18.42% CER and 53.687% WER on clean speech
without any enhancement the input speech [25]. They have
used CNN for features extraction and GRU-CTC for End-
to-End Bangla ASR system. They have claimed that their
GRU-CTC has trained with 350 hours of speech corpus,
where 50 hours of speech from Babel dataset [34] and 300
hours from their own internal speech corpus that is not
publicly published.

III. System Architecture
In this section, the components of DeepSpeech2, which

is used as an End-to-End system in this study, are
described. A joint decoder is used here to get better
results. DeepSpeech2 is the new promising and well-known
lexicon-free models of provided by Baidu research commu-
nity [23] (see architecture in figure 1)

Fig. 1: System architecture

A. Feature Extraction
The remarkable feature extraction process for clean

dataset is Mel Frequency Cepstral Coefficient (MFCC) [5].
MFCC can imitate human voices and perceptions that
works like our human ear filtering. We have found that
19 MFCC coefficients gave better recognition in our train-
ing model; where the feature vectors are 209-dimensional
across 11 frames in the 19-dimensional vectors.

At first the 19-dimensional Mel-frequency cepstral co-
efficient (MFCC) features are spliced in time taking a
context size of 11 frames; then linear discriminant anal-
ysis (LDA) process is used to do the de-correlation and
dimensionality reduction. The output features from the
LDA are further de-correlated using maximum likelihood
linear transform (MLLT). The MLLT process is followed
by feature-space maximum likelihood linear regression
(fMLLR) to do the speaker normalization (see figure 2).
[35]

Fig. 2: Improved Output from MFCC on top of LDA +
MLLT + fMLLR

B. Acoustic Modeling
In End-to-End technique, speech recognizer encoder

namely Acoustic Model (AM) is the deep LSTM network
and a new variant of LSTM is Gated Recurrent Unit
(GRU). GRU is better than LSTM in the sense of memory
efficiency. We have used the bidirectional deep LSTM and
GRU network as an acoustic model. It works without lex-
icon and it passes the output to the decoder. Performance
of the deep LSTM network is a little bit better than the
GRU network. We have found better results by using 12
hidden layers and 724 hidden units in each layer for the
deep LSTM network.

C. Joint Decoding
A warp CTC library for PyTorch backend is used here

that is developed by [23], which gives 5-10% speed up
in the total training time. Here, Here, a beam search
decoder has been used to synchronous with output-label.
Throughout decoding, we perform joint decoding by join-
ing both attention-based and CTC scores in beam search
algorithm to more uneven alignments. We have used the
Bahdanau attention layer in our joint decoder [36]. The
distribution of probability for CTC can be calculated using
the equation 1 is shown below.

P (y|x) =
∑

πϵϕ(y)

P (πV x) ≈
∑

πϵϕ(y)

T∏
t=1

P (πtV x) (1)

Score conjunction with attention patt and CTC pctc log
probabilities are performed throughout the beam search
where the equation will be following:

log phyb(yn|y1:n−1, h1:T ′) = αlogpctc(yn|y1:n−1, h1:T ′)

+ (1 - α)logpatt(yn|y1:n−1, h1:T ′)(2)

where, yn be a hypothesis of output label at position n
given a history y1:n−1 and encoder output h1:T ′ .

The output from the joint decoder has been passed
through a 3-gram language model (LM), which has been



built using the SRILM toolkit [37] (here n-gram=3 has
been chosen and trained with a text corpus of total 1.6
million words).

IV. Data Preprocessing and Expermental Setup
We have used the OpenSLR’s “Large Bengali ASR train-

ing dataset” [29] that is available and recently published
by Google. The data has some anomalies; so, we have
organized the dataset manually and using a python script.
The FLAC files have been converted to WAV file where the
sampling rate is 16kHz and 16-bit PCM mono. The total
duration of the dataset is almost 250 hours. We separated
the corpus in train, test and validation folders where each
folder has ’txt’ and ’wav’ named folder. We have kept 70%
of data in the training dataset, 10% of data in the test
dataset and 20% of data in the validation dataset.

After preprocessing the dataset, we have found some
interesting information about the OpenSLR’s corpus that
are shown in the table I below:

Total Sentences: 2,10,914 Total Duration: 250 hrs

Unique Sentences: 1,07,6,06 Unique Words: 58,564

Speakers: 527 Male=399 Female=128

TABLE I: OpenSLR’s Large Bengali ASR Speech Corpus

Several experimental parameters and corpus setup have
been configured to train the DeepSpeech2 model, which
are shown below –

• Each utterance duration around 2.5 seconds
• Feature Extraction MFCC
• Sampling Rate 16000 Hz
• Vocabulary size 60,000
• (Beam, Batch, Window, Hidden) size 10, 20, 25ms

and 724 respectively
• Hidden layers 12
• Window stride 10ms
• Learning rate 1.75e-6
• momentum and learning annealing 0.9, 1.1
• 3-gram language model

V. Experiment and Results Analysis
An open source Bangla speech corpus from OpenSLR

which contains the number of total files is 210914 has
been used for experiments. The corpus also contains 16kHz
sampling rate and 1 channel audio signals which has
been given as input for the DeepSpeech2 model. The
model has converged after 55 epochs and the optimiza-
tion algorithm, SGD (Stochastic Gradient Descent) with
momentum, minibatch size and the learning rate has been
configured (see section IV for configuration setup). The
initialized learning rate has annealed by a constant factor
1.1 after each epoch. Two decoders have used here, one is
the greedy decoder without LM and another one is beam
decoder with LM. The beam decoder has given better

results than the greedy one. The maximum frame length
has been set as 6500 frames. Total training has taken over
5 days on a double GeForce GTX 1080 Ti GPU in multi-
processing.

The LM has been created by the text corpus in order
to reduce LM perplexity and the optimum parameters (α,
β) values have been set by trial and error basis. We have
found the better estimated parameters are: α = 4.5, β =
3.2 and beam width = 100. Furthermore, conversational
text may be used for minimizing the Out of Vocabulary
(OOV) value. The 3-gram LM is about 1GB in ARPA
format and 650MB in binary format. The binary formatted
LM has been chosen for faster decoding process.

The performance metrics WER and CER have been
calculated for trained model. WER and CER have been
decreased as the number of epochs has been increased. The
transition is shown in the figure 3 below:
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Fig. 3: WER vs CER
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Fig. 4: Comparison with a recent similar work

The results have been compared with the results of a
recent research work of GRU-CTC approach on Socian
read speech corpus [25]. But they achieved the best accu-
racy after augmentation the speech and our ASR system’s
results are good enough without augmentation the speech.
So we have only considered their ASR system’s results that
they achieved without augmentation the speech for fair
comparisons. The figure 4 shows the results comparisons
and the figure 5 shows some examples output of decoded



Fig. 5: Sample Decoded Transcription

transcription of some speeches using beam decoder with
LM from our model (these examples of speech have been
separately recorded by us and are not the part of the
OpenSLR’s corpus).

VI. Conclusion

In this study, we have examined a lexicon-free End-to-
End ASR technique that has used an improved acoustic
features - MFCC features on top of LDA + MLLT +
fMLLR, deep LSTM and CTC on an open source large
Bangla ASR corpus from OpenSLR, which is provided by
Google. For evaluation the performance of the test dataset,
we have used two types of decoders – one is beam decoder,
which is a join decoder using CTC with a 3-gram LM,
and another is greedy decoder, which is using CTC. We
have achieved 27.89% WER and 12.31% CER using beam
decoder and 39.61% WER and 18.50% CER using greedy
decoder on the test dataset for the non-augmented speech
as an input.
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Abstract— The main idea of the automatic extrac-
tive text or opinion summarization is to find most
important representative small subset of the original
document without any loss of important information.
There are many existing methods available for text
summarization of English, Turkish, Arabic and other
languages. But very few attempts has been done
for Bangla language because of its having rich mor-
phology and multifaceted structure. In this paper,
we propose a joint cosine simillarity based graph
ranking and Relevance based scoring and ranking
approach for the summarization of bangla text. We
developed a stemming algorithm based on Parts of
Speech(POS) tagging consisting of around two lakhs
POS tags for Bangla texts. A redundancy removal
algorithm is also proposed to remove redundancy so
that each sentences in the summary represents exactly
the most important information in the document. The
performance of the proposed approach is evaluated by
measuring the recall, precision and f-score based on
Rouge metric and it is also showed that proposed ap-
proach outperforms to other existing summarization
methods for Bangla texts.

I. INTRODUCTION

The task of the text summarization is to create the
shortest vertion of the original source texts preserving
the most salient information. In this era of internet, it is
the demand of the user to understand the huge amount
of texts within a very short time. Nowadays online
newspapers, websites and blogs in Bangla are increasing
hugely. So, sometimes it is seen that articles headline
is very attractive but found nothing informative reading
the whole document. Therefore, a good precise summa-
rization helps user to make decision whether to read the
document or not by reading precise summary, also saves
valuable time. Extractive and Abstractive are two types
of summarization. Extractive summary creates summary
with some representative sentences from original source
texts where as abstractive creates summary with noble
sentences not present in the original source texts. In this
paper, we propose an extractive summarization approach
for Bengali texts.

Different scoring and ranking algorithms were pro-
posed based on features of query terms, sentence posi-
tional value [1], cue method, text title, term frequency

[2], words position and key phrase frequency [3]. How-
ever, most of the cases promising performance could not
be obtained. In this paper, we propose a joint cosine
simillarity based graph ranking and relevance scoring
based method which achieves very good precision and
we showed our approach achieves better performance
compared to others. Our main contributions towards the
summarization for the bangla texts is summarized as
follows:

• A stemming algorithm is proposed based on Parts
of Speech(POS) tagging consisting of around 2 lakhs
POS for Bangla Texts.

• Semantic similarity between the two sentences is
measured through cosine simillarity measurement
based approach using term frequency. Graph rank-
ing algorithm is involved to rank the sentences based
on their importance in the document.

• A relevance based scoring and ranking algorithm is
proposed extracting the positions of the nouns in the
sentences.

• A redundancy removal algorithm based on cosine
simillarity is proposed to remove redundancy from
sentences.

The rest of the paper is organized as follows; section II
presents literature review, section III gives a description
of our methodology, section IV analyzes the results of
the experiments and section V concludes the paper by
summarizing the findings.

II. RELATED WORK
Text summarization in Bangla has not been much suc-

cessful due to several problems such as non-availability of
digital standard text databases, inflectional morphology
in Bangla. The first technique of automatic Bangla text
summarization was proposed [5] using the features of
query terms for document indexing and information
retrieval. Based on features of location method, cue
method, term frequency, word position and numerical
data [3] [4], several research work Inspiring the summa-
rization for the English document several research work
have also conducted to Bangla texts. But most of the
cases these approaches failed to achieve the promising
performance as it is for being a different language.



Again extraction of key phrase based summarization
[9] also had been proposed for Bangla texts based on key
phrase frequency, term frequency and sentence position
in the document. But some limitations were discussed[10]
against this technique. Different sentence and graph
scoring methods[6][7][8] were also proposed. Bangla text
summarization using the features of part of speech (pos),
title words, first paragraph words and words from last
two sentences, key words retrieval[5][11] approaches were
also proposed.

In recent years different machine learning and heuristic
approaches has been proposed for bengali text summa-
rization. Two text summarization aproaches proposed in
[15] based on term frequency and semantic and word
order simillarity of sentences in the content. Text sum-
marization is also implemented through some set of
heuristics rules [16] by analyzing text. K-Means clus-
tering approach [17] is proposed based on tf-idf features
and also considers cue and skeleton words for scoring the
words. Finally a sentence score is obtained by summing
up its all constituent words score.

However, all of the feature extraction based text sum-
marizer did not ahieved promising performance towards
the texts for Bangla. We developed a rich Bangla POS
tagger consisting of around 2 lakhs words labelled with
their POS. We have also shown that the proposed joint
cosine simillarity based graph ranking and relevance
based scoring and ranking method outperforms com-
pared to other summarization systems in Bangla.

III. Proposed Work

From the source text document, first preprcessings
are performed. Then introducing two salience scoring
method, the score of each sentences is obtained and
ranking is done in descending order of the score. Top
scored n sentences are selected for summary from both
approaches by union operation. To remove the redun-
dancy of summary sentences we proposed a redundancy
removal algorithm. In the next sections we described our
proposed approaches ellaborately.

A. Preprocessing
Some preprocessing steps including tokenization, stop

words removal and stemming with POS tagging are
performed on the document. In the next subsections, we
described about these preprocessing steps.

1) Tokenization: Sentence and word tokenizations are
performed on the document. Sentences in the bengali
texts are genarally ended with । or ? or ! character.
Therefore sentences are extracted by seeing their ap-
pearences in the document. When all the sentences are
extracted, redundant copies of a sentences are removed.
Word tokenization separates words from the unstruc-
tured sentence and makes easy for performing operation
on each words of the sentences. Therefore, a sentence is
represented by a set of tokens or words.

2) Stop Words Removal: Stop words are the words
which have less significance in texts and have very high
or very low occurence in the document and they are
removed. More than 300 stop words available for bengali
texts shown some as follows:
অতএব, অথচ, অথবা, অļত, অনয্, অবশয্, অথর্াত, আেছ, আবার, আর,
আরও, ইতয্ািদ, এত, এতটাই

3) Stemming and Parts of Speech Tagging: Same
words can be found in different lexicon order. Meaning
of these words are mostly the same as their root word is
same. By finding the proper root words the relationship
between the sentences can be identified easily. A Bangla
POS tagger proposed in [14] based on some rules and
dictionary, stemmer and verb-dataset. We have devel-
oped a POS tagger consisting of around 2 lakhs words
labelled with POS for different root words. To determine
the stemming and POS tagging, the characters are first
identified. If the word is in the POS, then labelling of
word to POS POS(word) is done. Otherwise removing
last character and matching the word without removed
character with POS tags is done. But if there is a এ অথবা
ই অথবা ঐ কার prefix infront of a letter in bangla word,
then we removed those prefix এ, ই, ঐ কার first and then
matched with POS list. If not matched with POS, then
the postfix characters which residing after the letter are
removed and again matched with POS tags. Again if not
matched with the POS, then finally we removed the letter
only and further checked with POS list for tagging the
words. This process continues untill the word is labelled
with a POS. There are infinitive number of nouns in the
world. So, certainly when we checked POS of the such
word which is not exist in our POS list, determination
of the POS is not possible. Thats why at the end of
algorithm when all the checking are done, the POS of
the word is labelled as noun. The whole algorithm is
illustrated as follows:

Algorithm 1: Stemming with POS tagging algo-
rithm
Input: word
Output: word, POS(word)

1 temp← word
2 while len(word) > 1 do
3 if word not in POS list then
4 i← length(word)

5 if word[i] is suffix কার and word[i-2] is এ or ই
or ঐ (prefix কার) then

6 remove word[i-2]
7 else if word[i-1] is এ or ই or ঐ কার then
8 remove word[i-i]
9 else

10 remove word[i]
11 else
12 return word, POS(word)
13 if len(word) < 2 then
14 return temp, noun
15



B. Cosine Similarity Based Graph Ranking Algorithm
In the next sections we described ellaborately about

the cosine simillarity measure, graph formation and
graph ranking process.

1) Cosine Similarity Measure: Cosine similarity [12]
is the cosine of the angle between two n-dimensional
vectors in an n-dimensional space. It is the dot product
of the two vectors divided by the product of the two
vectors magnitudes. The cosine similarity between the
two vectors A and B denoted by S is calculated using
the following formula:

S = cos(θ) =
A.B

∥A∥∥B∥
=

n∑
i=1

Ai ×Bi√
n∑

i=1

A2
i

√
n∑

i=1

B2
i

(1)

To determine the cosine simillarity between the two
sentences, they should be converted into vectors. Bag
of words using term frequency(tf), term frequency-
inverse document frequency(tf-idf) and word embeddings
facilate the task of representing sentences as vectors.
TF performs good for measuring the simillarity of texts
compared to other approach. We used term frequency(tf)
for measuring cosine simillarity between the sentences.
The higher the value of cos(θ), the higher the simillarity
of the two sentences. Calculation of the cosine simillarity
for two sentences is shown as follows:
Sentence 1: রাহাত েরাজ িবদয্ালেয় যায় ।
Sentence 2: রাহােতর িবদয্ালেয়র িশক্ষকগণও রাহাতেক অেনক পছŁ
কেরন ।

Step 1: We calculated the term frequency using Bag
of Words for these two sentences:

TABLE I
Vectorization using term frequency

No রাহাত েরাজ িবদয্ালয় যায় িশক্ষক পছŁ কর
S1 1 1 1 1 0 0 0
S2 2 1 0 0 1 1 1

Step 2: From following example it may realised
that term-frequency favours the documents or sentences
which are long. To solve this problem one way is to
normalize the term frequencies with the respective mag-
nitudes or L2 norms. L2 norm [13] is calculated as the
square root of the sum of the squared vector values.
Therefore, summing up squares of each frequency and
taking a square root, L2 norm of Sentence 1 is 2 and
Sentence 2 is 2.828. Now term-frequencies are divided
by respective sentence L2 norm shown in table II.

TABLE II
Normalization of term frequency

No রাহাত েরাজ িবদয্ালয় যায় িশক্ষক পছŁ কর
S1 0.5 0.5 0.5 0.5 0 0 0
S2 0.707 0.35 0 0 0.35 0.35 0.35

Step 3: Now we calculated the cosine similarity with
a dot product of S1 and S2 denoted as Cosim(S1, S2)
as we normalised two vectors.

Cosim(S1, S2) = 0.5× 0.707 + 0.5× 0.35 = 0.5285

By following these steps cosine simillarity of a sentence to
all the sentences in the document is calculated and a two
dimensional matrix is formed consisting the simillarity
value of the sentences between each other.

2) Graph Formation: In this phase our target is to
construct the graph with the sentences from the simil-
larity scores obtained from previous phase. Undirected
weighted graph is build from the similarity matrix which
is obtained from the previous phase. Each node in the
graph represents a sentence. In order to add an edge
between two nodes or sentences in the graph, we have
identified the noun, pronoun, verb, adjective tokens from
the sentences. An edge is established between the two
nodes if there are at least one common tokens between
the sentences.

3) Graph Ranking Algorithm: We employed a
modified weighted graph based ranking algorithm[18],
which will take into account the edge weights in
the vertices in ranking process. The edge weight
corresponds to cosine simillarity obtained from previous
cosine simillarity matrix. We denoted the salience or
importance score of predicate argument structure by
Pr(Vi). The importance score of a sentence can be
achieved from all those sentences that are connected to
it and formulated as follows:

Pr(Vi) = (1− dp) + dp.
∑

VjϵAdj(Vi)

Pr(Vj)×Wji∑
VzϵOut(Vj)

Wjz
(2)

Here, dp is the dumping factor, assigned value of 0.85
[18] and W is the cosine simillarity value between sen-
tences. Initially all the score of the sentences is set to 0 for
the optimal performance. The ranking algorithm keeps
on computing the salience scores of the vertices untill the
convergence is achieved. After that sentences are sorted
in descending order based on their importance score.
Now top n sentences having high scores are selected for
summary sentences.

C. Relevance Based Approach
Nouns are the basis for the calculation of the sentence

weight [19] [20]. In this phase, nouns are extracted from
sentences and performed three operations on them. First
distance among the nouns are calculated. Then relevance
for each noun is measured and finally we obtained the
score of a sentence by adding all the nouns relevance
score in the sentence.

1) Distance Calculation of Nouns: In this step we
calculated the distance between the nouns based on
position of the nouns in the sentences. Distance between



the two nouns n1 and n2 is calculated using the following
formula:

Distance(n1, n2) =
∣∣Position(n1)− Position(n2)

∣∣
2) Relevance Calculation: Relevance of a noun is cal-

culated by summing the distance of all noun from the
current one. Relevance of a noun is calculated using the
formula as follows:

Rel(n1) =

n∑
i=1

∣∣Position(n1)− Position(ni)
∣∣

3) Relevance Calculation of Sentences: Now Relevance
of a sentence is obtained by summing all the relevance
score of nouns consisting the sentences. If there are m
nouns in the sentences, then the relevance of a sen-
tence(S) is calculated using the following formulas:

Rel(S) =

m∑
i=1

Rel(ni)

The higher the relevance score of a sentence, the higher
the sentence is important. Now all the sentences are
sorted in descending order on their relevance score and
top n sentences having higher scores are selected for
summary.
D. Redundancy Removal Algorithm

Both from cosine simillarity based graph ranking and
Relevance based approaches, top scored n sentences are
selected for summary denoted by S using union opera-
tion. But it may exceeds from n sentences as we selected
n sentences from both the approaches. Again it may hap-
pen that two sentence having semantically almost same,
may come into summarization. So, to remove redundancy
from S, first top scored sentence(S[1]) is selected in
final summary. Now a sentence is taken from S which
are not in final summary and checked the redundancy
with the sentences in final summary one by one by
cosine simillarity measure. If cosine simillarity exceeds
the predefined threshold 0.875 [21] then the sentence is
considered as redundant and not included in the sum-
mary, otherwise sentence is included in summary. This
process continues untill the expected length of summary
is met. We demonstrated our algoriithm as follows:

Algorithm 2: Redundancy Removal Algorithm
Input: S, Expected Length, Threshold
Output: Summary(Sum)

1 Sum← S[1]
2 for i← 2 to length(S)

& length(Sum) < Expected Length do
3 Flag ← True
4 for i← 1 to length(Sum) do
5 if cosim(Sum[j], S[i]) > Threshold then
6 Flag ← False
7 if Flag then
8 Sum← Sum ∪ S[i]
9

IV. Experiment and Performance Analysis
In the next sections, descriptions of the dataset is

described and performance of POS tagger and text sum-
marizer are also analyzed.

A. Dataset
Dataset were collected from the survey held in Khulna

University of Engineering and Technology (KUET) or-
ganized by Institutional Quality Assurance Cell (IQAC)
based on a question In what height would you
like to see your beloved KUET by 2021 for the
celebration of the 50 years of independence. The
collected opinions of the indivizuals consist in English,
so we converted them to Bangla by Google Translator
and also by hand and prepared the dataset.

B. Performance Evaluation and Result Analysis
Performance of the proposed approach for text summa-

rization greatly depends on the performance of the POS
tagger. For evaluating the performance of our proposed
POS tagger, we collected a test data from prothom-alo
online newspaper. We have tested around 9014 words to
their POS. Now to calculate the performance we used
the formula [14] as follows:

Accuracy =
No of correctly detected POS tags

Total words in the corpus

We have correctly identified about 8043 words POS.
In according to the above formula the accuracy of the
proposed POS tagger is about 89.22%. Further im-
provement of the POS tagger is also continued. Two
scoring and ranking method is involved to obtain the
summary sentences. Now, to evaluate the performance
of our proposed approach we compared the proposed
method generated summary with the reference summary
of the dataset provided. To evaluate the performance
of the summary of the proposed method, we employed
the Rouge [22] evaluation metrics. Rouge-1 works based
on overlapping of the unigram of words and Rouge-2
works on the overlapping of bigrams of words between
system generated or proposed summary with reference
or dataset provided summary. Length for the summary
is considered as 5% of the total length of the document
as the reference summary have length of 5% of the
document.

Total number of words in dataset provided or reference
summary is denoted by R, proposed approach generated
summary by P and total number of common overlapping
words between reference and system generated summary
by C, then recall, precision and f-score is defined as
following:

Recall =
C

R

Precision =
C

P

F -score = 2×Recall × Precision

Recall + Precision



The recall, precision and f-score is calculated by rouge-1
and rouge-2 metrics illustrated in the table III as follows:

TABLE III
Performance Evaluation by Rouge-1 and Rouge-2

Metric Recall(%) Precision(%) F-score(%)
Rouge-1 83.38 76.92 80
Rouge-2 56.12 46.56 50.89

The performance of the proposed approach is com-
pared against with semantic simillarity [15], K-Measn
[16] and hueristic rule based [17] approaches by rouge-
1 and rouge-2 metrics. In fig. 1 performance is compared
througe rouge-1 metrics and it is clearly seen that the
proposed approach f-score is better than the other three
approaches. Again in fig. 2 comparison of performance
score is shown for rouge-2 evaluation metric. Further-
more it is seen that performance score is improved for the
proposed approach compared to other three approaches.

Fig. 1. Performace Score for Rouge-1

Fig. 2. Performace Score for Rouge-2

We conducted a survey among 10 students to give
marks to proposed system summary aganist input
dataset from 0 to 100 on their satisfaction. When our
proposed method summary is about 5% of the dataset,
then average satisfaction level is 80 and when it is 10%
satisfaction level is increased to 96 which is really good
for summarization. The generated summary of proposed
approach for an original text taken from Prothom-alo is
shown as follows:

Original Text: মাগুরা সদর উপেজলার েকচুয়াডুিব এলাকায়
শয্ামলী পিরবহেনর একিট বাস ও Æােকর মেুখামিুখ সংঘেষর্ একজন িনহত

হেয়েছন। আজ বৃহơিতবার েভাররােতর িদেক এ দুঘর্টনা ঘেট। এ ঘটনায়
Æােকর চালকসহ অļত ১০ জন আহত হেয়েছন। িনহত বয্িãর পিরচয়
এখেনা িনিŽত হওয়া যায়িন। পিুলশ ও আহত যাÊীেদর সেþ কথা বেল
জানা যায়, শয্ামলী পিরবহেনর বাসিট ঢাকা েথেক সাতক্ষীরা যািĄল। আজ
েভাররাত চারটার িদেক িবপরীত িদক েথেক আসা একিট Æােকর সেþ বাসিটর
মেুখামিুখ সংঘষর্ হয়। এেত Æােকর সামেনর অংশ দুমেড়মচুেড় যায়। বােসর
চালক িনয়ľণ হারােল বাসিট রাƚার পােশ একিট গােছর সেþ ধাàা খায়।
এেত ঘটনাƞেলই িনহত হন Æােকর এক আেরাহী। আহত বয্িãেদর মেধয্
Æােকর চালক আকতারুল (৪৫), Æাকচালেকর সহকারী হািববরু রহমান,
বাসচালেকর সহকারী জেুয়লসহ েবশ কেয়কজন বতর্মােন মাগুরা ২৫০ শযয্া
হাসপাতােল িচিকৎসা িনেĄন। এর মেধয্ Æােকর চালক ও তাঁর সহকারীর
অবƞা গুরুতর। তাঁেদর দুজেনর বািড়ই চুয়াডাþা েজলায়। বাসচালেকর সহ-
কারী জেুয়ল জািনেয়েছন, দুঘর্টনায় বােসর ১০ েথেক ১২ জন আেরাহী আহত
হেয়েছন। তাঁেদর যেশার ও মাগুরা হাসপাতােল ভিতর্ করা হেয়েছ। তাঁেদর মেধয্
অেনেকই Ñাথিমক িচিকৎসা িনেয় হাসপাতাল েছেড়েছন।

Generated Summary: মাগুরা সদর উপেজলার েকচুয়াডুিব
এলাকায় শয্ামলী পিরবহেনর একিট বাস ও Æােকর মেুখামিুখ সংঘেষর্ একজন
িনহত হেয়েছন। আহত বয্িãেদর মেধয্ Æােকর চালক আকতারুল (৪৫),
Æাকচালেকর সহকারী হািববরু রহমান, বাসচালেকর সহকারী জেুয়লসহ েবশ
কেয়কজন বতর্মােন মাগুরা ২৫০ শযয্া হাসপাতােল িচিকৎসা িনেĄন।

V. CONCLUSION
Our proposed approach mainly works on salience scor-

ing and ranking. Top scored sentences are selected for
summary and by redundancy removal algorithm redun-
dancy from the selected summary sentences is removed.
Our developed POS tagger for Bangla texts consisting
of around 2 lakhs labelled POS words. Also further
improvement on this POS tagger is also continueing as
the Bangla language is very rich. Finally we showed
our proposed techniques outperforms compared to other
existing methods by focusing recall, precision and f-score.
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Abstract—We present a Deep Neural Network (DNN) based
statistical parametric Text-to-Speech (TTS) system for Bangla
(also known as Bengali). A first step in building a DNN-based
TTS system is having large speech data. Since good speech dataset
for Bangla TTS is not available publicly, we created our own
dataset for our system. We prepared a phonetically rich studio-
quality speech database containing more than 40 hours of speech.
The database consists of 12,500 utterances. We also prepared a
pronunciation dictionary (lexicon) of 1,35,000 words for front-
end text processing, which, to our knowledge, is the largest
lexicon for Bangla. Our system extracts linguistic features from
input text. Then it uses deep neural networks for mapping these
linguistic features to acoustic features. We developed two TTS
voices using our dataset - one male and one female voice. Both
objective and subjective evaluation tests show that our system
performs significantly better than the traditional Bangla TTS
systems and is comparable to the commercially available best
Bangla TTS system.

Index Terms—spss, dnn, bangla speech corpus, lexicon, open
source

I. INTRODUCTION

Generating natural sounding speech from text (known as
Text-to-Speech synthesis, or TTS) remains an interesting re-
search problem despite decades of efforts. With the advent
of smart devices, the necessity of TTS systems become more
prevalent in recent days. TTS systems not only aid human-
machine communication, but also help spreading knowledge
and helping physically impaired people (e.g. blind people).

There are several ways to build a TTS system. Among
them, two types of approaches dominant the development
of TTS systems over the past few decades. One of the
approaches, called concatenative synthesis [1] was the most
popular method during the 1990s. Although this method
produces highly natural synthetic voice, it requires a huge
amount of human effort and expertise in specific areas. To
build a typical concatenative unit-selection TTS, we need to
record many hours of professional speech. Then we need to
invest time in careful lexicon development and in creating
complex rules for text normalization, among other things.

An attractive alternative of concatenative synthesis is the
so called statistical parametric speech synthesis, or SPSS in
short. The advantages of SPSS are the flexibility, control and
small footprint, among others. In the SPSS systems, instead

978-1-7281-5242-4/19 ©2019 IEEE

of concatenating smaller phonetic units, we generate acoustic
parameters from which speech can be synthesized with the
help of a vocoder. Among the earlier initiatives of developing
SPSS systems, Hidden Markov Models (HMMs) based models
[2] became common to the research community. A popular
implementation of HMM-based approach is HTS [3], which
was developed in the early 2000s. It has led the way in
developing parametric synthesis approaches and algorithms.
But due to the over-smoothing in acoustic modeling and the
limitations of vocoders, HMM-based systems may not produce
the most natural output [4].

The introduction of deep neural networks (DNNs) [5]
opened a new research direction for acoustic modeling in
SPSS [4] [6]. Although neural networks had been used in
acoustic modeling in 1990s [7], it has shown impressive
results [8] only in recent days thanks to the advancements
in computational power and the availability of huge datasets.
The research on SPSS systems gains a huge boost from that
point on. The use of recurrent neural networks (RNNs) [4],
long short-term memory RNNs (LSTM-RNNs) [9], and deep
bidirectional LSTM-RNNs (BLSTM-RNNs) [10] improved
the performance of SPSS systems significantly. SPSS systems
thus become a strong contender of concatenative systems for
producing natural sounding speech.

In spite of the advancements in the SPSS research, devel-
oping a good TTS system for an under-resourced language
(like Bangla) still remains a challenging task. The lack of high
quality speech data and the absence of language-specific text
processing tools prevent us from building a high quality SPSS
system. We intend to address these issues of Bangla TTS in
this paper. The work we present here is based on the state-
of-the-art algorithms of DNN-based synthesis. Our aim is to
provide useful resources and recipes for developing Bangla
TTS systems to the research community. Our contributions in
this work include:

• We present a deep learning based Bangla Text-to-Speech
system that can generate speech directly from Bangla
text (in UTF-8 format) without any intermediate hand-
engineered steps.

• We prepared 40 hours of studio-quality speech data for
our TTS system. We employed two professional voice
artists (one male and one female, both providing 20 hours
of recordings each) to record the speech data. We plan



to release these speech data under liberal open source
license to the research community.

• We developed a lexicon1 of 1,35,000 words that can be
used in a front-end text processing tool. The lexicon
can also be used to develop an automatic grapheme-
to-phoneme module for speech synthesis. We will also
release this lexicon as an open source data.

The rest of the paper is arranged in the following order:
we discuss the related research works in section II. After that,
we describe our data preparation process in section III. The
following section explains the model architecture in detail.
Section V analyzes the performance of our system. Finally, we
end the paper with some concluding remarks and by giving
some directions to future improvements.

II. RELATED WORKS

Works on developing Bangla TTS systems are rare. The
initial attempts on building Bangla TTS used concatenative
approaches. Firoz Alam et. al. from BRAC University devel-
oped Katha [11] in 2007, which is a unit-selection TTS system
based on Festival [12] toolkit. Abu Naser et. al. from Shahjalal
University of Science and Technology developed a di-phone
concatenation based TTS system Subachan [13] in 2009. An
HMM-based SPSS system [14] was developed in 2012.

After the introduction of DNNs for acoustic modeling in
SPSS systems, the TTS research has been accelerated by
manyfolds. But we do not notice any significant efforts to
develop DNN-based Bangla SPSS in any Bangladeshi or
Indian institutions, although a commercial Bangla TTS was
released by Google [15] in 2016. Google also released some
TTS resources [16] to encourage Bangla research community
to work on speech synthesis.

TTS researches can be benefitted by many open source tools
developed and shared by prominent institutes and by individual
researchers. Idlak Tangle [17] is one such TTS system which
is developed based on another open source speech recognition
system Kaldi [18]. Merlin [19] is another open source DNN-
based TTS system developed in the University of Edinburgh.
The developers of Merlin uses Ossian [20] and Festival for
front-end text processing, and the WORLD [21] vocoder for
synthesizing speech from acoustic parameters. All of those
tools are freely available under open source licenses. These
resources are now being used to develop TTS systems for
under-resourced languages, such as [22].

Although SPSS methods were originally preferred over
concatenative methods due to their small footprint, they
still require a huge amount of human intervention specially
for language-specific text processing. To resolve this issue,
modern researchers are trying to develop end-to-end TTS
systems where speech is generated directly from (text, speech)
pairs without any intermediate steps. Many of the giant tech
companies have been engaged in this research. They have
been getting promising results in the last couple of years.
Example of such attempts are WaveNet [23], Tacotron [24],

1A lexicon is a dictionary of pronunciation.

and Tacotron 2 [25] from Google, Deep Voice 1 [26], 2 [27], 3
[28] from Baidu, Char2Wav [29] from MILA, FastSpeech [30]
from Microsoft, etc. Although the commercial companies do
not share their code publicly, many individual implementations
of these systems are available online which are almost as good
as the original ones. New TTS researchers can be benefitted
from these open source implementations.

We employed some good implementations of open source
tools for our Bangla SPSS system, which will be discussed in
section IV. The following section describes how we prepare
our speech data.

III. DATA PREPARATION

The first step of building a parametric voice is to collect
a large amount of speech data, along with the associated
transcriptions. There is no good quality public TTS data avail-
able for Bangla. Google has released their Bangla TTS data
[16], but it contains only three hours of speech recorded with
multiple speakers. A few more public dataset are available,
all of which contains merely a couple of hours of speech.
Those datasets were prepared for unit-selection TTS and for
acoustical analysis of Bangla speech. So we needed to prepare
our dataset from scratch.

At first, we consulted the literature for developing phoneti-
cally balanced text corpus [31]–[33]. Then we gather text data
from various domains. We ensured that our text corpus con-
tains all possible pronunciations of Bangla. Our final corpus
contains more than 12,000 utterances, each consisting of stand-
alone sentences. A summary of our dataset is presented in table
I.

TABLE I
SUMMARY OF SPEECH DATA PREPARED FOR BANGLA SPSS

Total sentences 12, 537
Total words 1, 22, 627
Total unique words 24, 582
Minimum words in a sentence 3
Maximum words in a sentence 20
Average words in a sentence 9.78
Total duration of speech (hours) 20 : 14 : 21
Average duration of each sentence (seconds) 5.81

After preparing the text corpus, we started recording the
speech. We have built a sound-proof audio recording studio
solely for this purpose. Then we employed two professional
voice artists (one male and one female), both of whom
have a clear, strong voice and can record speech for several
consecutive hours. We recorded their voices in the raw wave
format, at a sampling rate of 48 KHz. The total duration of
collected speech is around 20 hours (for each speaker).

IV. MODEL ARCHITECTURE

Figure 1 shows the steps in building the Bangla SPPS
system. The major processing units of this system are: (i) a
text normalizer, (ii) a front-end for processing text input, (iii)
& (iv) two deep neural networks (DNNs) for duration and
acoustic modeling, and (v) a vocoder for synthesizing speech
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Fig. 1. Architecture of Bangla SPSS

from acoustic parameters. An elaborate description of these
units are given below.

A. Text Normalizer

Text normalization is the process that converts non-standard
words (NSWs) into pronunceable forms. In a typical TTS
system, the raw input text is passed to a text normalizer,
and a normalized text is produced as output. We developed
a text normalizer for our Bangla SPSS system. To develop
the normalizer, we consulted the literature thoroughly and
implemented some methods proposed by the researchers [34].

B. Front-end

A DNN-based TTS systems need a front-end text processor
to get the linguistic features from the input text. We have
successfully utilized two open source front-end tools - Ossian
[20] and Festival [12].

The Ossian open-source text processor allows us to ex-
tract linguistic features from the input text. It is language-
independent, and can work with any text given in the UTF-8
format. It performs the feature extraction by mapping each
character of the input text to a corresponding phoneme.
Although modeling speech units from characters is a naive
technique, it works surprisingly well if provided with a suffi-
ciently large dataset and a phonetically balanced text corpus.

To obtain a better control over the linguistic feature com-
putations, we might want to use a language-specific front-end
tool. The Festival speech synthesis tool can help us in this
regard. The front-end text processor of festival is language spe-
cific. It requires a well-defined lexicon and phonology (collec-
tion of phonetic information) of the target language. We have
prepared a lexicon of 1,35,000 words and used a grapheme-
to-phoneme converter [35] to handle out-of-vocabulary words.
We have adopted and updated a phonology released by Google
[16].

The front-end outputs HTS-style [36] labels with the state-
level alignment. From these labels, a vector of linguistic
features are generated by Ossian (or Festival). This feature
vector is then fed to the duration model and acoustic model.

C. Duration Model

The back-end of our Bangla TTS system consists of two
deep neural networks. The first one, duration DNN, takes
linguistic features generated from front-end processing as
input, and learns the proper duration information by updating
weights. We split the training data into three sets: training
(94%), testing (3%) and validation (3%).

We employed feed forward networks for both duration and
acoustic modeling. The Merlin toolkit allows us to use other
variants of neural networks as well. The basic architecture of
the preferred network can be specified in a configuration file
and the model will perform accordingly. We get this flexibility
due to the availability of recipe-like structure implemented by
the Merlin developers.

Our duration DNN consists of 3 layers of hidden units where
each layer contains 512 neurons. The network uses Gradient
Descent optimizer with the learning rate of 0.002. The output
of this network is then fed to the acoustic model.

D. Acoustic Model

The acoustic DNN was trained to map the input linguistic
features and the associated duration features into acoustic
features. Linguistic features (sequence binary vectors) are
normalized in the range of [0.01, 0.99] before passing to input
layers of DNN. The acoustic DNN consists of 6 layers of
hidden units where each layer contains 1024 neurons. The
network applies the Gradient Descent algorithm with learning
rate 0.002 to minimize the errors between predicted outputs
and target outputs and updates the weights in every iteration.

E. Vocoder

Acoustic features, the output of acoustic modeling DNN
are normalized appropriately so that they can be used by a
vocoder. They are reduced to zero mean and unit variance.
Finally, acoustic features are sent to a vocoder for synthesizing
waveform. We used WORLD [21], an open source vocoder
modified by Merlin for making compatible with the entire
system.



V. RESULTS AND DISCUSSION

To assess the quality of our proposed system, we conducted
both objective and subjective evaluation.

A. Objective Evaluation

We choose the Perceptual Evaluation of Speech Quality
(PESQ) [37] score, specifically raw-PESQ and MOS-LQO for
the purpose of objective evaluation. The intervals of raw-PESQ
and MOS-LQO are [-0.5, 4.5] and [1, 5], respectively. In the
measurement of PESQ, two waveforms (one is original and
the other is synthetic) are required. The experimental set-up
for determining the PESQ score is as follows.

We calculated the PESQ scores of 4 systems (Subachan
TTS, SUST SPSS Female, SUST SPSS Male, Google Bangla
TTS) to compare speech quality. For calculating the PESQ
scores of the TTS systems, we picked 100 random sentences
and corresponding speech recordings as original speech data.
Then, we synthesized 100 waveforms of selected sentences
from the TTS systems as synthetic speech. Finally, the original
and synthetic speech was sent to the PESQ system in pairs for
determining the PESQ score. The following bar chart shows
the average PESQ scores for the four systems mentioned
above.
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B. Subjective Evaluation

A benchmarking test for the TTS system is the Mean
Opinion Score (MOS). So we selected the MOS test for our
subjective evaluation. We invited some native Bangladeshi
speakers to test the naturalness of various systems. 30 people
volunteered us as the listeners for the MOS test. The listeners
are aged between 20 and 35. 18 of them were male, rest

were female. The listeners listened to 20 synthetic sentences
generated by various TTS systems and gave a naturalness
score between 0 and 5 to each of the systems. A higher score
means better naturalness. All the scores are averaged to obtain
the mean score of a system. In fact, we excluded the highest
and lowest score obtained by each system to calculate a more
accurate MOS named Robust-MOS.

The following bar chart summarizes the MOS scores ob-
tained for various systems. The results of our MOS test
supports our objective evaluation tests as well. Our system
clearly outperforms the publicly available concatenative TTS
system Subachan. Our male voice performs slightly better than
the female voice. Both of the voices are comparable with the
best known commercial Bangla TTS from Google.
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VI. CONCLUSION

In this paper, we aim to address some of the challenges in
the area of Bangla SPSS. We developed a large speech corpus
and efficiently trained a deep neural network to synthesize
Bangla speech. We also developed a large lexicon that will
help researchers build a robust TTS front-end. Experimental
analysis shows that our system performs significantly better
than the traditional TTS systems, in terms of naturalness.
Despite the promising performance, we still need to work
harder in improving the scalability of the system, linguistic
components, lexicon and text normalization. We hope that,
with the availability of resources we developed, our research
community will come forward to contribute more to Bangla
speech synthesis research.
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Abstract—The biggest challenge of Bengali language process-
ing is creating a strong data set to do research on. The main
focus of this paper is to introduce an authentic and credible data
set1 for Bengali sentiment analysis where the data was extracted
from a well known online news portal’s user comments. Here
comments on various news were scraped, and for detecting the
true sentiments of the sentences, five labels of sentiments were
used. An online crowd sourcing platform was used for data
annotation. To ensure the credibility and validity of the data
set, every entry of the data set was tagged three times. Three
models of text classification were used for baseline evaluation
to check the validity of the data set. This data set might be
of valuable help for future works and researches on Bengali
sentiment analysis.

Keywords:: Sentiment Analysis, Data Set, Bengali, News
Comments, SVM, RNN, LSTM, CNN.

I. INTRODUCTION

Peoples value and opinion have a strong impact in today’s
world. In a world where almost everything is online, we
get a large amount of feedback from people in these online
sites, blogs and forums. Sentiment Analysis is the method to
get a comprehension of this huge amount of opinion from
people in a technological way. SA(sentiment analysis) has
revolutionized the way we perceive data and make a decision
out of this growing amount of data.

People like to express their opinion in online sites, and
preferably in their own language. Bengali is a very widely
spoken language. Many Bengali news portals have gained
popularity in recent decade. SA is fairly very new to Bengali
language as opposed to English.

A. Motivation

Language is often vague or highly contextual which makes
it very difficult for a machine to understand without human
help. As such, human annotated data is essential when training

1Sample of data set:https://github.com/Shahriar666/Sample Data

a machine learning platform to analyze sentiment. The per-
formance of a machine learning model to detect sentiments
depends largely on the training data. For this reason three
different perspectives have been used to make the data set
more precise.

There are plenty of scopes to do analysis and research
on the aspect of sentiment analysis on Bengali language.
Countless news portals, social sites, blogs, etc. have been on
the rise which are using this language. These online sites can
throw valuable insight on the peoples sentiment as a whole.
One of the major challenge of performing sentiment analysis
on Bengali language is creating a authenticated and credible
data set without ambiguous data. If the data is classified under
the opposite category by two different person while preparing
the data set, then we can call it ’ambiguous’. The data set on
which the sentiment analysis is to be done has to be free of
these sort of data. One other thing that inspired us was when
a data is labeled according to a persons opinion, that person’s
opinion is not judged whether s/he is right or not. So we
decided to create a data set where the data set will not be
labeled according to just one person’s opinion to ensure the
credibility of the data set.

II. RELATED WORK

Sentiment Analysis means the characterization of the sen-
timent content of a text unit using Natural Language Pro-
cessing, statistics or Machine Learning methods. The works
of Minqing Hu and Bing Liu circa 2004 done on customer
reviews was the first major work done on sentiment analysis.
They proposed the Feature-Based Opinion Mining Model
which is now known as Aspect-Based Opinion Mining[1].
Md. Atikur Rahman and Emon Kumar Dey presented a work
based on their data sets for ABSA(aspect based sentiment
analysis)[2]. Their data set had around 5092 data in total. They
worked with three tags positive, negative, neutral. M. Nabil et
al created a data set from Arabic sentiment tweets consisting
of 10,000 tweets and did experiments with 4 way sentiment
classification[3]. Akhtar, Md Shad et al created a data set for978-1-7281-5242-4/19 c©2019 IEEE

https://github.com/Shahriar666/Sample_Data


aspect based sentiment analysis in Hindi and did it’s baseline
evaluation for data validation where the data set contains
5,417 review sentences across 12 domains. There are a total
of 2,290 positive, 712 negative, 2,226 neutral and 189 conflict
reviews [4]. A. K. Paul and P. C. Shill did sentiment analysis
using mutual information for feature selection and multi-
nominal Naive Bayes for classification using English language
data, they have achieved 85.1% accuracy without using nega-
tion and got 85.8% accuracy with negation using English
testing data. For Bengali, using Bengali testing data, they
got 84.78% accuracy without using negation and got 83.77%
accuracy with negation[5]. Sentiment analysis was also done
in micro blog posts by S. Chowdhury and W. Chowdhury.
They used support vector machine and maximum entropy to
do the comparative analysis of these two machine learning
algorithms[6]. M. S. Islam et al presented a research paper
where six different approaches were discussed to evaluate the
sentiment. They also discussed about the implementation of
cosine similarity using TF-IDF to determine sentiments more
accurately[7].

III. METHODOLOGIES

A. Data Collection

Online news papers have a huge collection of user com-
ments. The data collected was from a widely popular online
news portal Prothom-Alo’s user comments 2. From this huge
collection of comments 10 specific fields were selected. There
are other fields where users comment expressing their opinion
but compared to these 10 fields they are negligible. These 10
fields were selected as these are fairly common in comments.

Fig. 1. Categories of the comments

Priorities were given to ”Bangladesh”, ”Economy”, ”Opin-
ion” and ”Sports” because of being the most occurring theme
among the comments.

2prothomaalo.com

B. Data Pre-processing

The data which was crawled had some characteristic prob-
lems within it. The issues we faced were:

• Sentences got divided and separated while crawling
• Some sentences were not properly structured
• Same sentences appeared more than once
• Some sentences had signs and unnecessary characters

To solve these problems the sentence which was not properly
structured was dropped. Some signs like multiple question
marks, multiple dots and exclamatory signs were cleared. The
comments which appeared more than once were dropped.

C. Data Annotation

We wanted to create our own data set with proper attention
given to the credibility of the sentiment behind the sentence.
When a sentence is labelled, a single tag cannot ensure the
actual sentiment of the sentence. A sentence might seem
negative to an individual but might not be for another indi-
vidual. The data set has each entry tagged by three different
individuals to get three different perspectives.

There are many approaches to data labelling. Among them,
crowd-sourcing is a convenient approach for sentiment anal-
ysis. Crowdsourcing is a practice in which information or
inputs are obtained from a huge number of people, typically
via the Internet. We used this practice for data annotation. Pip-
ilika’s crowdsourcing platform 3 was used for campaigns. The
data set consists of the standard 5 category sentiments which
are strongly positive, positive, neutral, negative, strongly neg-
ative where every sentence is labelled 3 times by 3 different
individuals to ensure credibility.

D. Processing

Every entry having been tagged three times, they had to be
processed and turned into one single tag. So we decided to
assign a particular value against every tag. Then by calculating
these values we decided to choose the final tag. Suppose
an entry has three tags, one positive and two negative, as
negative tag appears the most, that entry was labelled to be
negative. There were some data where the data was tagged
with three different labels which makes the data ambiguous.
So we decided to drop entries like this. As a result the data
set is free from ambiguous data.

E. Data Set Statistics

The data set we built has 13809 entries in it. It has mainly
5 Labels of Sentiment:

3crowd.pipilika.com



Fig. 2. Labels and there amount

TABLE I
LABEL TYPE AND COUNT

Label Count
Slightly Positive 1436

Positive 2279

Neutral 2955

Negative 3936

Slightly Negative 3203

An overall map of the percentage of the sentiments is
given below:

Fig. 3. Percentage of each labels

The data set does not have a negative or positive bias.
The conventional model evaluation methods do not accurately
measure model performance when faced with imbalanced
data-sets. Standard classifier algorithms like Decision Tree
and Logistic Regression have a bias towards classes which
have number of instances. They tend to only predict the
majority class data. The features of the minority class are
treated as noise and are often ignored. Thus, there is a high

probability of wrong classification of the minority class as
compared to the majority class[8].
The statistical summary of the data set:

TABLE II
DATA SET STATISTICS

Category Words
Total 248562

Longest Sentence 118

Average Sentence Length 44

Numeric Words 2389

Bengali Words 244432

Non-Bengali Words 4130

The various topics we tried to cover are given below in the
table:

TABLE III
TOPICS OF THE DATA SET

Fields of Data Number
Opinion 248562

Sports 118

Bangladesh 44

Economy 2389

Entertainment 244432

International 4130

Education 4130

Technology 4130

Lifestyle 4130

Various 4130

Opinion, Sports, Bangladesh and Economy are the majority
of the topics covered.

IV. BASELINE EVALUATION

There are mainly three ways for classifying the sentiment
of a text unit[9]. These are Machine Learning Techniques,
Lexicon-Based Techniquesand and Hybrid Techniques.

Sentiment Analysis uses the evaluation metrics of Precision,
Recall, F-score, and Accuracy for the classification problem.
Also, average measures like macro, micro, and weighted F1-
scores are useful for multi-class problems. Based on the
balance of classes of the data-set the appropriate metric should
be chosen. Four effective measures have been selected for the
study based on the confusion matrix of the output. These are:

Precision(P ) = TP/(TP + FP ) (1)

Recall(R) = TP/(TP + FN) (2)

Accuracy(A) = (TP +TN)/(TP +TN +FP +FN) (3)

F1− Score(F1) = 2.(P.R)/(P +R) (4)



Our focus point here is performing Baseline Evaluation
on the data-set that we have created on the Bengali news
comments for sentiment analysis, where we have selected
three models for the Baseline Evaluation. These are: Binary
SVM classifier, Multi-class SVM classifier and LSTM(Neural
Network).

A. SVM classifier

In machine learning, support-vector machines are super-
vised learning models that have associated learning algorithms
which analyze data used for classification and regression
analysis[10]. We can use an SVM classifier when the data
has exactly two classes. An SVM classifies data by finding
the best hyperplane that separates all the data points of one
class from those of the other class.

The data-set was split into test data and train data in the
following way:

• Amount of Train set: 10809
• Amount of Test set: 3000
• Amount of Validation Set: 2809

SVM classifier is pretty good for binary classification,
when the number of categories is only two, negative and
positive. Taking the slightly positive and positive classes into
the positive label and the rest into the negative label, and
dropping the neutral class

Following is the confusion matrix we have generated using
the SVM classifier:

TABLE IV
CONFUSION MATRIX OF BINARY SVM CLASSIFIER

Predicted Positive Predicted Negative
Actually Positive 2823 892

Actually Negative 1714 5425

The following table shows the overall accuracy:

TABLE V
ACCURACY OF BINARY SVM CLASSIFIER

Model Test(%) Train(%) Validation(%)
Binary SVM classifier 66.232 93.397 67.488

If we take the Precison, Recall, Accuracy and F1-Score into
consideration of this model, we generate the table:

TABLE VI
EVALUATION OF THE SVM MODEL

Precision Recall Accuracy F1-score
57.59 72.41 61.34 63.97

B. RNN(LSTM)

Recurrent Neural Networks(RNN) and Long Short-Term
Memory(LSTM) networks are often used for sentiment anal-
ysis. Recurrent Neural Networks and Long Short-Term net-
works introduces a memory into the model. Having a memory
in a network is useful because, when dealing with text data,
the meaning of a word depends on the context of the previous
text. A drawback of the Recurrent Neural network is that
it is only capable of dealing with short-term dependencies.
Long Short-Term Memory networks address this problem by
introducing a long-term memory into the network[11]

We created the training , testing and validation splits as
follows:

• Amount of Train set: 11041
• Amount of Test set: 1380
• Amount of Validation set: 1381
Like the SVM classifier, we took the slightly positive and

positive classes into the positive label and the rest into the
negative label, and dropping the neutral class, we did the
evaluation.

The confusion matrix came up to be the following:

TABLE VII
CONFUSION MATRIX OF LSTM CLASSIFIER

Predicted Positive Predicted Negative
Actually Positive 2529 1151

Actually Negative 1495 5867

The following table shows the accuracy of this model:

TABLE VIII
ACCURACY OF THE LSTM MODEL

Model Test(%) Train(%) Validation(%)
LSTM 74.741 96.967 78.833

By using the measurements of Precison, Recall, Accuracy
and F1-Score, we can generate the table:

TABLE IX
EVALUATION OF THE LSTM MODEL

Precision Recall Accuracy F1-score
72.84 87.22 74.74 79.291

C. CNN

Convolutional Neural Networks(CNN) is a class of Deep
Neural Networks. CNNs are multi-layer perceptrons that
are regularized. Multi-layer perceptrons usually have fully
connected networks, which can cause over fitting. CNNs
solve this issue by taking advantage of hierarchical pattern
in data and assemble more complex patterns using smaller
and simpler patterns.



For text classification with CNN, we usually embed the
words of a sentence into a 2D array stacking them together.
Convolution filters are applied to selective number of words
to produce a new feature representation. Then some pooling
is performed on new features, and the pooled features from
different filters are concatenated with each other to form the
hidden representation. These representations are then followed
by one (or multiple) fully connected layer(s) to make the final
prediction[12].

We split the data in the following way for the evaluation:
• Amount of Train Data: 10809
• Amount of Test Data: 3000
• Amount of Validation Data: 2809
The confusion matrix for CNN:

TABLE X
CONFUSION MATRIX OF CNN CLASSIFIER

Predicted Positive Predicted Negative
Actually Positive 2144 1373

Actually Negative 1862 5455

The accuracy table for CNN:

TABLE XI
ACCURACY OF THE CNN MODEL

Model Test(%) Train(%) Validation(%)
CNN 60.49 89.03 63.68

The evaluation of the CNN model:

TABLE XII
EVALUATION OF THE CNN MODEL

Precision Recall Accuracy F1-score
58.92 68.52 60.49 66.24

V. DISCUSSION

SVM employs kernel tricks and maximal margin concepts
to perform better in non-linear and high-dimensional tasks.
SVMs are great for relatively small data sets with fewer
outliers.

Neural networks typically perform better on very large
data-sets. Neural networks profit a lot if the data points are
structured in a way that can be exploited by the architecture.
That is the case with our data-set, thats why neural networks
(LSTM) is a better choice. Neural Networks may require more
data but they almost always come up with a pretty robust
model.

Deep learning really shines when it comes to complex
problems such as image classification, natural language pro-
cessing, and speech recognition. The data set has no clear
distinct pattern which can be exploited by the CNN model.

VI. CONCLUSION

In our endeavour, we have created our very own data set for
analysis, which consists of 13809 entries from the Prothom-
Alo news portal. Baseline model selection and evaluation
have been done on this data set using three different models
which are SVM, CNN and LSTM model. We have done some
comparative performance testing with our data set related to
Bengali sentiment analysis and presented them in a tabular
form.

We hope that this Data Set will be helpful for other
researchers in the field of Natural Language Processing and
Sentiment Analysis in Bengali language.
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Abstract—Topic modeling is a statistical data mining method
for organizing the documents with variable contents under
similar topics.It is utilized to reveal the concealed topics from
an enormous collection of articles or documents.In this research,
we have conducted an experiment on the effectiveness of two
trending topic modeling methods on Bangla news corpus.Our
target is to find an effective way of analyzing Bangla news
documents and categorize them automatically for a recom-
mendation system and searching. Different Models have been
found effective for different languages because of their unique
morphological structure.In this research LDA and its hybrid with
word2vec known as lda2vec have been chosen as techniques to
extract topics from Bangla news documents.LDA is a matrix
factorization technique and as our observation in this research,
this model is effective on Bangla despite the syntax difference
with English.For the testing and implementation purpose, we
developed a technique to find topics for not factorized documents
from LDA and lda2vec.As our finding, lda2vec gave 85.66%
accuracy over topics for test documents where accuracy for
LDA was 62.45% Which makes lda2vec more reliable for the
implementation purpose.

Index Terms—Topic modeling, LDA, word2vec, lda2vec,
Bangla Topic Modeling.

I. INTRODUCTION

Over the last decade,the quantity and diversity of electronic
documents have increased rapidly. With the growth of online
newspapers, blogs and social sites, it became very hard to
index and search from all the data available right now. It
became a necessity to develop optimized techniques or tools
to deal with automatically browsing, indexing,searching and
organizing large collections of documents.One of the tech-
niques that focus on the extraction of hidden meaning from
documents, automatically analyzing and categorizing text data
is topic modeling.

Topic modeling is a form of text mining, a way of identi-
fying patterns in a corpus. It is a technique of generating a
probability distribution of words over a set of documents.This
process considers that documents are weighted combination
of topics and topics are mixture of words according to their
probability distribution. This distribution is made by analyzing
a corpus and assigning weights for each word which is done
by statistical topic modeling methods. They generate sets of

topically-related words as ‘topic’ which can be associated with
the documents of that corpus. This process provides the ratio
of a topic in each document as documents could consist of
multiple issues or genre. This also provides quantitative data
which could be used to identify documents with a particular
topic and generate visualization of the document set as a
whole. Topic modeling technique used for developing an
alternative way of searching, browsing and summarizing large
document set. Statistical models are used for topic modeling
to extract topics from a large document set and LDA [1] is
one of the recent and effective models.

LDA is being used in different languages with necessary
modification to satisfy morphological structure and research
specific data analysis.

Mustakim Al Helal, Malek Mouhoub [2] have conducted
research on topic modeling and document similarity measure-
ment on Bangla articles using LDA and compared it similarity
measurement accuracy with Doc2Vec.In [3],a topic modeling
have been used on Bangla books and articles to extract features
for supervised authorship attribution.

Tarek Kanan, Souleiman Ayoub [4] used RenA with ALDA,
where ALDA is a modified version of LDA to support the
Arabic morphological structure, stemming, stopword removal
and normalization. to generate topics from Arabic news doc-
uments. They detected Arabic named entities to extract topics
with Arabic Name Entity Recognizer (RenA),it has been
described in Benajiba’s paper [5].

K Shakeel, GR Tahir, I Tehseen [6] used GIBBS SAM-
PLING with LDA model. Gibbs sampling helped to generate
a cycle of word distribution which is approximated from
multivariate probability distribution [7] [8].From these word
distribution LDA generates topic distribution.

Rifki Adhitama, Rahmat Gernowo, and Retno Kusuman-
ingrum [9] have used Naive LDA with Ontology.They imple-
mented LDA to form the cluster, Zhou similarity to measure
between terms in a cluster and ontology to generate the label
of the cluster.They measured the the weight of labels using
Cohen’s Kappa coefficients [10].
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II. BACKGROUND STUDY

This section provides a brief description of LDA, lda2vec
and their process of extracting topics from a corpus.

A. LDA
LDA is a widely used topic modeling method in these

days,it is a matrix factorization technique and a statistical
model that extracts word sets as topics from a set of a text
document.It takes input documents as fixed-length vectors
(bag-of-words).As it is is a statistical model with the ability
to a generate probability distribution of words, this model can
be used to solve other ML problems beside topic modeling,
like it could be used to extract feature from documents for
authorship attribution [3].

If we Train LDA with a document set containing N articles
and assume that those articles made of M topics,LDA will find
M vectors of topic which could be distributed to explain the
articles.If the data contains V words, then each topics will be a
vector with V dimensions where the weight of each dimension
points to the relevance of each word to the topic.An article
could be made of 60 percent of ”topic a” and 40 percent of
”topic b”.document vectors could contain some zeros,which
means that all topics don’t occur in each document.

The process of LDA could be visualized with a figure.In the
“Fig. 1”,the exterior box represents data, the box int the middle
represents selected topics and their words for a document. M
is document count and N is word count in the data.

Here,
α = probability of topic orientation for each document
β = probability of word collection for each topic
θ = the topic orientation for document d
z = the specific topic from topic orientation of document d
w = a word from the topic

B. lda2vec
lda2vec [11] is a combination of LDA and word2vec,

it learns word vectors using skip-gram model along with
topic vectors .Document vectors as a relation of words with
documents and a word embedding as word to word relation
have been combined to form lda2vec.

In LDA,a probability distribution of words is used to predict
a topic, this could be used to predict a word after the
occurrence of a related word. In word2vec, word vector from

Fig. 1. Plate notation of the LDA model

skip-gram is used to predict a context word. lda2vec leverages
this word vector with a document vector and creates a context
vector, which could be used to backtrack and predict word for
each word in a document and generate word sets as topics.

In lda2vec, Skip-gram Negative-Sampling (SGNS) [12] has
been altered to use document-wide feature vectors while con-
currently studying the constant charging of document weights
on topic vectors. The total loss term L in “(1)” is the sum
of the Skipgram Negative Sampling Loss (SGNS) Lneg

ij with
the addition of a Dirichlet-likelihood term over document
weights,Ld. The loss is conducted using a context vector,−→c j ,
pivot word vector −→w j , target word vector −→w i and negatively-
sampled word vector −→w l.

L = Ld +
∑
ij

Lneg
ij (1)

Lneg
ij = log σ (−→c j .−→w i) +

n∑
l=0

log σ (−−→c j .−→w l) (2)

lda2vec makes a combination of the best parts of LDA and
word2vec in a single model, this improves the quality of topic
modeling.

III. PROPOSED WORK

This Topic modeling system includes LDA and lda2vec
models for extracting topics from news. The workflow contains
different phases, including data collection, pre-processing,
training, and predicting topics for test data. News articles have
been parsed from online news portals and stored in text files
for pre-processing.Stop words have been removed and bag-
of-words has been created in the pre-processing stage. While
training,Topics for all documents have been generated and
weights for each word for each topic have been extracted. At
the final step, topics for the new article have been predicted
based on their word distribution.The workflow is represented
in the “Fig. 2”.

IV. DATA PREPARATION

In this section, we present a brief description of the data-set
we have used for the training purpose.

A. Data Sources

We have used a collection of Bangla news document. The
documents were collected from various online Bangla news
portals and online newspapers. This data set is made of 22,675
news articles, split into 9 different news types. It was created
by PIPILIKA, this document set is being used for data mining
experiments of Bangla text data.

This data could be categorized into 9 different news
types.From contextual observation , Some types may describe
related events (e.g. crime/accident), some could be totally
different with different word sets (e.g. politics/sports).Table
I, contains a brief overview of the data:



Fig. 2. System architecture

B. Tokenization

At first, all documents have been tokenized. It is a process
where a stream of text is broken into words, phrases or
other meaningful units. This group of units then becomes the
element for further processing. This process has been done
with simple python NLTK library. Punctuations have been
removed from the sentences, then text stream has been split
up by whitespace characters. white space characters are tabs,
spaces, and carriage returns. Other non-word and non-number
characters also have been removed from the tokenized data
set.

C. Stop Words Removal

Stop words are words with few or no information which
occurs quite frequently in documents. These are also called
functional words. They connect the words inside a sentence
and create a meaningful structure. They dont carry much
meaning of their own. To clean the document set, a static
list of 398 stop words has been collected, the list has been

TABLE I
DATASET

News Categories Document count

Accident 2500
Crime 2523

Entertainment 2814
International 2570

Politics 3284
Science 3336
Sports 2659

Weather 2919
Total(9 categories) 22,675

generated by Bangla language experts, it’s available in this
link link1

D. Finding meaningful words

There are a lot of words other than stop words which occur
frequently in a text and doesnt contain meaningful relationship
with the topic of the document. These words are not very
useful for finding the inner meaning of the data. These words
occur frequently in every document which means they are not
attached to any particular topic. The words that occurred very
little in documents also have to be removed.

The documents which became blank after removing all stop
words and irrelevant words also have been removed from the
process.

V. EXPERIMENT AND RESULTS ANALYSIS

In this part, we have conducted an experiment on the
selected models.First, both LDA and lda2vec models have
been trained with our preprocessed data set.The models have
generated sets of words as topics. Then the word sets have
been tagged with topic names manually with the help of a
volunteer.Then test data set have been prepared to analyze the
performance of the models.

To identify the topics of the test documents using the models
we have developed a technique of analyzing not factorized
documents. LDA uses matrix factorization technique, it cal-
culates weights for each word according to assigned topics
on the documents. First, we have generated word weights
for each word on a topic distribution by LDA and lda2vec
and compared each word of the test documents against it,
then analyzed the summation of the word weights for the
documents to generate a topic weight for each document and
chosen topics with positive weights for the document.

We have chosen 566 not factorized documents as test
data.These documents have contained keywords which point
to death or related events. Then we tested those documents
with our models if those documents actually ’Crime’ related
documents or they belong to some other topics.

We have gotten multiple topics for most of the test doc-
uments.A volunteer has chosen topics from previously gen-
erated topic names for each test document manually,then
checked how many topics actually belong to each document
from the topics which was generated by the models for that
document.From that observation, an accuracy chart has been
created for each topic for both LDA and lda2vec model.

We have generated a chart which contains the ratio of how
often a topic got tagged to documents and how often it actually
belonged to those documents.

In the “Fig. 3” , we can see the accuracy for each topic
generated by LDA is arbitrary, accuracy for some topics are
very high, and for some topics frequently got tagged to the
documents they dont belong. This makes the model quite
unreliable.

1https://github.com/stopwords-iso/stopwords-bn/blob/master/stopwords-bn.
txt



Fig. 3. Accuracy for topics in LDA

In the “Fig. 4”, we can see the accuracy for each topic
generated by lda2vec is well ordered, the accuracy of topics
are from high to average. This makes the model reliable, useful
and feasible for real-life projects.

Comparison between both models are shown in “Fig. 5”.
From the average of accuracy generated for topics, we can

show that

• Accuracy of LDA is 62.45%
• Accuracy of lda2vec is 85.66%.

As we discussed before, the result of LDA is not very
reliable, The topics which have been generated by the model
for documents not always accurate, some topics belong to
the document and some are not. This is the main reason for
decreasing the accuracy of this model.

On the other hand, lda2vec implements word2vec to gener-
ate a document vector which gives it more accuracy in the
context of word-topic probabilistic distribution. This is the
main reason for detecting topics which are most related to
the test data. This is why its result is far more accurate than
LDA.

To understand the improvement of these models, we can
look at the output of some legacy topic identification processes
that has been used for a long time.In [13], an experiment have
been done to analyze 5 TID models with 1500 newspaper data
containing 7 news categories.They have marked each news
with multiple topic tags .The following table contains there
accuracy of identifying all topics.

from the output, it is clear that the two modern topic
modeling methods clearly outperforms these legacy sys-
tems.Although the data set is different, but we can get an

Fig. 4. Accuracy for topics in lda2vec

Fig. 5. Accuracy of models

TABLE II
TID PERFORMANCE ON NEWSPAPER

Models Accuracy

Topic Unigram 45.7
Cache Model 48.8

TFIDF 29.9
Perplexity 47.7

Weighted Unigram 40.3

understanding of the improvement in the process of identifying
topics with LDA and lda2vec.

VI. CONCLUSION

This paper demonstrates an analysis of two latest topic
modeling methods LDA and lda2vec and their performance
on Bangla Language.In this research, a set of 22,675 Bangla
news has been collected and preprocessed. The models have
obtained topics for text documents and generated weight
values for each term of the documents which have been used
to predict the most relevant topics of test documents. LDAs
accuracy was 62.45% and lda2vecs accuracy was 85.66%.
From the result, it becomes clear that lda2vec outperforms
LDA and it is more reliable for implementation purpose. This
model could be used for the Bangla news recommendation
system, text mining of massive Bangla news corpus and other
statistical analysis of Bangla Document.
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Abstract— Nowadays, people used to express their feelings, 
thoughts, suggestions and opinions on different social platform 
and video sharing media. Many discussions are made on 
Twitter, Facebook and many respective forums on sports 
especially cricket and football. The opinion may express 
criticism in different manner, notation that may comprise 
different polarity like positive, negative or neutral and it is a 
challenging task even for human to understand the sentiment of 
each opinion as well as time consuming. This problem can be 
solved by analyzing sentiment in respective comments through 
natural language processing (NLP). Along with the success of 
many deep learning domains, Recurrent Neural Network (RNN) 
with Long-Short-Term-Memory (LSTM) is popularly used in 
NLP task like sentiment analysis. We have prepared a dataset 
about cricket comment in Bangla text of real people sentiments 
in three categories i.e. positive, negative and neutral and 
processed it by removing unnecessary words from the dataset. 
Then we have used word embedding method for vectorization of 
each word and for long term dependencies we used LSTM. The 
accuracy of this approach has given 95% that beyond the 
accuracy of previous all method.   

Keywords— sentiment analysis, natural language processing, 
deep learning, word embedding, RNN, LSTM. 

I. INTRODUCTION 

 In present era, people across the globe express their 
opinions or feelings through social media and web on different 
entities such as events, products, social issues, organizations 
etc. Hence, in every instant massive amount of text data are 
generated on various entities over the Internet. By analyzing 
these data business organizations can understand the 
sentiment of people about their products and can find new 
opportunities, government can understand people perception 
about election and can manage their reputation, event 
organizer can understand people expectation on public events 
and so on. Thus, it is a high need to epitomize the unstructured 
data created by people over the social media and extract 
relevant insights in order to understand people thoughts. 
Therefore, Sentiment Analysis has become a major point of 
focus in the field of NLP which extract contextual mining 
from text data that conveys emotions, sentiments or opinions 
of an individual.  

In recent times, Cricket has gained uttermost popularity in 
Bangladesh. So, people have diversified emotions for this 
sport. They like to express their opinions, emotions regarding 
to this sport most often through social network in Bangla 
language.  By processing these reviews, it is possible to 

understand the sentiment of people for cricket. However, very 
few attempts were taken for sentiment analysis from Bangla 
text because of the unavailability of well-structured resources 
in Bangla language processing. Hence, Cricket sentiment 
analysis on Bangla text from real people sentiments for cricket 
has become an exciting field for us. Nowadays, Deep learning 
technique is widely used to analyze sentiment of text and has 
proven to be an effective tool in terms of accuracy as it 
considered past and future word with respect to target word 
for text classification. Thus, we are very much influenced to 
classify cricket sentiment from Bangla text using deep 
learning technique. 

In this research, Recurrent Neural Network with LSTM 
model has been proposed to identify cricket sentiment from 
Bangla texts. We have collected real people sentiments about 
cricket from different social media and news portal and 
categorized into positive, negative or neutral. Then, 
vectorization of each word was performed by word 
embedding method and LSTM was used to achieve long term 
dependencies.  Finally, the accuracy of 95% has attained in 
cricket sentiment analysis using the proposed model. 

II. RELATED WORK 

Sentiment analysis from Bangla text has become major 
point of focus in NLP for researchers with the increasing use 
of social media. Hasan et al. [1] proposed a model utilizing 
LSTM with binary cross-entropy and categorical cross-
entropy loss function for sentiment analysis of Bangla and 
Romanized Bangla Text (BRBT). Sharfuddin et al. [2] 
developed an approach combining deep RNN with 
bidirectional LSTM to classify sentiment of Bengali text 
which achieved 85.67% accuracy on a dataset containing 
10000 comments of Facebook status. Baktha et al. [3] have 
explored RNN architectures on three dataset and obtained best 
accuracy from Gated Recurrent Units (GRU) for sentiment 
analysis. Tripto et al. [4] suggested deep learning based 
models for detecting multilabel sentiment and emotions from 
Bengali YouTube comments. They used Convolutional 
Neural Network (CNN), LSTM, Support Vector Machine 
(SVM) and Naïve Bayes (NB) architectures to identify three 
(positive, negative, neutral) and five label (strongly positive, 
positive, neutral, negative, strongly negative) sentiment as 
well as emotions where they considered SVM and NB as their 
baseline methods. Term Frequency Inverse Document 
Frequency (TF-IDF) with n-gram tokens has been used to 
extract set of features from respective sentence. They got 
65.97% and 54.24% accuracy for three and five labels 



sentiments respectively. Sentiment polarity detection 
approach has been investigated on Bengali tweet dataset by 
Sarkar et al. [5] by applying multinomial NB and SVM. A 
character level supervised RNN approach was used to classify 
Bengali sentiment which is categorized as positive, negative 
and neutral [6]. An Aspect-Based Sentiment Analysis has 
been evaluated on Cricket comment in Bangla text in [7] 
where best accuracy has been found 71% using SVM 
classifier in their ABSA dataset. Shamsul et al. [8] employed 
SVM, Decision Tree and Multinomial NB for sentiment 
analysis on Bangladesh cricket comments. They got best 
accuracy using SVM which is 74%. So, we were influenced 
to develop a model for analyzing sentiment of real people by 
utilizing RNN with LSTM model. 

III. DATASET PREPARATION 

The preparation phases of the dataset were divided into 
two parts, i.e. A. Gathering of Bangla comments and B. Pre-
processing of Bangla comments.  

A. Gathering of Bangla comments   

We have collected a dataset named ‘ABSA’ [7] that 
contains cricket related comments for cricket sentiment 
analysis from Bangla texts. The dataset comprised of 2979 
data with 5 columns where we have selected only two 
columns, i.e. the comment column and the target column. The 
target column contains 3 classes including positive, negative 
and neutral. But, proposed LSTM-RNN model may create 
high variance problem on small dataset.  To overcome this 
issue, we supplemented more data with existing ABSA 
datasets. The extended data were picked from various online 
resources like Facebook, YouTube, Prothom-Alo, BBC 
Bangla, Bdnews24.com and labelled them manually. Then, 
the extended ABSA dataset contains total 10000 comments 
where 8000 comments is separated for training and the rest of 
the comments is used for testing purpose. 

 
B. Preprocessing  of Bangla comments 

Data pre-processing plays significant role in natural 
language processing (NLP) as the real-world data are messy 
and often contains error, unnecessary information and 
duplication. So, in order to generate good analytics results, all 
punctuation, unimportant words are removed, stemmed to 
their roots, all missing values are replaced with some values, 
case of text are replaced into a single one and mostly 
depending upon the requirement of the application. Therefore, 
we process our data step by step as it doesn’t carry much 
weightage in context of the text. All preprocessed step is 
illustrated below. 

1)  Stopwords Removal: Stopwords refers to the most 
common words in a language. But these words have no impact 
on analysis sentiment of a sentence. The most common words 
such as এবং, এবার, এ, এটা, কী, হয়, র, পর, ওরা, έক, έকউ, ইতҝািদ 
have no impact on sentiment analysis using proposed model. 
But there some words such as না, নাই, έনই, নয় have important 
impact on negative sentiment and some words such as হҝা, 
Ѻѭ, কের, কাজ, কােজ have also important impact on positive 
sentiment. So, we list these positive and negative sentiment 
impact words from stopwords list as a whitelist. Then 
programmatically we have removed all stopwords from our 

dataset. We use two resources as a benchmark for removing 
Bangla stopwords. 

2)  Text Process: Text processing is of great importance 
in NLP task. The unwanted text such as Links, URLs, user 
tags and mention from comments, hash-tags, punctuation 
marks have no impact on sentiment analysis. Therefore, we 
remove these to give annotators an unbiased text. Only 
contents have given higher priority to make a decision based 
on three criteria positive, negative and neutral. 

3) Name Process: Name process is another text data 
compression technique where mainly all proper and common 
noun of Bangla is substitute by common words.  Example-  

১. তািমম আজেক খুব সুрর বҝাΜটং কেরেছ। 
২. িলটন দাশেক আজেক দেল έনয়া উিচত িছল। 
Here তািমম and িলটন are two different words but same 

context and also contribute similar impact on sentiment 
analysis using proposed LSTM-RNN model. So, we replace 
all proper noun with common word which does not affect the 
accuracy of the model but compress the dataset and makes 
dataset more robust and better for classification accuracy. 
Thus, we replace all country name such as (বাংলােদশ, ভারত, 
পািকѷান, অেϾিলয়া) by a word “έদশ”and all players name 
including different spelling and nick name such as (তািমম, 
তািমম ইকবাল, মাশরািফ, মҝাশ, সািকব, িবরাট έকাহিল, মুশিফকুর 
রিহম, মুশিফক) by word “έস”. 

4) Manual validation: In manual validation, each 
extended data sample was manually annotated by three 
annotators into one of three categories: (i) positive (ii) 
negative and (iii) neutral. Each annotator validated the data 
without knowing decisions made by other. This ensures that 
the validations were unbiased and personal. Furthermore, 
elongated words often contain more sentiment information for 
multiclass categorizations. For example, “বাহহ্হ্হ অেনক 
ভােলা!!” certainly provides more positive feelings. Therefore, 
instead of applying lemmatization we had kept elongated 
words. 

IV. METHODOLOGY  

Recurrent Neural Network (RNN) performed well enough 
on sequential input data like speech, music, text, name entity 
recognition etc. than convolutional neural network (CNN) by 
taking into consideration the current input as well as previous 
input. However, in long term dependencies it not generally 
works well due to vanishing and exploiting gradient problem 
[9]. Hence in order to learn long term dependencies, LSTM is 
simply added to the process input which enables RNN to 
remember their inputs over a long period of time. Here, this 
LSTM layer is fed with proper numerical vector 
representation of each word which is generated based on the 
word embedding. To generate word embedding, we have 
employed word2vec algorithm that formulates matrix of 
weight from text corpus. Finally, the output of LSTM layer is 
sent to fully-connected softmax layer to analysis sentiment of 
a comment. 

A. Word Embedding  
The preprocessed text data is tokenized first in order to 

split a sequence of sentence into smaller parts such as words. 
Then we implemented skip gram [10] model of word2vec 
algorithm for representing proper numerical vector of each 



splitting word that can evaluate the similarity between words 
and also placed close together in the vector space which is 
computationally effective for learning word embedding than 
one-hot vector representation. The output of the word2vec 
model is called an embedding matrix. The complete word 
embedding process is shown in Fig. 1. 

 

 

 

 

 

 

 

Fig. 1. Complete word embedding process 

B. Model Architecture for sentiment analysis  

The proposed architecture built to classify the sentiment of        
the cricket comments, consists of 4 layers. These layers are  

1. Input layer (length 1) 
2. Embedding layer (Output of length) 
3. LSTM layer (100 neurons) 
4. Output layer (103 neurons) (including 100 dense   

layers and 3 sigmoid layers) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. LSTM network for cricket comments sentiment classification 

 A length of 42 words is used as a maximum word length 
of a comment and zero padding are added to the right of the 
comment when it is shorter than 42 words. The model takes 
input of 42 integers or vector of words, where each integer 
represents a word. So, there are 42-time steps, at each time 
step one word is given to the model. Then, the word is entered 
into the embedding layer with one neuron. The embedding 
layer transform the word into a numerical vector 
representation of length 300 (embedding size). The 
embedding weights are initially set to very small value and 
will update these weights using back-propagation during 
training. This way 300 featured value are created. Then, the 
output of embedding layer is fed into an LSTM layer with 100 
neurons and each of the features value is multiplied by a 
weight of each LSTM cell, where LSTM cell contains four 
gates for long term dependencies memorization. Next those 
300 weighted features and the output of the previous time step 
(output values from 100 neurons) is also used as an input for 
the LSTM cells. Finally, the weighted sum of dense layer 
outputs is taken as an input of softmax activation function 
where we predict the probability of cricket comments as 
positive, negative and neutral. The complete architecture is 
shown in Fig. 2. 

 

V. RESULT AND DISCUSSION 

 We have used LSTM layer to construct and train many-to-
one RNN architecture. The architecture takes sequence of 
words (sentence) as input and provides sentiment value 
(positive, negative or neutral) as output. We used data from 
the prepared dataset that contains 10,000 sentences in the ratio 
of 80:20 for training and test phase of proposed RNN-LSTM 
architecture respectively. During training phase, learning rate 
of the proposed architecture was set to a small value of 0.001 
and different combinations of epochs and batch-size were 
used for attaining high prediction performance with minimum 
training time. The architecture attained best training accuracy 
after 15 epochs with batch size 30. Finally, the performance 
of the proposed architecture was evaluated on the test dataset 
where it obtained 95% prediction accuracy. The proposed 
model accuracy and loss graph was recorded while we train 
the model. Fig. 3 and Fig. 4 shows the model accuracy and 
loss graph respectively. 

 

Fig. 3. Optimal accuracy of proposed model 
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Fig. 4. Optimal loss of proposed model  

 Fig. 3 and Fig. 4 shows that the train and validation 
accuracy is being increased as well as is train and validation 
loss is being reduced respectively with respect to increasing 
the number of epochs. Example of some classification result 
is shown in TABLE I. The misclassification result is 
highlighted in the TABLE I using bold italic font.  

TABLE I.  SOME TEST RESULT 

 
 Now a comparative study of classification accuracy 
among several models including proposed LSTM-RNN 
model is presented in Table II. It shows that the proposed 
architecture performs better than any other model of Bangla 
sentiment analysis, as RNN-LSTM model has a great 
competency to capture contextual information in more fine-
grained way.  

TABLE II.  ACCURACY MATRIX AMONG DIFFERRENT BANGLA  NLP 
TASK BASED ON MODEL PERFORMANCE  

Ref 
No. 

Dataset Model 
Prediction 
Accuracy 

[7] ABSA SVM 71% 

[8] ABSA_EXTENDED SVM 73.49% 

Proposed 
method 

ABSA_EXTENDED LSTM 95% 

VI.  CONCLUSIONS 

 In this paper we present an approach to analyze sentiment 
of cricket comments in Bangla text. This model consists of a 
deep learning variant named RNN. For remembering the 
recurrent property and contextual meaning of a sentence we 
have used LSTM that makes the model very fruitful and 
produces a prediction result about 95%. Spell-checking and 
stemming is not included in preprocessing section of our 
collected dataset. In future, we will include more 
preprocessing steps along with these two in order to improve 
the structure of our dataset. We also plan to increase target 
class to make an accurate NLP model within this problem 
domain.     
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Abstract—Machine translation systems facilitate our communi-
cation and access to information, taking down language barriers.
It is a well-researched area of Natural Language Processing
(NLP), especially for resource-rich languages (e.g., language pairs
in Europarl Parallel corpus). Besides these languages, there
is also work on other language pairs including the Bangla-
English language pair. In the current study, we aim to revisit
both Statistical Machine Translation (SMT) and Neural Machine
Translation (NMT) approaches using well-known, publicly avail-
able corpora for the Bangla-English (Bangla to English) language
pair. We reported how the performance of the models differ
based on the data and modeling techniques; consequently, we also
compared the results obtained with Google’s machine translation
system. Our findings, across different corpora, indicates that
NMT based approaches outperform SMT systems. Our results
also outperform existing baselines by a large margin.

Index Terms—Machine Translation, Bangla-to-English, Statis-
tical Machine Translation, Neural Machine Translation, Bidirec-
tional LSTM

I. Introduction

With the emergence of neural sequence-to-sequence
(seq2seq) [1] models, the task of automated translation from
one language to another has undergone rapid advancement
and is currently one of the most substantial fields in the NLP
community. Despite the recent advancements in the field, the
early concept of automated translation systems can be traced
back to the 1950s [2] – motivated by translating information
from foreign sources during the Cold War. Since then machine
translation research has entered a different era, involving rule-
based and SMT systems.
The idea of SMT, derived from information theory [3],

is heavily dependent on the parameters of statistical models
obtained from bilingual text corpora. These traditional data-
driven SMT approaches, word- [4] and phrase-based [5]
models, dominated the field of machine translation with their
performance and made it useful for various applications.
With the recent advancement in neural networks and in-

creased availability of computational resources, Neural Ma-
chine Translation (NMT) has gained significant momentum in
the 20th century [6]. In the last five years, it has reached state-
of-the-art performance levels [7] and large scale deployment
has also started. Particularly, the literature with NMT tech-
niques report higher performance for resource-rich languages

such as English to German [8] and English to French [9].
Unlike traditional techniques, the advantage of NMT is that
it learns the mapping from input to output in an end-to-end
fashion. In which it jointly learns the parameters in order to
maximize the performance of the translation [10], [11].
While much of the literature reports the success of NMT

approaches, some studies have also reported its limitations.
The study of Koehn et al. [12] reports the limitations of current
NMT systems including out-of-domain data, highly inflected
categories lead to low-frequency words, amount of training
data, long sentences and issues with word-alignment [12].
Based on the current developments and literature, in this

study, we aim to revisit the different MT techniques for the
Bangla to English (Bangla → English) language pair. Our
contributions include, (1) conducting experiments using SMT
and NMT approaches, (2) consolidating data from different
sources and evaluating them to understand the effectiveness
of these approaches, and (3) present a comparative analysis
and provide future directions.
The motivation behind this study is two-faceted: (a) to

enrich the Bangla NLP research community - as to the best of
our knowledge, this is one of the first study to compare both
SMT and NMT approaches for the Bangla to English language
pair using publicly1 available data; and (b) to understand
what the necessary steps are and the resources required to
outperform current state-of-the-art systems for the Bangla to
English language pair.
For the current study, we use a bidirectional LSTM (BiL-

STM) network to determine the state-of-the-art performance
in comparison with other language pairs. On the other hand,
our interest in using SMT for comparison, is due to its success
in various MT systems [13], for different language pairs such
as English to German, English to French, English to Spanish,
etc. As for evaluating the quality of our designed MT models,
we reported a BLEU (bilingual evaluation understudy) score.
The structure of this paper is as follows. Section II, provides

a brief overview of the existing work on Bangla MT systems.
In Section III, we discuss the datasets that we use in this study.
We present the approaches that we use for our experiments in
Section IV. Following that in Section V, we discuss the details
of the experiments and report the results. In Section VI, we

1Except for Penn Treebank Bangla-English parallel corpus, which can be
accessed by requesting to banglanlp@gmail.com.978-1-7281-5242-4/19 ©2019 IEEE



discuss the results of the experiments. Finally, we conclude
our work in Section VII.

II. Related Work
There have been many endeavors for both Bangla to English

and English to Bangla machine translation systems, which
include the development of a Bangla-English parallel corpus,
evaluation, designing rule-based and automated systems by
examining various machine learning algorithms [14]–[18].
In [19], the authors used the Indic Languages Multilingual

Parallel Corpus [20] and achieved a BLEU score of 13.98
using Many-to-One phrase-based SMT. The experimental set-
tings consist of a maximum sentence length of 50, a 3-gram
language model, and the grow-diag-final and heuristic for
extracting phrases [21]. In another study, authors designed
a set of rules by analyzing Bangla and English grammars
[16]. The rule-based system translated 25 out of 27 sentences
correctly and the other two sentences are 75% and 33% correct
respectively. In [15], authors report a phrase-based system,
which used the EMILLE2 and KDE43 corpora and achieved an
overall BLEU score of 11.7 with the use of 8-gram language
model, Moses, GIZA++, MERT, and preposition handling.
In [17], the authors used Context-Free-Grammars (CFGs)

for English to Bangla machine translation, which uses morpho-
logical analysis, syntactic transfer, and sentence construction
rules. In another study [14], the authors report active learning
strategies for SMT and achieved a maximum BLEU score
of 0.057(∼ 5.7%) for Bangla to English machine translation
using Hansardsand EMILLE corpora. In [22], authors report
LSTM-based seq2seq model with attention mechanism and
achieved a BLEU score of 10.92 with an accuracy of 20.5%.
The most recent and notable work for the Bangla-English
language pair has been done by Mumin et al. [23], where
authors proposed a phrase-based SMT based solution, which
is experimented and evaluated using one of the largest Bangla-
English parallel corpora [24]. The study used log-linear
phrase-based SMT, which outperform other phrase-based SMT
techniques. The authors also highlight the complexities and the
challenging issues that need to be addressed in future research.
Another notable work, for Bangla-English language pair,

can be found in [25]. The authors, in the study, investigated
both SMT and NMT results on Bangla English language
pair. The study reports BLEU score of 16.56 using vanilla
phrasal approach with word break, and 20.23 by using NMT
approach with synthetic data augmentation for Bangla to
English language pairs. Unfortunately, these results, in [25],
are not directly comparable to ours, due to difference in dataset
and lack of access to it.
Current state-of-the-art performance for resource-rich lan-

guage pairs are relatively higher compared to the Bangla-
English language pair. In [18], authors report an NMT ap-
proach, which jointly learns to align and translate using a
RNN Encoder-Decoder. The reported BLEU score is 28.45 on

2Corpus developed by Lancaster University, UK, and the Central Institute
of Indian Languages (CIIL), Mysore, India.

3The corpus has been developed under OPUS http://opus.nlpl.eu

English-French parallel corpora with the of maximum sentence
length 50.
Our study differs from the reported studies in a way that we

compare both SMT and NMT based approaches and present
the utility of a sequence to sequence BiLSTM approach. From
the evaluation across different corpora we report that our
system outperforms existing baselines [19], [23] on the Bangla
to English language pair.

III. Data
For the experiment we used corpora that are obtained from

different sources, discussed below.
• Indic Languages Multilingual Parallel Corpus (ILMPC):
This is publicly available through WAT [20], which has been
made available in the Workshop on Asian Translation (WAT).
The Indic Languages Multilingual Parallel Corpus consists
of 7 parallel languages. The text in the Indic Languages
Multilingual Parallel Corpus is collected from OPUS4. The
ILMPC Bengali-English parallel corpus consists of ∼337K
parallel sentences in the training set, 500 sentences in the
development set and 1, 000 sentences in the test set. More
details about these corpora can be found in [20].
• Six Indian Parallel Corpora [26] (SIPC): Six Indian Parallel
Corpora consist of six languages. These parallel sentences
were collected from the top-100 most-viewed documents from
each language’s Wikipedia [26]. The training, development
and test sets consists of ∼20K, 914 and 1K parallel sentences,
respectively.
• Penn Treebank Bangla-English parallel corpus (PTB): This
corpus has been developed by the Bangladesh team of the PAN
Localization Project 5, in which source English sentences have
been collected from the Penn Treebank corpus. The dataset has
been translated by expert translators, which consists of 1, 313
English-Bangla sentence pairs.
• SUPara Corpus [27], [28]: This corpus has been devel-
oped by the Shahjalal University of Science and Technol-
ogy (SUST), in which sentences consist of different genres
such as Literature, Journalistic, Instructive, Administrative,
and External Communication. The publicly available version
(SUPara0.8M) of this corpus contains ∼70.5K Bangla-English
sentence pairs [27].

IV. Methodology
For our comparative study, for Bangla to English (BN →

EN) language pair, we chose to use two different approaches
of MT: SMT and NMT. As for SMT experiments, we used
Moses statistical MT tool [21] and the NMT experiments are
conducted using the OpenNMT toolkit [29]. We ran the initial
experiments using training and development data sets and then,
we evaluated the system using the test set. The performance
was computed using BLEU and NIST scores [30]. Due to
limited space, we are not reporting the NIST score in this
paper.

4http://opus.nlpl.eu
5http://www.panl10n.net



A. Preprocessing
For the SMT experiment, we tokenized the corpus using the

Moses tokenizer. As a part of the tokenization process, all En-
glish sentences were transformed into lowercase. We limited
our sentence length to 40, and removed longer sentences to
reduce computational time for word-alignment process [13].
For NMT experiments, we tokenized the Bangla sentences

using our developed Bangla tokenizer and the English sen-
tences were transformed into lowercase. We did not tokenize
English sentences. Then, we preprocessed our corpus using the
OpenNMT preprocessing script. In OpenNMT preprocessing
step, we set our sentence length limit to 50 and removed longer
sentences to get better translation quality [12]. We split the
sentences into tokens and tokens were then transformed into
tensor values. Using these tensor values, we generated training,
validation, and vocabulary files to train our NMT models.

B. Training
1) SMT: For the SMT training, we used the SRILM tool

for building our Language Model (LM) and the Moses decoder
for training. In language modeling, we used google one
billion word [31], English monolingual data from ILMPC
Corpus, English monolingual sentences from Europarl and
News Commentary6 corpora. Our language model contains
approximately 1.5B word tokens. We trained 3-gram and 5-
gram language models using the SRILM toolkit [32]. We used
GIZA++ for word alignment in order to train a phrase-based
SMT model.

2) NMT: For the NMT training, we used the BiLSTMs
network-based approach. LSTMs [33] is a form of Recurrent
Neural Network (RNN), which is widely used for capturing
long-term dependencies. To predict the output of an input
sequence RNNs capture all previous information in a memory
cell, which is limited in predicting the output from a very
long distance. To overcome this limitation, LSTMs were
introduced, which consists of input, output and forget gates
and are capable of capturing the long-term dependencies. We
initialized hidden layer 500, word embedding size for both
source and target 500, number of layers 2, and saved our mod-
els in every 10,000 steps. During the training, we initialized
the model parameters using pre-trained word-embeddings. For
English, we used the Glove model [34] and for Bangla we
used the word2vec model [35]. The pre-trained embedding
dimension is 300 for both the models. To avoid overfitting of
the model we used a dropout rate of 0.3.

V. Experiments and Results
To evaluate the performances of the (BN → EN) models,

we used Moses scripts to calculate the BLEU score [30].
We conducted two different sets of experiments:
1) Exp Setting 1: In this experiment we use ILMPC, SIPC,

and PTB corpora. We mainly use ILMPC corpus for train-
ing, and evaluation. In order to improve the performance
we merged all the training sets from these datasets into a

6http://www.statmt.org/wmt09/translation-task.html

training set. We used the ILMPC development set and test
set in order to optimize the parameters and evaluate the
systems, respectively. For the test setting, we removed all
the sentences, from the Bangla parallel set, that contained
any English words, resulting in 956 sentences instead of
1000 in the ILMPC test set. We have used this dataset,
containing a total of 346, 845 parallel sentences (in Table
I), to run the experiments using both SMT and NMT
based approaches.

2) Exp Setting 2: For this experiment we used the SU-
Para corpus. We maintained the official training (SU-
Para0.8M), development (SUParadev2018) and test (SU-
Paratest2018) set, which are publicly available [27], [28],
as presented in Table I. From our experimental study
(Exp Setting 1), we realized that NMT performs better,
therefore, we only conducted experiments using NMT
with this dataset.

Table I: Training, development and test data statistics. Bangla
(BN), English (EN), Merged - merged dataset for Bangla to
English (BN → EN) translation.

Data Set # of Sent # of Tokens Source

Train 346,845 2.92M (BN), 2.42(EN) Merged
Development 500 8,838 (BN), 7,762 (EN) dev set (ILMPC)
Test 956 15,528 (BN), 13,612 (EN) test set (ILMPC)

Train 70,861 886,337 (BN), 995,871 (EN) SUPara0.8M
Development 500 9,157 (BN), 10,817 (EN) SUParadev2018
Test 500 9,141 (BN), 10,819 (EN) SUParatest2018

A. Results on Exp Setting 1:
In Table II, we present the performances of SMT and NMT

systems including the baseline and Google Translator’s results
on the test set of our first experimental setting. From the
results, we observe that with our combined dataset along
with 3- and 5-gram language models our system outperforms
baseline results. Comparing the results with the single dataset
(row 2-3), with our merged data, we observe that there is a
reasonable improvement in performance. From the results, it
is also evident that a 5-gram language model is better than a
3-gram one. Note that in our merged dataset experiment, we
retrain LM by combining the three datasets mentioned in Sec-
tion IV-B1. Then, we used the Moses tokenizer to preprocess
them. We realized that the tokenizer plays a significant role
in performance, therefore, we aim to improve it in our future
study.
The NMT results for single and merged datasets are signifi-

cantly higher. We only report results with the combined dataset
due to limited space, which proves the effectiveness of NMT
results and it also corroborates current state-of-the-art.
For comparison, we also report the results of Google

Translator, which is lower than all the reported results in Table
II.

B. Results on Exp Setting 2:
In Table III, we report results on the SUPara test set

(SUParatest2018). As mentioned earlier, we only used the
SUPara training set (SUPara0.8M) to train the model. From



Table II: Results on the test set for the Bangla to English (BN
→ EN) language pair. Indic Languages Multilingual Paral-
lel Corpus (ILMPC), Penn Treebank Bangla-English parallel
corpus (PTB), Six Indian Parallel Corpora (SIPC). EN-Emb:
Glove Pretrained Embeddings, BN-Emb: Bangla Pretrained
Embeddings.

Training Set Experiments BLEU

google-translator 12.59

SMT

ILMPC Baseline [19] 14.17
ILMPC 3-gram LM 13.24
ILMPC 5-gram LM 13.49
ILMPC + SIPC + PTB 3-gram LM 14.61
ILMPC + SIPC + PTB 5-gram LM 14.82

NMT

ILMPC + SIPC + PTB BiLSTM 15.24
ILMPC + SIPC + PTB BiLSTM + BN-Emb 15.56
ILMPC + SIPC + PTB BiLSTM + BN-Emb, EN-Emb 15.62

the results it is evident that we obtain a higher performance
gain using different NMT based approaches. Interestingly,
Google Translator’s results are far better than any other
results including ours. We observe that the SUPara dataset
(SUPara0.8M) are cleaner and simpler than the ILMPC dataset
on which Google Translator performs better.

Table III: NMT results on the SUPara corpus for the Bangla to
English (BN → EN) language pair. Trained using the SUPara
training set (SUPara0.8M) and tested on the SUPara test set
(SUParatest2018).

Training Set Experiments BLEU

SMT

SUPara0.8M shu-torjoma [23] 17.43

NMT

SUPara0.8M BiLSTM 17.98
SUPara0.8M BiLSTM + BN-Emb 19.28
SUPara0.8M BiLSTM + BN-Emb, EN-Emb 19.76

Google Translator 28.09

VI. Discussion
To understand the performance of the models, we conducted

a detailed error analysis comparing the source (S), automatic
(A) and gold (G) translation of the target sentences. Our
exploration indicates that one of the most common source of
mismatch pairs are due to insertion or deletion. For example,
(S): ƿমাির, তঁার সােথ আিম কথা বলব। is translated to (A):
‘morrie, i’ll talk to him.’ instead of (G): ‘morrie, i’ll go
talk to him.’. Here the word ‘go’ is deleted from the output.
However, it is to be noted that even though the above sentence
pairs are said to be mismatched, the semantic meaning remains
intact and represent the source correctly.
Unlike the above benign error, there are translated instances

that changes the meaning of the source sentences completely,
like: (S: ভারেতর ƿকান জায়গায় রেকট িনয়Ůেণর বÇবƲা Ýǘত
হয়? , G: which is the place in india that manufactures
rockets?) → (A: any place in india is prepared to control the

rules of any kind?). These types of errors are mostly observed
in sentences due to the presence of rare words (e.g. রেকট
- ‘rocket’). While studying the causes, we realized that the
datasets contain many rare (low frequency) words specially
in the Bangla training set, in comparison to the English one
and is one of the main reasons for lower performance of the
model. We also observed that the quality of the translation
is a big factor in these pairs (see the gold translation, G, in
the above example) and an important factor for evaluating the
performance.
Along with the aforementioned issues, other challenges for

the Bangla-English pair are: i) morphological richness [36],
results in highly-inflected words, ii) limited resources (e.g.,
amount of training data covering different domains) among
others including the issues highlighted in [23].
Compared to the resource-rich languages, the difference in

performance for the Bangla to English language pair is very
high. As seen in [37], the performance of English-French MT
using the WMT 2014 English-French dataset with a trans-
former model has a BLEU score of 41.0. This exhibits that
more effort is required for Bangla-English machine translation
research.

VII. Conclusions

In this study, we explored machine translation approaches
for the Bangla to English (BN → EN) language pair. We
compared the performance of SMT (phrase-based) vs NMT
based approaches, in which we observed that NMT outper-
forms SMT based techniques. Our preliminary experiments
outperform existing baselines on both the ILMPC and the
SUPara test sets. Compared to the Google Translator, our
system performs better on the ILMPC data set but not on
the SUPara dataset. Our study reveals that tokenization is an
important step and a well-designed tokenizer is necessary for
Bangla. For NMT based techniques, its performance is highly
dependent on parameter optimization and architecture, which
we also plan to explore in the future.
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Abstract—Word embeddings are vector representations of 
word that allow machines to learn semantic and syntactic 
meanings by performing computations on them. Two well-
known embedding models are CBOW and Skipgram. Different 
methods proposed to evaluate the quality of embeddings are 
categorized into extrinsic and intrinsic evaluation methods. This 
paper focuses on intrinsic evaluation - the evaluation of the 
models on tasks, such as analogy prediction, semantic 
relatedness, synonym detection, antonym detection and concept 
categorization. We present intrinsic evaluations on Bangla word 
embedding created using CBOW and Skipgram models on a 
Bangla corpus that we built. These are trained on more than 
700,000 articles consisting of more than 1.3 million unique 
words with different embedding dimension sizes, e.g., 300, 100, 
64, and 32. We created the evaluation datasets for the above-
mentioned tasks and performed a comprehensive evaluation. 
We observe, word vectors of dimension 300, produced using 
Skipgram models, achieves accuracy of 51.33% for analogy 
prediction, a correlation of 0.62 for semantic relatedness, and 
accuracy of 53.85% and 9.56% for synonym and antonym 
detection 9.56%. Finally, for concept categorization the 
accuracy is 91.02%. The corpus and evaluation datasets are 
made publicly available for further research.  

Keywords— Word embedding, CBOW, Skipgram, Intrinsic 
evaluation, Bangla corpus 

I. INTRODUCTION 

Word embeddings are numerical representations of the 
words constructed from the “distributional hypothesis” [1], 
which defines that words that occur in the same context tend 
to exhibit similar semantic meaning. It can capture the 
semantic and syntactic structures of words and is found to 
improve performances in a number of Natural Language 
Processing (NLP) tasks [2]. These vectors have many features 
which can be used in applications ranging from information 
retrieval, document classification to question answering, 
named entity recognition, and parsing. There exists a number 
of word embedding techniques, e.g., word2vec [3], GloVe [4], 
C&W [5], H-PCA [6], TSCCA [7], and Sparse random 
projection [8]. In [3] Mikolov et al. introduced two of the most 
popular embedding methods – word2vec using Continuous 
Bag of Words (CBOW) and Skipgram models. CBOW model 
predicts a word from the context of that word. On the other 
hand, Skipgram model aims to predict neighboring words 
from a given word. Despite the vast use of these word 
embeddings, the main importance is defined by the “linguistic 
regularities and patterns” which the vectors encode [2]. These 
can be represented as linear translation of the embedding 
vectors.  

One popular example is vec(“রাজা”) + vec(“নারী”) - 
vec(“পু჈ষ”) is closer to vec(“রাণী”). Thus the quality of a 
word embedding method can be defined on the contextual 
similarity of vector representations of two words.  

There are two approaches to understand the quality of 
word embedding models, namely extrinsic and intrinsic 
evaluations. In extrinsic evaluations one measure the quality 
by measuring the performance matrices for specific 
downstream natural language processing tasks that uses the 
word embeddings. On the other hand, in intrinsic evaluations 
semantic and syntactic relationship between words are 
directly measured [9]. For example, in [9], the extrinsic 
evaluation is done by measuring the performance in two 
downstream tasks (namely, Noun phase chunking and 
Sentiment classification) using a pre-trained word 
embeddings. As for intrinsic evaluation, Baroni et al. [10] 
defined five benchmark tasks - semantic relatedness, synonym 
detection, selectional preferences, concept categorization and 
completing analogy. Yin et al. [5] has also demonstrated 
intrinsic evaluation on word relatedness. However, to our 
knowledge, no definite dataset or evaluation protocol exist for 
the intrinsic evaluation of Bangla word embeddings. There 
has been some recent work on word embedding applied to 
downstream tasks and only a few on evaluating word 
embeddings. For example, Ismail et al. [11] evaluated the 
performance of different word embedding models in terms of 
training time and cluster quality. However, no detailed 
description was provided about the procedure of the 
experiments and the evaluation dataset is not available. In 
[12], the authors evaluated sentence level embedding. They 
chose to average the word vectors for the words present in a 
sentence to generate the sentence level embedding and 
compare these with embeddings for another sentence. But this 
work does not evaluate word embeddings. Different Bangla 
word embedding models have been used to perform several 
downstream language processing tasks e.g. evaluating effects 
on Authorship Attribution of Bangla Literature [13], 
document classification [14]-[15], Sentiment Analysis [16]-
[17], sentence classification [18], word level language 
identification in [19] and Named entity recognition [20]. All 
these works only addresses extrinsic evaluations of 
downstream tasks on Bangla word embeddings. However, 
performing intrinsic evaluation is important. Schnabel et al. 
point out in [9], although extrinsic evaluation can show the 
performance of word embedding for certain tasks, it cannot be 
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used to evaluate the general quality of word embedding 
models. 

In this paper, we therefore, present intrinsic evaluation for 
Bangla word embeddings. The methodology closely follows 
the evaluation methodology presented in [9]. However, there 
are a couple of challenges that need to be solved. First, there 
exists no evaluation datasets for Bangla. Also, there exists no 
pre-trained word embeddings for Bangla. Our goal is to close 
these gaps in Bangla NLP research. The contributions of our 
paper are as follows: 

• We propose five intrinsic evaluation datasets and 
make them publicly available for future research. These 
consists of Bangla translations of familiar datasets such as 
wordsim353, portion of Analogy dataset of Mikolov et al., as 
well as new datasets for Concept categorization, Synonym 
detection and Antonym detection tasks. 

• We provide a Bengali corpus which is built with 
web-scraped data from different sources, mainly blogs or 
Bangla-Wikipedia. These are available at our github 
repository1. 

• We use the python framework gensim2 to construct 
word embedding using CBOW and Skipgram model and 
provide a comprehensive evaluation of the embedding. 

II. CONSTRUCTING THE CORPUS 

In this section we describe in detail the Bangla corpus that 
we constructed. Our corpus comprises of public dataset and 
web scraped data. We scraped blog posts, Bangla Wikipedia, 
e-books on Bangla novels, stories etc. and used a public 
dataset available in Kaggle [21] that contains articles of 
Bangla newspapers. Though a large portion of the data came 
from a single blog, it encapsulates writings on 24 different 
categories, i.e., story, poem, book review, higher education, 
etc. 

Table I presents the details of the data that we used to 
create our corpus. As we can observe the majority of articles 
are blog posts.  

TABLE I.  DETAILS OF THE DATASETS USED FOR CORPUS BUILDING 

Data Proportion (%) 
40k_bangla_newspaper_article 6.93 

Bangla novels, story books 2.75 
Bangla Wikipedia 5.84 

Somewhere-in-Blog post 75.05 
Sachalayatan Blog post 9.43 

 

The raw datasets are in pickle format (.pkl) which we 
aggregated and cleaned for processing. The total number of 
sentences in the corpus is 39,500,468. We used some filters to 
remove special characters and English words & characters. 
We replaced the Bangla numbers in the datasets with 
“<NUM>” tag as numbers themselves do not carry any 
meaning. After preprocessing the corpus contains a total of 
3,577,910 words. Among these 2,240,897 words are discarded 
due to single occurrences and our model uses the rest of the 
1,337,032 words to create the model. In comparison, in [11], 
Ismail et al. used 521,391 unique words to generate the word 
embeddings. To our knowledge, our dataset is the largest 
publicly available Bangla corpus. However, it should be noted 
that in comparison, Mikolov et al. has used 1.6 billion words 
to train their Skipgram and CBOW models for English [3].  

    We also checked whether our dataset conserved the Zipfian 
distribution [22]. The average frequency count of our corpus 
is 192.26 and the standard deviation is 17,582.45. The most 
frequent word occurs 6.28% times of the total occurrences 
while 2nd most frequent word occurs 3.39% and 3rd most 
frequent word occurs 1.21% times of the total occurrences. 
Our corpus thus complies to the Zipf’s law. 

III. EVALUATION METHODS 

In this section we propose datasets for five evaluation 
methods, namely, analogy prediction, semantic relatedness, 
synonym detection, antonym detection, and concept 
categorization for our Bangla word embeddings. Below we 
describe the datasets and the evaluation methodology in detail. 

A. Analogy Prediction 
In analogy prediction, based on the semantic relation 

between two words (Word1 and Word2), we predict a word 
(Word4) that has similar semantic relation with another given 
test word (Word3). The prediction is done using the following 
equation: 

   Word4 = Word1 + Word3 – Word2  (1) 

Our evaluation dataset (Analogy_bn) was adopted from 
Mikolov et al. [2] which was translated by two university 
student volunteers. Our evaluation dataset contains 2,376 
combination of Bangla words, from which only 2,102 
combinations exist in our vocabulary. Therefore, we evaluate 
the embedding using these 2,102 combinations. Each row of 
our dataset is composed of 4 space-separated words where we 
use the first two words to understand the relation between the 
words. We predict on the basis of the 3rd word and the 4th word 
is the given as answer-word that we want to predict. We can 
use the 4th word for testing the accuracy of our prediction. 

Given a pair of words “সুইজারলҝাн” (Switzerland) & 
“সুইস” (Swiss), a predicted word related to a test word 
“আয়ারলҝাн” (Ireland) should be “আইিরশ” (Irish), 
because “সুইজারলҝাн” Switzerland and “সুইস” Swiss 
have the country-nationality relationship, therefore our third 
word “আয়ারলҝাн” (Ireland) and the predicted word should 
also conserve the country-nationality relationship. This 
relationship should be captured in the word embedding 
vectors when we compute them using equation (1). In other 
words, if we subtract the vector representation of 
“সুইজারলҝাн” (Switzerland) and that of “সুইস” (Swiss) 
and add it with the representation of “আয়ারলҝাн” (Ireland), 
we should get a vector having a high cosine similarity with the 
vector representation of “আইিরশ” (Irish). When we 
actually compute the vector, we find that the most similar 
word is not the expected word. But most of the time, the 
predicted words exist within 5 most similar words. Therefore, 
we pick 20 most similar words in the vocabulary according to 
the cosine similarity between those words and choose closest 
k words that are not in the set of given words or not spelling 
variants of them. We consider a prediction to be correct if the 
given answer matches any of the k chosen predictions. We 
experimented with different values of k ranging from 1 to 20.  
We calculate the accuracy of the evaluation by checking how 
many predictions match the given answer. 

1. https://github.com/shabdakuhok/Evaluation-datasets-for-Bangla-Word-
Embedding 
2. https://radimrehurek.com/gensim/models/word2vec.html 



B. Semantic Relatedness 
Semantic relatedness task evaluates a word embedding 

based on the degree of semantic similarity between two words. 
Our semantic relatedness evaluation dataset (Wordsim_bn) 
was created by translating Wordsim353 dataset [5]. Two 
university student volunteers did the translation. Our dataset 
named, comprises of 353 rows each containing 2 words 
separated by tab and the average of the rating of semantic 
relatedness assigned by 8 human annotators from two age 
groups. The first age group consists of 6 undergraduate 
students with aging from 21 to 25 and the second age group 
consists of one engineer and one High school Bangla teacher 
respectively, aging from 40 to 60. To evaluate the embedding, 
we calculate the cosine similarity as the measure of semantic 
relatedness between the corresponding vectors of the words 
pairs. We compute the correlation between the average 
human- annotated ratings and the computed cosine 
similarities. We use both Pearson correlation and Spearman 
rank correlation measures for this purpose. 

C. Synonym Detection 
This method predicts a word that represents the same 

semantic meaning as the target-word. We produced the 
evaluation dataset called “Synonym_bn” from web scraped 
questions for Bangladesh Civil Service (BCS) examination. 
The dataset consists of 86 sets of words each containing 6 
words separated by commas. The 1st word is the target word. 
The latter 4 words are the synonym candidates. The last word 
is the given answer that we want to predict. However, 65 sets 
of words exist in our vocabulary. 

We calculate the cosine similarity between the target word 
and the 4 candidate words. The word with the largest 
similarity value is chosen to be the synonym of the target 
word. For example, we find the cosine similarity of the target 
word “সূয κ” (Sun) with the 4 given options for synonym, 
“সুধাংশু” (Moon), “শশাংক” (Moon), “িবধ”ূ (Moon) and 
“আিদতҝ” (Sun). Here, if the maximum similarity is found 
with the word “আিদতҝ” (Sun) then the prediction is 
accurate.  

D. Antonym Detection 
Similar to Synonym detection we also created a dataset for 

antonym detection. We scraped the web for antonym MCQ 
questions for our dataset called “Antonym_bn”. The dataset 
contains 172 rows each with six comma-separated words. 
Like our synonym dataset format, the first word is the target 
word, 4 word are antonym candidates and the last word is the 
answer. However, 136 rows of words exist in our vocabulary. 

We calculate the cosine similarity between the target word 
and the four candidate words. The word with the smallest 
cosine similarity is our predicted word, e.g. ‘মুk’ (Free) is 
our target word, and “sাধীন” (Independent), “বািহর” 
(Open), “বd” (Closed), “মুিk” (Freedom) are our 
candidates. The minimum similarity is found with the word 
“বd” (Closed), therefore it is selected. We get the accuracy 
by comparing our predicted word with the given word. If the 
prediction matches the given answer, we call it a successful 
prediction. 

E. Concept Categorization 
In concept categorization, the task is to cluster a set of  

words into several semantic categories where they should 

conceptually belong. We created the “Concept_bn” dataset for 
this purpose. The dataset contains 3 comma separated values 
where the 1st value is the category ID, second value represents 
the category, and the third value represents concepts. We have 
78 words in our dataset which are clustered into 6 different 
categories, namely mental state, body action, vehicle, 
occupation, animal, and change of state. On average there are 
16 words in each category. We implemented the k-means 
clustering algorithm on the “Cluster_bn” dataset. Since there 
are 6 categories in our dataset we use k = 6. The idea is to see 
whether the word vectors corresponding to the words from the 
same category fall into the same clusters. Each word belongs 
to a specific cluster and we determine the ID of the cluster by 
checking which words of a category occur the maximum 
number of times in the cluster. We count the words that appear 
in the correct cluster. We consider a word belonging to a 
correct cluster if the given Cluster ID of the word and the 
calculated cluster ID of the cluster are the same. 

IV. RESULTS AND DISCUSSION 

We proceed to use these 4 different models  to perform the 
evaluation tasks of Analogy Prediction, Semantic 
Relatedness, Synonym Detection, Antonym Detection and 
Concept Categorization. The performances of the models are 
presented in the tables below, where CB represents CBOW 
model, SG represents Skipgram model and d represents 
different word embedding dimension sizes. The first 
observation from our experiments is that, as expected, the 
performance of the model for the different tasks tends to 
deteriorate as we reduce the dimension. However, 
surprisingly, in a number of tasks the performance of 100-
dimensional word vectors is similar to that of 300 dimensional 
vectors. Table II represents the accuracy in percentage of the 
analogy prediction task. Note, total number of analogy word 
combinations existing in the dataset is 2,102. We compute the 
accuracy considering the k top similar words.  

TABLE II.  ACCURACY (%) OF ANALOGY PREDICTION FOR TOP K 
SIMILAR WORD VECTORS FOR DIFFERENT WORD EMBEDDING DIMENSIONS 

 
  d 

 

k 
1 2 3 4 5 

CB SG CB  SG CB  SG CB  SG CB SG 

300 22.79 28.12 32.35 40.25 38.44 45.39 43.43 48.76 46.62 51.33

100 18.13 24.50 26.40 33.12 31.26 38.44 35.30 42.58 39.10 45.67

64 18.13 20.23 26.40 28.12 31.26 32.45 35.30 36.63 39.01 39.68

32 7.23 8.37 11.42 12.51 14.93 15.41 16.98 18.51 18.79 21.21

 

As expected, as we increase k the accuracy increases. 
Instead of looking at the most similar word vector (k = 1) if 
we increase k to 5, we see the accuracy increases almost two-
folds. For example, we found out that given three analogies, 
“বҝাংকক” (Bangkok), “থাইলҝাн” (Thailand) and “έবইΝজং” 
(Beijing), the predicted closest word is “ইরান” (Iran) but the 
correct answer is “চীন” (China), which indeed is in the top 
k=5 closest words. We have also experiment with different 
values of k greater than 5. At k=7, we achieve 50.81% 
accuracy. And for k =14 the accuracy rises to 60.13%. After 
that, however, the rate of increase in accuracy is low. We also 
observe that Skipgram performs better than CBOW for all 
dimensions.  

Table III shows the results of semantic relatedness. The 
second row is the Pearson correlation and the third row 
represents the Spearman correlation. 



TABLE III.  CORRELATION COEFFICIENTS OF SEMANTIC RELATEDNESS 
TASK FOR DIFFERENT WORD EMBEDDING DIMENSIONS 

d 300 100 64 32 
 

Pearson 
CB SG CB SG CB SG CB SG 
0.57 0.57 0.57 0.59 0.56 0.59 0.53 0.59

Spearman 0.59 0.62 0.59 0.61 0.58 0.61 0.54 0.59
 

Referring Table III, we also observe that the performance 
of CBOW and Skipgram models does not differ too much. 
Table IV represents the accuracies for Synonym and Antonym 
detection, where S represents synonym detection and A 
represents antonym detection task respectively. 

TABLE IV.  ACCURACY (%) OF SYNONYM(S) AND ANTONYM (A) 
DETECTION TASKS FOR DIFFERENT WORD EMBEDDING DIMENSIONS 

d 300 100 64 32 

 
  S 

CB SG CB SG CB SG CB SG 

52.31 53.85 55.38 58.46 56.92 50.77 47.69 50.77

A 10.29 5.88 9.56 9.56 8.82 8.82 8.82 17.65

 

We observe that for Synonym and Antonym evaluations, 
the models fail when the number of occurrences (count) of the 
target words in the corpus is low. For example, in case of 
words such as “έকারক” (Bud, count: 39), “অংস” 
(Shoulder, count: 26), “গЦেদশ” (Cheek, count: 31) the 
model fails to predict correctly.  We find Skipgram there is no 
clear winner between Skipgram and CBOW models for these 
two tasks. Also, we observe higher accuracy for lower 
dimensional vectors for Skipgram. However, in general, 
determining synonyms and antonyms using word embeddings 
is a difficult task given the way distributional hypothesis 
works. This distributional hypothesis assumes that words that 
have the same context tend to have a similar meaning. But in 
natural languages, synonyms and antonyms of a word may 
appear in the same context, e.g. “রিহম ভােলা έছেল।” 
(Rahim is a good boy.) and “রিহম খারাপ έছেল।” (Rahim is 
a bad boy.). Here “ভােলা” (Good) and “খারাপ” (Bad) are 
antonyms of each other. But they appear in the same context. 
However, we still find that the model performs better on 
identifying synonyms than antonyms. This is likely due to the 
fact that it is more probable for a synonymous word to appear 
in the same context rather than an antonym.    

    We perform the k-means clustering algorithm with k = 
6. Figure I shows accuracy (%) obtained by the CBOW and 
Skipgram models with 4 dimension-sizes. 

Fig. 1. Accuracy (%) for Concept Categorization for different word 
embedding dimensions 

 

As mentioned before, we have six concepts. Among them 
we observe that words belonging to “মানিসক অবѸা” 
(mental state) and “শারীিরক Νοয়া”(body action) categories 

get mixed up after performing clustering. For example, words 
such as “রাগ” (Angry) and “কাтা” can be considered as 
belonging to both mental state and body action categories. As 
for the other clusters there is less ambiguity and the 
performance of models are relatively better as can be observed 
from the confusion matrix in Table V, for clusters 1 to 6.Table 
V represents the confusion matrices for concept categorization 
clusters where m, b, v, o, a & c respectively represent the 6 
categories, mental state, body function, vehicle, occupation, 
animal & change of state. 

TABLE V.  CONFUSION MATRICES FOR CONCEPT CATEGORIZATION 
FOR WORD EMBEDDING DIMENSION SIZE 300 USING CBOW AND SKIPGRAM 

MODELING. 

 CBOW 

 Predicted  

 A
ct

ua
l 

 m b v o a c  

m 10 1 0 0 1 0  

b 0 9 0 0 2 0  

v 0 0 14 0 0 0  

o 0 0 0 14 0 0  

a 0 0 0 0 16 0  

c 1 0 0 0 5 5  

Skipgram 

 Predicted 

A
ct

ua
l 

 m b v o a c 
m 11 1 0 0 0 0 

b 0 11 0 0 0 0 

v 0 0 14 0 0 0 

o 0 0 1 13 0 0 

a 0 0 0 0 16 0 

c 0 5 0 0 0 6 

From the confusion matrices in Table V, we observe that 
for 5 words from ‘change of state’ clustered with ‘body 
function’category for Skipgram. This is semantically true in 
Bangla language. But CBOW has clustered the words from 
‘change of state’ category with the words related to ‘animal’ 
category, which is  nonsensical. 

V. CONCLUSION 

In this paper, we proposed 5 intrinsic evaluation methods 
and the datasets for evaluating Bangla word embeddings. We 
wanted to evaluate the quality of our word embeddings by 
computing the accuracies obtained by experimenting with 
these evaluation methods. To our knowledge, our corpus 
dataset is by far the largest publicly available dataset for 
Bangla with 1,337,032 unique words. However, our corpus is 
more skewed towards blog posts with 84.48% of total 
sentences in the corpus which might be the cause of some 
performance issues.  For analogy prediction, semantic 
relatedness, and concept categorization the word embedding 
methods perform moderately well. However, for synonym and 
antonym prediction accuracy is understandably poor as 
synonyms and antonyms appear on the same contexts. On the 
other hand, concept categorization does better than other tasks 
with average accuracy above 90%. Overall, we observed that 
Skipgram model performs comparatively better than CBOW 
model.  

In future, we would investigate whether the accuracy of 
the different tasks can be improved by increasing the size of 
our corpus and add diversity to it by adding more articles from 
newspapers, novels, and technical documents. We would also 
investigate performance of different embedding methods with 
different context window sizes. We have made the corpus and 
evaluation datasets publicly available and we believe this will 
instigate further research in the evaluation of Bangla word 
embedding. 

REFERENCES 
[1] Z. S. Harris, “Distributional structure”, in Word, 1964, 10(2-3):146–

162  

75

80

85

90

95

300 100 64 32

CBOW Skipgram
Dimension (d) 

A
cc

ur
ac

y 
(%

) 



[2] T. Mikolov, I. Sutskever, K. Chen, G. S. Corado, and J. Dean, 
“Distributed representations of words and phrases and their 
compositionality”, in NIPS, 2013a, pages 3111-3119. 

[3] T. Mikolov, K. Chen, G. Corrado, and J. Dean, “Efficient estimation of 
word representations in vector space”, in Proc. ICLR,  2013. 

[4] J. Pennigton, R. Socher, C. D. Manning, “GloVe: Global Vectors for 
Word Representaion”, in Proc. EMNLP, 2014, doi: 10.3115/v1/D14-
1162 

[5] Z. Yin and Y. Shen, “On the Dimenstionality of Word Embedding”, in 
NIPS, 2018. 

[6] R. Lebret and R. Collobert, “Word embeddings through Hellinger 
PCA”, 2014, in EACL, pages 482–490. 

[7] P. S. Dhillon, J. Rodu, D. P. Foster, and L. H. Ungar, "Two step CCA: 
A new spectral method for estimating vector models of words", 2012, 
in ICML, pages 1551–1558. 

[8] P. Li, T. J. Hastie, and K. W. Church, "Very sparse random 
projections", 2006, in KDD, pages 287–296. 

[9] T. Schnabel, I. Labutov, D. Mimmo, and T. Joachims, “Evaluation 
methods for unsupervised word embeddings”, in ACL, 2015, pages 
298-307. 

[10] M. Baroni, G. Dinu, and G. Kruzewski, “Don’ Count, predict! a 
systematic comparison of context-counting vs. contex-predicting 
semantic vectors”, In ACL, 2014, pages 238-247. 

[11] Z. S. Ritu, N. Nowshin, M. M. H.  Nahid, and S. Ismail, “Performanc 
Analysis of Different Word Embedding Models on Bangla Language”, 
in ICBSLP, Sept. 21-22, 2018, doi: 10.1109/ICBSLP.2018.8554681. 

[12] M. Aono and M. Shajalal, “Semantic Textual Similarity in Bengali 
Text”, in ICBSLP, Sept 21-22, 2018, doi: 
10.1109/ICBSLP.2018.8554940. 

[13] H. A. Chowdhury, M. A. H. Imon ; M. S. Islam, “A Comparative 
Analysis of Word Embedding Representations in Authorship 
Attribution of Bengali Literature”, in ICCIT, Dec 21-23, 2018, doi: 
10.1109/ICCITECHN.2018.8631977 

[14]  A. Ahmad, M. R. Amin, “Bengali word embeddings and it's 
application in solving document classification problem”, in ICCIT, Dec 
18-20, 2016, doi: 10.1109/ICCITECHN.2016.7860236 

[15] M. R. Hossain, M. M. Hoque, “Automatic Bengali Document 
Categorization Based on Word Embedding and Statistical Learning 
Approaches”, in IC4ME2, Feb 8-9, 2018, doi: 
10.1109/IC4ME2.2018.8465632 

[16] S. H. Sumit, M. Z. Hossan, T. A. Muntasir, T. Sourov, “Exploring 
Word Embedding for Bangla Sentiment Analysis”, in ICBSLP, Sept 
21-22, 2018, doi: 10.1109/ICBSLP.2018.8554443 

[17] M. Al-Amin, M. S. Islam, S. D. Uzzal, “Sentiment analysis of Bengali 
comments with Word2Vec and sentiment information of words”, in 
ECCE, Feb 16-18, 2017, doi: 10.1109/ECACE.2017.7912903 

[18] M. N. Hasan, S. Bhowmik, M. M. Rahaman, “Multi-label sentence 
classification using Bengali word embedding model”, in EICT, Dec 7-
9, 2017, doi: 10.1109/EICT.2017.8275207 

[19] P. V. Veena, M. A.Kumar, K. P. Soman, “An effective way of word-
level language identification for code-mixed facebook comments using 
word-embedding via character-embedding”, in ICACCI, Sept 13-16, 
2017, doi: 10.1109/ICACCI.2017.8126062 

[20] R. Karim, M.A.M. Islam, S.R. Simanto, S.A. Chowdhury, K. Roy, 
A.A. Neon, M.S. Hasan, A. Firoze, and R.M. Rahman, "A step towards 
information extraction: Named entity recognition in Bangla using deep 
learning", Journal of Intelligent & Fuzzy Systems, vol. Pre-press, no. 
Pre-press, pp. 1-13, Jul. 2019. doi: 10.3233/JIFS-179349 

[21] Z. Shujon, “40k Bangla Newspaper Article”, Internet: 
https://www.kaggle.com/zshujon/40k-bangla-newspaper-article, Sept. 
22, 2018.  

[22] G. K. Zipf, “The Psychobiology of Language”, Oxford, England: 
Houghton, Mifflin,  1935. 



International Conference on Bangla Speech and Language Processing(ICBSLP), 27-28 September, 2019

Sentimental Style Transfer in Text with
Multigenerative Variational Auto-Encoder

Mehedi Hasan Palash
Department of

Computer Science and Engineering
Shahjalal University of
Science and Technology

evonloch@gmail.com

Partha Protim Das
Department of

Computer Science and Engineering
Shahjalal University of
Science and Technology

meparthaprotim@gmail.com

Summit Haque
Department of

Computer Science and Engineering
Shahjalal University of
Science and Technology

summit.haque@gmail.com

Abstract—Style transfer is an emerging trend in the fields
of deep learning’s applications, especially in images and audio
data this is proven very useful and sometimes the results are
astonishing. Gradually styles of textual data are also being
changed in many novel works. This paper focuses on the transfer
of the sentimental vibe of a sentence. Given a positive clause,
the negative version of that clause or sentence is generated
keeping the context same. The opposite is also done with
negative sentences. Previously this was a very tough job because
the go-to techniques for such tasks such as Recurrent Neural
Networks(RNNs) [1] and Long Short-Term Memories(LSTMs)
[2] can’t perform well with it. But since newer technologies like
Generative Adversarial Network(GAN) and Variational Auto-
Encoder(VAE) are emerging, this work seem to become more
and more possible and effective. In this paper, Multi-Genarative
Variational Auto-Encoder is employed to transfer sentiment
values. Inspite of working with a small dataset, this model proves
to be promising.

Index Terms—text, style, style-transfer, vae, sentiment-transfer

I. INTRODUCTION

In this fast-growing era of deep learning, understanding
and transferring of stylistic attributes in numerous fields have
been proven very fruitful. Especially in the case of images
and other visual forms of data, neural networks have worked
wonders in capturing the style elements and manipulating them
[3]. This study explores the transfer of styles in linguistic
expressions. The possibilities of text style transfer are limitless.
It can be used in making customized chatbots that can interact
with humans as any human would do. This could come in
handy in different organizations and even in personal interests.
Moreover, generating parallel data can be another implication
of textual style transfer. This is a very important aspect because
in many style transfer job the main problem becomes getting
the parallel data. Transferring the style from one stream of

text to another can solve this problem easily and reliably with
much less effort.

Since dealing with textual data is very different from
pictorial data, transferring styles is much of a challenge here.
Mostly because in transferred images, the slight distortions
can be overlooked, which is not the case for linguistic data.
Here the model has truly to understand the context and do
things according to that. This work is based on a basic stylistic
attribute, that is-sentiment. We choose to work with converting
a very specific sentiment in human interactions- the positivity
and negativity of sentences. We take a sentence or clause with
a positive vibe and then change it to a negative one. This is
a primitive step towards general style transfer in text. But if
this basic problem can be solved, we can hope to get closer
to more human-like machine-generated text.

We used Multi Generator Variational Auto-Encoder(VAE) to
achieve our goal. We also tried vanilla Auto-Encoder, but this
does not work as good as VAEs because they are continuous.
On the other hand, both mean and variance are taken into
account in VAEs and that simple technique helps get a better
result, for this expands the window of opportunity for getting
more diverse outputs. Therefore we get more relevant outputs.
We use two different decoders to get two types of response.
One for positive and another for negative styled output.

II. RELATED WORK

Style transfer with non parallel text has been exercised
extensively in recent years. The most influential style transfer
work would be of Gatys et al. [3]. It is shown here that the style
of images can be transferred. And this and several such works
inspire to build some machine similar to them which would
work for textual data. Zhang et al. [4] uses CNN for this task,
which face many problems mostly because text and image are
different in nature and should not be treated alike. Therefore,
Neural Machine Translations (NMTs) come into play [5] [6].
Parallel data is used to let the model learn from them. But
this is a bit problematic to find parallel texts, and sometimes
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it is even not possible to get in the post-NMT era of text style
transfer, Xu et al. [6], Fu et al. [7], Li et al. [8], Shen et al.
[9], Prabhumoye et al. [10] introduce newer techniques like
GANs [11] and VAEs to perform this job, in an unsupervised
way. That is-without the help of parallel data. There have
been many different techniques to evaluate the success of these
approaches. Shen et al. [9] uses sentiment modification, word
substitution cipher decypherment and word order recovery as
human verification factors. They infer styles from a sentences
and its original style indicator. A style dependent decoder
is used to render them. Moreover, a brilliant technique-cross
generated sentences is used to gather more information. Hu
et al. [12] employs Variational Auto-Encoders (VAEs) and
attribute discriminators to generate sentences, whose attributes
are controlled by trained disentangled latent representation of
them. Here yelp and amazon datasets are used and evaluated
by humans to get more accurate response.

III. DATASET

A. Data Source

We used a dataset on bangla sentences. 4600 comments are
collected from prothom-alo [13] news. Every comment has
6 options for tagging. They are ’Surely Negative’, ’Slightly
Negative’, ’Neutral’, ’Slightly Positive’, ’Surely Positive’. We
get the data tagged three times by volunteers for making the
tags more reliable. Some examples are shown in figure 1

Fig. 1. Sample data

For the purpose of using the tags appropriately to learn
them, we replaced the tags by some numerical values. These
are assigned in accordance with their strength. The more the
negative a sentence seem to be are assigned more negative
values, and the same but opposite goes for the positive
sentences. [’Surely Negative’, ’Slightly Negative’, ’Neutral’,
’Slightly Positive’, ’Surely Positive’] = [-2,-1,0,1,2]

We then sum up three tags for each instance of the dataset.
If the sum is less than zero, we marked it as negative and
if greater than zero mark it as positive comment. For exam-
ple: Suppose a comment has three tags : ’Surely Negative’,
’Neutral’, ’Slightly Positive’. So the sum for this comment
will be : -2 + 1 + 0 = -1. So ultimately we treat this as a
negative comment. After eliminating duplicates and unusable
sentences, we get 2500 negative comments and 2500 positive
comments.

B. Preprocessing

When we work with text data, we have to read stream of
characters. Single characters normally don’t mean anything.
If we combine them together carefully, they will make sense.
Tokenizing means split the stream of characters such that we
can consider them as semantic unit of language. Tokenization
[14] also removes the punctuation marks. Here is an example
of tokenization shown in figure 2

Fig. 2. Tokenizing Sentences

We used Natural Language ToolKit(NLTK) for tokenization.
We fixed the sequence length to 20. For sentences smaller than
20, we padded them with a fixed string.

IV. MODEL OVERVIEW

We have used a variational auto-encoder (Doersch et al
[15]) with two generators in our model. Normally every
variational auto-encoder has two parts. An encoder and a
decoder. First, the encoder part maps the input sequence to a
latent representation z. Then, the generator part takes samples
and makes them saturated with the desired style, which is
positive and negative in our case.

We can consider the encoder as a neural network and it
takes datapoint x and its output is a hidden representation z.
Then, another neural network called generator, samples from
z and produces the desired output. z preserves the context of
the input and decoder is used for mixing the desired attribute’s
properties.

In this model depicted in figure 3, two generators are used-
one for positive and another for negative. The positive gener-
ator is specialized to modify sentences with more positivity.
The other is for generating negative sentences. First of all, the
input sentence passes through an encoder network. From the
encoder network, a parameter of distribution Q(z|x) where x
is the vectorized input sentence. The latent vector z is got from
the stated distribution. Now this z is the information holder of
x. The decoders use z to recreate the sentence with a varied
style.
While training, the positive decoder and the negative decoder
are separately used so that they can learn about a specific
style. That is-when dealing with positive data, we train the
negative generator. Again we train the positive generator with
the negative data to make it capable of generating positive
sentences.

V. RESULT

We have used human evaluation for determining our model’s
accuracy. As there is not enough software resource for eval-
uating style transfer in Bangla. Human evaluation has been
used in extensively in the validation of recent linguistic tasks
such as in the works of Shen et al [9].



Fig. 3. High Level view of the model

We have measuerd the following parameters for determining
the success of an output:

• Grammatical Correctness This metric is used to see
how much the model can understand the structure of the
language.

• Context Similarity Whether the output could capture the
context is expressed as this.

• Polarity This is the most important point in our task-
whether the output convey positive or negative vibe.

We have copied the input of the model and used it as the
output to get a baseline result. Since human comments are
used as input baseline output, the output has hundred percent
grammatical correctness and context similarity with input. But
it has not achieved the correct polarity because the negativity
of a positive sentence is small, and vice versa.

Fig. 4. Comparing our results with state of the art models

Comparing with the human tested results with the
yelp dataset, all the parameters(grammar, context, positiv-
ity/negativity) are much higher than all the state of the art
models. This means that machines couldn’t be able to beat
humans in this respect. But among the best performing models,
cross aligned technique is proven to be the best. Since our

dataset is eerily small and in bangla, we couldn’t achieve
such greateness. Nonetheless, we have got closer to that model
in grammar and sentiment transferability, though we need to
focus on the fact that context-wise we are far from expectation.

VI. ANALYSIS

The sentiment transferability and grammatical correctness
of our model are not so far from the model prescribed by Shen
et al.(2017) [9]. But the context preservation is not satisfactory.
The dataset we have used has variety of contexts. Some are
about politics, some are about sports and so on. But Shen
et al.(2017) [9] used a standard dataset from amazon product
review. So, the context preservation of our model is not as
good as their model. On the other hand if we could use data
from a single context then it might have performed better.

A sample output generated by our model is shown here in
figure 5. Here, we can see that for the given positive sentence,

Fig. 5. Positive to generated Negative output

our model tried to get the context(green boxed) and then
staying within the context, it tries to generate totally opposite
a sentence. Similarly, if a negative sentence is fed into the
machine as in figure , the context is still captured and then the



style of this negativity is changed, and it becomes a positive
sentence.

Fig. 6. Negative to generated Positive output

VII. CONCLUSION

A. Discussion

Transferring style in text is not much explored field. It’s
still a newer area than other explorable fields like images and
audios. Yet it is so much promising. Because there are so many
things we can do with textual data. With the power to generate
new sentences is alone a huge task to do with a machine. And
if we can apply our customized styles and personalization to
it, this sounds even more wonderful, because up until now this
was solely a humane capability.
We explore this vast field’s only a small portion-translating
negative sentences into positive ones and translating positive
sentences into negative ones. Our model is able to succeed
in some cases, the accuracy we get is 53.2%. This might not
be very good result, but our model couldn’t do much well
because of shortage of data. If we could get hold of much
larger dataset, this model could achieve more, mostly because
our model is very much data dependent.

B. Future Work

Working with sentimental values is an initial step in textual
style transfer process. In this paper only the positivity and
negativity of a sentence are exploited. There are many other
aspects of styles in a sentence that can be explored in this
manner, like-gender, tense, political stand etc. If these basic
style-bearing aspects can properly be understood and make
the machine understand, it will have many interesting applica-
tions, like-personalized chatbots and even making an universal
language translator.
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Abstract—Question answering system in recent days is
one of the most trending and interesting topics of research
in computational linguistics. Bengali being among the most
spoken languages in the world has yet faced difficulties in
computational linguistics. This paper demonstrates an attempt
to develop a closed domain factoid question answering system
for Bengali language. Our proposed system combining multiple
sources for answer extraction extracts the answer having the
accuracy 66.2% and 56.8% with and without mentioning the
object name respectively. The system also hits around 72%
documents from which the answer can be extracted. Besides the
sub-parts of our system, the question and document classifier
provides 90.6% and 75.3% accuracy respectively over five
coarse-grained categories.

Index Terms—Question Answering (QA) System, Bengali
Question Answering System, Factoid QA System

I. INTRODUCTION

An automated question answering system is a program
that is able to converse with the user in natural language in
such a way that no one is able to differentiate it from a real
human being. In today’s time question answering system
is one of the hot topics in Natural Language Processing
(NLP) research. It can be either closed-domain based or
open-domain based. Closed-domain question answering
deals with questions under a specific domain whereas
open-domain question answering deals with questions about
nearly anything based on world knowledge. In general a
question is of two types: factoid question which is satisfied
by a short text and descriptive or complex question which
needs to be answered in more than one line.
Being one of the hot topics the works being done

on question answering system is increasing day by day.
In English a lot of works have been done on question
answering system and also there exists a number of working
question answering systems. But although Bengali being

one of the most widely spoken languages the works done
for Bengali language compared to English is yet very low.
We worked towards developing a question answering

system for only factoid questions for Bengali language
on a closed domain. Initially we have chosen Shahjalal
University of Science & Technology (SUST) as our domain
because every year during the admission test of Shahjalal
University of Science & Technology (SUST) the candidates
have a lot of queries related to SUST. In general there
are different social media groups which are formed due to
helping the candidates with information, updates, queries
etc. Candidates also ask questions in the official website of
admission test. So we wanted to create a common platform
for the candidates where they can get answers to the queries.
Thus we wanted to build a Bengali question answering
system which can reply to the queries instantly.

II. RELATED WORKS
A lot of researches have been done and are also ongoing

on question answering system in different languages. Besides
there are also works on question classification, question
features, question taxonomies and answer extraction which
are the sub-parts of question answering system. There have
been number of question answering systems developed
since the 1960s. Among the earlier question answering
systems some of them are domain restricted and some are
generalized.
AnswerBus is an open-domain question answering

system where the information related to the answer is
retrieved from the web in sentence level. The authors used
five search engines (Google, Yahoo, Altavista, WiseNut
and Yahoo News) to extract the web documents which
contain the answers to the questions of the users. The
current rate of correct answers to TREC-8’s (Text REtrieval
Conference-8) 200 questions is 70.5% [1]. JAVELIN is
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another open-domain based question answering system [2].
The team suggested three QA runs JAVELIN I, JAVELIN
II [3] and JAVELIN III [4] among which JAVELIN III can
be used for cross-lingual task. Some of the earlier domain
restricted QA systems are BASEBALL and LUNAR [5][6].
A system was described by author’s Abney et. al., 2000
that handles arbitrary questions by producing a candidate
list of answers ranked by their plausibility [7]. The system
was evaluated on the TREC question-answering track which
showed that the correct answer to queries appeared in the
top five answers 46% of the time with a mean score of
0.356.
Nowadays there is a remarkable increase in the research

for Bengali language in the field of Natural Language
Processing (NLP). Question answering system being one of
the hot topics the research works for question answering
system for Bengali language is also increasing at this time.
Author’s Banerjee et al., 2014 made the first attempt

on building a factoid question answering system for
Bengali language where the answer is processed by help
of named entities [8]. They also discussed the challenges
faced to develop the system for Bengali language. A
question answering system was developed for Bengali using
anaphora-cataphora resolution [9]. Authors experimented
the system for both Bengali and English language and they
used semantic and syntactical analysis. The model reduces
the complexity of using noun instead of pronoun for the
requested answer with respect to the given question queries
for Bengali and provides 60% accuracy.

III. CORPUS CONSTRUCTION & ANALYSIS
Dataset is an important issue towards the development of

a question answering system. To build a question answering
system we need two types of data. One is the knowledge
base and the other is question database. Then the data
are prepared individually for the training of question
classification and document categorization.
As we have worked on a closed domain based Bengali

factoid question answering system on the domain Shahjalal
University of Science & Technology (SUST) we could
not get any prepared dataset for our work. So we had to
prepare our own questions and knowledge base. This data
collection task was one of the challenging tasks as we had
no resource available. We used different sources for our data
collection part. We had to collect data both for questions
and documents in different ways.

A. Question Database
Various sources were used for building the question

dataset such as crowd sourcing, social media, manual
generation etc. But among them, we collected most of the
data from crowd sourcing. We collected questions from the
students of Shahjalal University of Science & Technology
(SUST) as well as from the official website of SUST where
we got the frequently asked questions by the candidates. We

also prepared questions from different documents, articles
and news on Shahjalal University of Science & Technology
(SUST).

B. Knowledge Base

Knowledge base is the set of documents from where
the answers of the questions are to be searched and
extracted. We have built our knowledge base based on
the website which carries the information solely about
Shahjalal University of Science & Technology (SUST) like
www.sust.edu, en.wikipedia.org/wiki/Shahjalal_
University_of_Science_and_Technology etc. and
news from different web portals. We also collected some of
the paragraphs about SUST by crowd-sourcing.

TABLE I
Sources of Question Database and Knowledge Base

Data Type Collection Type Source Amount of Data

Question
Crowd Sourcing 2nd Year students,

Dept of CSE,SUST
11300

Social Media
Data Crawling

Facebook Group:
SUST Admission
Aid

1055

Manual Generation Authors 3000

Document
Crowd Sourcing 2nd Year students,

Dept of CSE,SUST
40

SUST based websites www.sust.edu,
Wikipedia sust

100

News Portals Bdnews24.com,
eprothom-alo.com,
www.sustnews24.com
thedailystar.com etc.

80

IV. ANSWER TYPE TAXONOMY

As we have worked for a closed domain question answer-
ing system on the domain Shahjalal University of Science &
Technology (SUST) we defined five coarse-grained classes
related to SUST for question classification and document
categorization. The questions and documents are classified
in these five categories. Table II shows the category details.

TABLE II
Question and Document Categories

Class Name Short form Description
Administration ADS Questions that require administrative inform-

ation as answer and documents of administr-
ative type are of ADS class

Admission ADM Questions that require admission related inf-
ormation as answer and documents of admi-
ssion type are of ADM class

Academic ACD Questions that require academic information
as answer and documents of academic type
are of ACD class

Campus CAM Questions that require campus related infor-
mation as answer and documents related to
campus are of CAM class

Miscellaneous MISC Questions that require any information other
than the above four types and documents
other than the four types are of MISC class

www.sust.edu
en.wikipedia.org/wiki/Shahjalal_University_of_Science_and_Technology
en.wikipedia.org/wiki/Shahjalal_University_of_Science_and_Technology


TABLE III
Sample Tagged Question

Question Label
সােǋ েমাট কতিট িসট আেছ ADM

সােǋ Ɨিতবছর কতিট কের Þķারিশপ েদয় ACD
সাǋ মােন িক MISC

সরকারী বৃিŴ ƗাƓেদর িক ভিতį িফ িদেত হয় ADS
সাǋ কĬাƥােস িক খাবােরর দাম সহনীয় CAM

TABLE IV
Sample Tagged Document

Document Label
মানবতার জƒ েশেখা েǘাগানেক ƗিতপাদĬ কের ২০১২ সােলর ১১ জানুয়ারী িকছু
সেচতন িশĺক-িশĺাথįীর হাত ধের শুǠ হয় শাহজালাল িবřান ও Ɨযুিĸ
িবƾিবদĬালেয়র একমাŵ Ɨকৃিত ও পিরেবশ িবষয়ক সংগঠন িņন এĵেƔার
েসাসাইিটর পথচলা। িবƾিবদĬালেয়র িশĺাথįীেদর পাশাপািশ তৃনমূল পযįােয়
পিরেবশ সেচতনতা বৃিŽেত কাজ কের যােŐ সংগঠনিট।

CAM

Fig. 1. Percentage of questions in each category

Fig. 2. Percentage of documents in each category

V. METHODOLOGY

The architecture that we have proposed for our system
is shown in figure 3. As shown in the figure we have
used three sources for answer extraction: mapped question,
collection of documents and internet resource.

Fig. 3. Proposed architecture for our system

As depicted in the figure for extracting an answer at
first a list of stem words is created from the question. We
have used a Bengali rule based stemmer for the process. At
first the answer is looked for in the frequently asked section.
Here we have mapped the most frequently asked questions to
the answers. If the answer is found here considering common
tag words (শািব, শািবƗিব, শাহজালাল িবƾিবদĬালয়, শাহজালাল িবřান ও Ɨযুিĸ

িবƾিবদĬালয়, সাǋ) then an answer will be provided otherwise the
answer will be searched in the categorized documents. In
this case the asked question is first classified to the expected
answer type and then searched in the documents of the
same type and if the answer is not found in the categorized
documents then it searches in the internet sources which are
predefined for the particular domain and provides an answer.

We wanted to build a question answering system for
Bengali language on a closed domain and not having enough
resources to build it, we had to work from the scratch. We
have divided our methodology to answer a factoid question
in four basic parts:

1) Data Preparation
2) Question Classification
3) Document Categorization
4) Answer Processing

A. Data Processing

As we collected data from different sources we needed to
prepare and clean the dataset. The following tasks were done
to prepare the corpus for further processing.

1) Removed stop words (অবƼ, অেনক, অেনেক, অেনেকই, অƅত, ভােব,

মেধĬ etc.)
2) Removed sign characters
3) Tokenized the words in special case
4) Checked and made correction of spelling mistakes of

raw data manually
5) Rechecked the labels that were assigned manually



B. Question Classification

Question classification is an important first step towards
building a question answering system [10]. The classifi-
cation of a question to expected answer type reduces the
search space by a considerable amount [11]. We have
used four machine learning algorithms Stochastic Gradi-
ent Descent(SGD), Decision Tree(DT), Support Vector Ma-
chine(SVM) and Naive Bayes(NB) for our question classifi-
cation phase [12]. For feature extraction similar words and
both bi-gram and tri-gram were used where tri-gram provides
better results. Again, we have tested dynamic word clustering
model as deep learning methods are getting popularity in
these days [13].

C. Document Categorization

The documents that we have collected were also classified
to predefined categories. For document categorization we
have used a different approach other than question classi-
fication. As document classification follows passage classi-
fication we used word embedding here. Word embedding is
one kind of learned representation for text where words that
have the same meaning have a nearly same representation.
We have used fastText as our embedding technique and
implemented convolutional neural network(CNN) classifier.

D. Answer Processing

The most important and challenging part of our question
answering system is the answer extraction method. As
shown in figure 3 we have used three sources for answer
extraction process. The following techniques have been
used for our answer extraction phase.

1) Vector Space Model (VSM): In vector space model
documents and queries are represented as vectors of features
representing the terms that occur within the collection. A
document dj and a question q can be represented by the
following vectors.

d⃗j = (w1,j , w2,j , w3,j , w4,j , . . . , wn,j)

q⃗ = (w1,q, w2,q, w3,q, w4,q . . . , wn,q)

Here the number of dimensions in the vector is the total
number of terms in the whole collection. The match found
by the question from a particular document is measured by
the following similarity function:

sim(q⃗, d⃗j) =

∑N
i=i wi,q ∗ wi,j√∑N

i=1 w
2
i,q ∗

√∑N
i=1 w

2
i,j

After calculating this score an answer is generated using
the sentence having the highest rank.

2) Comparison of VSM and Edit distance: We have
used a comparison between edit distance and VSM
and received the maximum value between edit distance
and VSM matching. Comparing both, the answer with
the highest score is provided and if multiple answers
have the same score then the one with minimum length
is selected as factoid questions require single facts as answer.

E. Performance Metric
We have used the accuracy measure to evaluate our

experiments. Accuracy is the number of correct predictions
made by a model over all kinds of predictions made which
is measured by the formula:

Accuracy =
TP + TN

P +N

where,
P = total number of positive samples
N = total number of negative samples
TP (True Positive) = number of cases when the actual

class of the sample is true and also predicted as true
TN (True Negative) = number of cases when the actual

class of the sample is false and also predicted as false

VI. EXPERIMENTS & RESULT ANALYSIS
For the training purpose of question classification and

document categorization we had to manually tag the ques-
tions and documents. In both cases we have used 75% of
the dataset for training purpose and 25% for testing. For
question classification Support Vector Machine(SVM) with
linear kernel provides the best accuracy 90.6% among classi-
fiers Stochastic Gradient Descent(SGD), Decision Tree(DT),
Support Vector Machine(SVM) and Naive Bayes(NB) that
we used [12].

Fig. 4. Best performance for different classifier for question classification

For document categorization we have implemented
convolutional neural network(CNN) using fastText skip-
gram word embedding technique. Accuracy of 75.3%
was obtained for document categorization over the five



categories that we defined.

Following our answer extraction technique the proposed
system provides around 56.8% accuracy without mentioning
the object name like শািব, শািবƗিব, শাহজালাল িবƾিবদĬালয়, শাহজালাল িবřান

ও Ɨযুিĸ িবƾিবদĬালয়, সাǋ and around 66.2% with mentioning the
object name. We have received a document hit of around
72% for our system.

TABLE V
Sample answers to asked questions

Question Extracted Answer
সােǋ কয়িট অনুষদ রেয়েছ ৭ িট

সােǋর বতįমান িভিসর নাম িক অধĬাপক ফিরদ উিŸন আহেমদ

েছেলেদর হল কয়িট ৩ িট

TABLE VI
Performance of overall system

Type Score Condition
Document Hits 72% Considering object name
Answer accuracy 66.2% Considering object name
Answer accuracy 56.8% Without mentioning object name

VII. CONCLUSION
In our whole time of working with Bengali question

answering system we have tried to build a generic factoid
question answering system that is if we just provide the
system with the knowledge base and question database, it
will be able to extract answers from them. We have built a
corpus consisting of 15355 questions and 220 documents on
our domain Shahjalal University of Science & Technology
for our system. The dataset or corpus creates the main
hazard for building a question answering system or any
language tool. No well-established Bengali language tool
has been released till date. So for the better performance of
a question answering system natural language processing
tools like named entity recognizer, parts of speech tagger,
stemmer etc. and also the corpus which is base of the
question answering system need to be developed.
So far we have worked with factoid questions only. We

have future plans to forward the process by taking complex
and descriptive questions into consideration. We also want
to implement more techniques to enhance the performance
of the system.
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Abstract—The quest to understand how language
and concepts are organized in human mind is a never-
ending pursuit undertaken by researchers in computa-
tional psycholinguistics; simultaneously, on the other
hand, researchers have tried to quantitatively model
the semantic space from written corpora and discourses
through different computational approaches - while
both of these interacts with each other in-terms of
understanding human processing through computa-
tional linguistics and enhancing NLP methods from
the insights, it has seldom been systematically studied
if the two corroborates each other. In this paper, we
have explored how and if the standard word embed-
ding based semantic representation models represent
the human mental lexicon. Towards that, We have
conducted a semantic priming experiment to capture
the psycholinguistics aspects and compared the results
with a distributional word-embedding model: Bangla
word2Vec. Analysis of reaction time indicates that
corpus-based semantic similarity measures do not re-
flect the true nature of mental representation and
processing of words. To the best of our knowledge this is
first of a kind study in any language especially Bangla.

Index Terms—Computational Psycholinguistics, Se-
mantic Priming, Mental Lexicon, Response Time, De-
gree of Priming, Word2vec model.

I. Introduction
The representation of words in the human mind is often

termed as Mental lexicon (ML) [1]–[3]. Although, words
have various degree of association that are governed by
different linguistic and cognitive constraints, the precise
nature of the interconnection in the mental lexicon is not
clear and remains a subject of debate over the past few
decades. However, a clear understanding of how words are
represented and processed at the mental lexicon will not
only help enhance our knowledge of the inherent cognitive
processing but may also be used to develop cognitively
aware Natural Language Processing(NLP) applications.

A lot of cognitive experiments are being carried out in
different languages to study the semantic representation
of words in the ML. Typically, semantic priming experi-
ments are used to perform such studies [4], [5]. Priming
involves exposure of a stimulus (called prime) that results
in quicker recognition of a related stimulus (called the

Target). For example, the amount of time required to
recognize a word BRANCH will be small if it is preceded
by a related stimulus like TREE as compared to an
unrelated stimulus like HOUSE. The data collected from
such cognitive experiments are then used to develop robust
computational models of representation and processing of
words in the ML.

Attempts have also been made to provide computational
models of representation of semantically similar words
in the mental lexicon. Among them, one of the most
commonly used is the distributional semantic model of
representation. The idea behind distributional semantics
is that words with similar meanings are used in similar
contexts [6]. Thus, semantic relatedness can be measured
by looking at the similarity between word co-occurrence
patterns in text corpora. In linguistics, this idea has been
a useful line of research for the past couple of decades [7],
[8]. Recently, due to the advancements in the area of deep
neural networks, a more robust form of distributional se-
mantics models have been proposed in the way of word2vec
word embedding. However, most of these works are based
on languages like English, French, German, Arabic, and
Italian. Very few attempts have been made to perform
such studies for Bangla ML. Moreover, an important
aspect of a study is to verify the fact of whether the
distributional approach of words representation is truly
the way human mental lexicon works.

In this research, we have explored how and if the
standard word embedding based semantic representation
models represent the human mental lexicon. The paper
discusses various cases where it has been shown that highly
similar words identified by the computational models sel-
dom shows any priming effect by the users. On the other
hand, word pairs having low corpus similarity may result
in a high degree of priming.

The objectives of the paper are as follows:

• We conduct a semantic priming experiment over a
set of 300-word pairs to study the organization and
representation of Bangla words in the mental lexicon.

• For each of the 300 Bangla word pairs, we have
computed their word embedding using the word2vec



technique and computed the semantic distance be-
tween each of the word pairs.

• We try to observe whether there exist any correlation
between the computed similarity score and the prim-
ing effect. Here, the null hypothesis is words having
high cosine similarity scores will show a high degree
of priming.

II. Semantic Priming Experiment on Bangla
Semantically Similar Words

In order to study the effect of priming on semantically
related words in Bangla, we have execute the masked
priming experiment as discussed in [9]–[11]. In this tech-
nique, the prime word (say chor (thief)) is placed between
a forward pattern mask and the target stimulus (say
polisa (Police)), which acts as a backward mask. This is
illustrated below.

prime(1000ms)chora(THIEF ) −→
target(2000ms)pulisa(POLICE)

Once the target porbe is presented to the participants for a
given period of time, they are asked to decide whether the
given target word is valid or not. The participants enter
their decision by pressing the key ’J’ (for valid words) and
’K’ (for invalid words) of a standard QWERTY keyboard.
The time taken to press any one of the key after the
display of the target word (also called the response time
(RT)), is recorded by the system timer. We display the
same target word once again but with a different visual
probe called the CONTROL word. The CONTROL word
do not show any semantic, or orthographic similarity with
either the prime or the target word. For example, baYaska
(aged) and briddha (aged) is a prime-target pair, and the
corresponding control-target pair could be naYana (eye)
and briddha (aged). We use the DMDX software tool1 to
conduct all the experiments conducted in this work.
A. Data and Experiment

We choose 300 word pairs from a Bangla corpus of
around 3.2 million unique words 2. The corpus consist
of the literary works of famous Bangla authors; we have
also extended the corpus by adding texts from Bangla
Wikipedia, News sources, and Blogs. The words are chosen
is such a way that they represents a substantial amount
of distribution over the entire corpus. This will further be
useful to construct the word embedding for computing the
semantic similarity.
B. Implicit Perception of Semantic Similarity

1) Methods and Material: There were 300 prime-
target pairs classified into two different classes. For
each of the targets a prime and a control word have
been chosen. Class-I primes have high degree of relat-
edness (e.g. সূয�(Surya(sun)) – অư(asta(sunset))), where

1http://www.u.arizona.edu/ kforster/dmdx/download.htm
2obtained from www.snltr.org

as class-II primes have a low degree of relatedness (ছা-
গল(Chagal(goat)) – অư(asta(sunset))).

The controls, do not possess any semantic, orthographic
or morphological relationship with the target word. It is
important to restrict the subject to make any strategical
guess regarding the relation between pairs of words. Thus,
the prime-target and the control-target words were mixed
with equal number of fillers, which are out of vocabulary
words such as non-words.

2) Participants: The experiments were conducted on
100 native Bangla speakers with at least a graduation
degree. The age of the subjects varies between 20 to 30
years.

3) Result: Extreme reaction time and incorrect re-
sponses of the RT in the lexical decision (about 7.5%) were
not included in the latency analysis. We set extreme reac-
tion time for one subject as the median lexical latency of
that essence subject. Table I depicts the average reaction
time (RT) of some prime-target and control-target word
pairs.

Table I
The average reaction time (RT) of the prime-target and

control-target word pairs.

Prime Word Target Word Control Word Average RT(P-T) Average RT(C-T)
ƿচার ডাকাত জল 548.62 786.89
ƿলাভ ƿলাভী ভয় 636.71 716.80
ƿরাগ ƿরাগী বাতাস 700.14 821.81
জল বায়ু বই 612.81 726.96
িবচার িবচারক জামা 669.99 809.42

Then we calculate the degree of priming (DOP) i.e. the
average reaction time (control-target) minus the average
reaction time (prime-target) words pairs for each word
pair. This is represented as follows:

DegreeofPriming(DOP ) = Diff(RT (CT ), RT (PT ))
(1)

After getting the result of DOP, we again calculate the
average of DOP across all users.

III. Distributional Approach towards
Measuring Semantic Similarity

Recently, word embedding techniques proposed by
Mikolov and et al. (2013a) [12] argued that neural network
based word embedding (word2vec) models (see Figure 1)
are efficient at creating robust semantic spaces. Typically
word embeddings are computed by using two techniques:
a) Skip Gram model and b) Continuous Bag of Word
model (CBOW). The skip gram model in one hand,
considers a central word and tries to predict the context
words that best fits the target word. On the other hand,
the CBOW model tries to predict a target word given
the context words. Consider for example the sentence:
কĵপ একধরেনর সরীসৃপ যারা পািন এবং ডাঙা দইু জায়গােতই
বাস কের।.

Let কĵপ�be the input to the proposed neural network.
Our objective here is to predict a target word সরীসৃপ using



Figure 1. Illustration of the Word2Vec Model

the single context input word কĵপ. We use the one hot
encoding of the input word and measure the output error
compared to one hot encoding of the target word. Thus,
the vector representation of the target word is learned
by learning to predict the same target word. The basic
architecture of the CBOW model is depicted in Figure 1.

We have computed the word2vec embedding of each
of the words present in the 300 prime-target, control-
target pairs. We use some pre-trained word2vec models
i.e model-2 3 and model-3 4, and also trained word2vec
and generated embedding with different dimension on
the corpus discussed in section II-A (model 1). From
the different sets of embedding, we have computed the
semantic similarity between each of the word pairs using
the cosine similarity measure:

Cos(wi, wj) =
w̄i.w̄j

|wi||wj |
(2)

Next, we compared the scores with the DOP collected from
the priming experiment. Table II depicts the correlation
between the different embedding models and the reaction
times obtained from the priming experiment.

Table II
Comparison table with different models with respect to

the human annotated Data.

Model name VOCAB Dimension Co-relation
Model 1 427261 300 -0.2422
Model 1 427261 400 -0.2104
Model 2 10059 200 -0.0994
Model 3 145350 300 0.0203

From Table II we observed that there is a very week cor-
relation between the Word2Vec models and the Reaction
Time data.

3https://github.com/Kyubyong/wordvectors
4https://fasttext.cc/docs/en/crawl-vectors.html

Table III
Similarity score of Human annotated (DOP) vs Word2vec

annotated.

Word1 Word2 Control Word Degree of priming Word2Vec
ƿচার ডাকাত জল 238.28 0.3236
ƿদশ ƿদশী জানালা 194.61 0.2549

িবদÇালয় ছাএ পািখ 127.10 0.3771
উেŘশÇ িবেধয় সঁাতার 309.81 0.2678
ইিতহাস ভȽ েগাল বালক 197.67 0.4535
রাম রাবণ রঁাধুিন 160.19 0.4060
তঁাতী কাপড় রিব 153.19 0.3686
ƿভার আেলা মািঝ 164.45 0.3758
িবদÇুৎ গজ�ন দয়া 131.00 0.2584
িপয়ন িচǻ চঁাদ 166.10 0.3292
রাত ĐŶ ডানা 189.92 0.2880

মধুসূদন রবীűনাথ মাথা -22.73 0.7273
ăীপ উপăীপ ফল -15.11 0.6499
গÇাস বাƧ বািড় -85.44 0.5529

We observed from Table III two types of anomalies
between the similarity score as obtained from word2vec
and the priming result (or similarity perceived by human
as recorded through psycholinguistics experiments): some
word pairs which have high degree of priming but low
word2vec similarity score and some word pairs having low
degree of priming but high degree of word2vec similarity
score. From the types of word pairs it is apparent that
some word pairs, which we use together in our daily lives
and colloquial use such as, িবদÇুৎ and গজ�ন . We also tend
to foster a strong mental connection among them, that is
reflected by the high DOP. On the other hand, as these
word pairs are less likely to co-occur in a formal written
corpus, they have low cosine similarity scores. Similarly,
certain word pairs such as মধুসূদন and রবীűনাথ or গÇাস
and বাƧ have high word similarity score as they are likely
to co-occur often due to their categorizations (first pair
is names of poets and second pair is physics concepts),
but not so much in day-to-day usage. Hence, our null
hypothesis is proven to be wrong and we can infer that
substantial gap still exists between how we process words
and how computational approaches think we do.

IV. Conclusions and Discussion
In this paper we aim to study the representation and

processing of semantically similar words in Bangla mental
lexicon. Accordingly, we have conducted semantic priming
experiment to determine the reaction time of subjects for
prime-target and control-target pairs. We further com-
puted the semantic similarity between the same word
pairs using the Bangla word2Vec based word embedding
model. We have compared the standard word embedding
based semantic representation models correctly reflects the
organization and processing of the mental lexicon. Analy-
sis of reaction time indicates that corpus based semantic
similarity measures does not reflects the true nature of
mental representation and processing of words. The paper
discusses various cases where it has been shown that highly
similar words seldom shows any priming effect by the users



whereas word pairs having low corpus similarity may result
in high degree of priming.

It is clear that the existing word embedding models are
primarily based on the underline corpus on which they
have been trained. Therefore, in order to understand the
word representation strategies, ideally the corpus must
bear a close resemblance with the human spoken form.
However, such an ideal condition must always have to be
approximated.

In particular, most of the natural language humans are
exposed with belong to the spoken form. In order to use
such data, it is required to do manual transcription of the
spoken forms into their respective textual representations.
This is not only time consuming but requires a huge
man-power effort. On the other hand, the typical textual
models that presently exists are based on written language
that are available in the open web. Although, they are
available in plenty, they are often less representative of
the actual language input. In a recent work, Brysbaert
et al. (2011) [13] showed that word frequency measures
based on a corpus of 50 million words from subtitles
predicted the lexical decision times of the English Lexicon
Project [14] better than the Google frequencies based on
a corpus of hundreds of billions words from books. Similar
findings were reported for German [15]. In particular,
word frequencies derived from non-fiction, academic texts
perform worse [16].
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 Abstract – Sense annotated corpus can be treated as an 
essential resource for lexicon development, morphological 
processing and also for evaluating the performance of a word 
sense disambiguation (WSD) system. In this paper, a Bangla sense 
annotated corpus is generated from a raw collection of Bangla 
text, where only the sentences which contain at least one Bangla 
ambiguous word are retrieved from the raw corpus. All 
individual word forms of the sentences stored in our Bangla sense 
annotated corpus are tagged with their corresponding root word 
forms and POS types and the detected ambiguous words in the 
sentences are also tagged with their actual senses. The developed 
Bangla sense annotated corpus initially contains 5028 Bangla 
sentences with proper annotation and the overall performance of 
our Bangla sense annotated corpus creation system is 86.95%. 
 Index Terms – Bangla language processing, Sense annotated 
corpus, Lexicon, Word sense disambiguation, Ambiguous word. 
 

I.  INTRODUCTION 

 A corpus can be considered as an empirical base for 
processing computational analysis of any natural language, 
which is a collection of texts in an electronic predefined form 
based on some criteria for linguistic research. A Bangla corpus 
can be used for several purposes such as for creating automatic 
dictionary, morphological processing, disambiguating an 
ambiguous word from a given context known as word sense 
disambiguation etc. Word sense disambiguation is the task of 
removing the lexical semantic ambiguity of an ambiguous 
word by assigning the appropriate sense to that ambiguous 
word in a given context. Basically WSD requires a set of 
meanings for each word to be disambiguated and a means to 
choose the correct one from that set [1]. Because of the 
scarcity of huge collection of Bangla annotated texts available 
in electronic format, we are lacking good Bangla WSD 
applications as well as other Bangla language processing 
applications. 

In this work, we have tried to develop a Bangla sense 
annotated corpus which is a collection of validated words 
tagged with some features such as POS, stemming and 
detection of some popular Bangla ambiguous words tagged 
with their actual senses in different sentences for different 
feature words. A statistical analysis of the developed Bangla 
sense annotated corpus is also done in order to find out some 
statistical counting such as total number of occurrences of an 
ambiguous word, number of occurrences of each sense for an 
ambiguous word in the developed corpus etc., which measures 

are important for performing statistical based Bangla word 
sense disambiguation tasks. 

This paper proposes a process of building an annotated Bangla 
corpus from a source of raw corpus, where corpus texts are 
collected from web resources. Our annotated corpus is 
essentially a list of huge number of sentences where all words 
are tagged with their root words, Parts-of-Speech (POS) 
tagging and detection of some popular ambiguous words in the 
sentences tagged with their actual meanings in a given context 
based on feature words. After that several types of statistical 
analysis is also done on our sense annotated corpus for 
promoting statistical approach based Bangla language 
processing tasks  such as Bangla word sense disambiguation, 
machine translation and information retrieval etc.   

II. RELATED WORK 

 In comparison to other languages like English, Chinese, 
Spanish etc. research advancement on Bangla corpus 
generation is still not so far. A significant number of research 
works have been done from the beginning of this millennium 
in [2, 3] for creation and analysis of Bangla corpus for 
achieving various linguistic properties of Bangla language.  
An annotated Bangla news corpus is developed in [4], where 
the corpus contains 74,698 word forms and a lexicon of 14 
thousand entries is provided where words are annotated with a 
combination of manual tags such as POS, Stemming and 
morphemes.  

A Bangla text corpus BdNC01is created in [5], where 
nearly 12 million word tokens including literary corpus were 
collected and manually checked before preserving in final 
format as ASCII and Unicode text. It is a collection of large 
text in a uniform format followed by some statistical 
processing which gives some count and prior probabilities for 
probabilistic computation of language modeling. Because of 
unavailability of Bangla text corpus in the desired format of 
the researchers for their specific purpose, in most of the recent 
Bangla word sense disambiguation systems [6,7], researchers 
have used their own manually generated Bangla corpus for 
disambiguation of few Bangla words, where the corpus size is 
not mentioned. In [8], a better accuracy rate of word sense 
disambiguation system is achieved where a Bangla POS 
tagged corpus is used for the experiment which is collected 
from the Indian languages Corpora Initiative. So a properly 



formatted large size corpus can improve the efficiency of any 
language processing tools and if it is generated for the purpose 
of any specific language processing applications, then 
corresponding researchers in their fields will be much 
benefitted. As Bangla word sense disambiguation is an 
emerging field and still requires good research activities, so in 
this work we are motivated to develop a Bangla sense 
annotated corpus which can be used efficiently for improving 
the accuracy of any BWSD tools as well as other Bangla 
language processing applications. 

 

             III. METHODOLOGY OF CREATING BANGLA 

SENSE ANNOTATED CORPUS 

 The process of creating Bangla sense annotated corpus 
involves several steps, which need to be followed thoroughly 
as illustrated in Fig. 1. 

Fig. 1 Methodology of creating Bangla sense annotated corpus 
 

A. Data Collection 

Internet, the giant source of information, is used to collect 
Bengali text in electronic format for our raw text collection. As 
there is non-availability of good Bangla OCR applications in 
order to retrieve electronic formatted text from printed Bangla 
books and newspapers, so we have to proceed with online 
resources of web such as Bangla articles, blogs and news on 
several websites [9-16]. Firstly, few searches by some popular 
Bangla ambiguous words are performed on Google.com to 
collect top links of sources from search results. Secondly, 
HTTPS request is sent to every links using JavaScript 
“Request API” in order to fetch HTML contents. “JavaScript 
DOM API” is used to extract raw texts from HTML contents 
and afterwards, basic sanitization is done.  

B. Preprocessing Text 

The text collected from internet is non-normalized in 
nature which needs to be preprocessed for making the whole 

text normalized. So our collection of raw text is normalized by 
using the following steps as pre-processing: 

i. First of all, three Bengali sentence termination 
symbols “।”, “!” and “?” are considered for 
detecting individual Bangla sentences. For 
example, if we consider the Bengali text-“তাi 
যাoয়ার েবলায় তােক িজেjস কেরিছলাম, েতামার শখ কী? 
utের েস বেলিছল, 'আংেকল মােঝমেধয্ ছিব আঁিক'। ”; then  
two sentences will be detected by our pre-
processing process such as: 

1. তাi যাoয়ার েবলায় তােক িজেjস কেরিছলাম, েতামার 
শখ কী? 

2. utের েস বেলিছল, 'আংেকল মােঝমেধয্ ছিব আঁিক'।  

ii.  Different punctuation symbols such as Colon (:), 
Exclamation mark (!), Semi-colon (;), 
Apostrophe (’)/Inverse Comma (‘)/Quotation 
Mark (‘’/“”), Dash/Hyphen (-), Question mark 
(?), brackets ((),[]) are replaced by a single space 
except those which are preceded or followed by  
Bengali alphabet.  

For example, utের েস বেলিছল, 'আংেকল মােঝমেধয্ ছিব আঁিক'।   

Here Comma (,) and Quotation Mark (‘’) have not been 
replaced by single space as they are preceded or followed by 
Bengali alphabet. 

iii. Finally, Un-even numbers of newlines, blanks or 
spaces are removed from the raw text. 

After applying all these pre-processing steps into our raw text, 
the final pre-processed text format in our raw corpus is like as 
below (refers Fig. 2): 

      
Fig. 2. Pre-processesed text sample in our raw corpus 

C. Tokenizing 

 Natural language toolkit has an important module called 
“tokenize”, which can be either word tokenize or senntence 
tokenize. After pre-processing, word tokenization should be 
done in our work in order to split sentences into words. We 
split all the sentences of the raw corpus into individual words 
or tokens by the method “word-tokenize”.For example, for a 
Bangla input sentence “েছেল পরীkােত পাশ কের িপতার মখু রাখল”; 
the output of tokenization  will be like this  (“েছেল”, “পরীkােত”, 
“পাশ” , “কের”, “িপতার” ,“মখু”,“রাখল” ). 

D. Stemming and POS Tagging 

After tokenization stemming operation is done to convert 
a word into its constituent root part. Tokens are stored in an 
iterative list which is taken as input in this step. Here, first 



suffix part of Bangla words are stripped off first, then the 
validity of this remaining word part as root word is checked 
using a Bangla dictionary. If a valid root word is not found yet, 
then the affix part of the remaining word form is stripped off.  
In this process, all the word forms of our raw corpus are 
converted into their root word forms and their corresponding 
suffixes and affixes are ignored for simplicity.  

After that, each token is checked with an available machine 
readable online Bangla dictionary for its validity and its 
corresponding POS type is brought from the dictionary. Here, 
for Bangla language, we consider mainly six different parts-of-
speech tags namely, noun, pronoun, verb, adverb, adjective 
and indeclinable (prepositions, conjunctions and interjections). 
Example of Bangla word list of several POS category with 
their corresponding Tag Name used in this system is given in 
Table I.  

 
TABLE I: EXAMPLE LIST OF SEVERAL POS CATEGORIES 

 
Tag Description Tag Name Examples 

Noun noun মাথা, হাত, েচাখ 
Pronoun pron েস, আিম, েতামার, আমার, 

তােদর 

Adjective adj aেনক, aিধক, ভােলা 
Verb verb করেছন, করল, আসা, িছল 

Adverb adv aবেশেষ, তাহেল, সাধারণত 

Indeclinable(Preposition, 
Conjunction & 

Interjection) 

prep/conj/intj হেত,েথেক,েচেয়, eবং,িকn 

 
After assigning appropriate POS category to each word 

stem, the sample output of stemming and POS tagging process 
is given below in Fig. 3: 
 

 
Fig. 3. Screenshot of sample text after stemming and POS tagging process 

 

E. Lexicon of Bangla Ambiguous Words 

In this work, a lexical database is manually developed to 
store the several senses of popular Bangla ambiguous words in 
presence of different feature words. The ambiguous word 
detection from the raw corpus will be done by using this 
lexicon of Bangla ambiguous words. It will also provide the 
actual sense of the detected ambiguous word based on its 
feature words to the ambiguity detector program. A screen shot 
of our lexicon of Bangla ambiguous words with their different 
meanings or senses in case of different feature words is given 
below in Table II. This storage of Bangla ambiguous words is 
developed fully manually through a long period of time by 
analysing different Bangla grammar books and websites [17-
19].  

TABLE II.SAMPLE OF DIFFERENT SENSES OF SOME BANGLA 
AMBIGUOUS WORDS IN CASE OF DIFFERENT FEATURE WORDS 

STORED IN THE LEXICON 

Ambiguous Word Corresponding 
Feature Word  

Sense of Ambiguous Word 

মাথা আেছ বিুd 
মাথা েঠকান pনাম করা 
মাথা কাটা লjা পাoয়া 
মাথা গরম চেট যাoয়া 
মাথা gাম pধান 
মখু রাখা সmান রাখা 
মখু ভার রাগ করা 
মখু মখু তকর্  করা 
মখু চাoয়া িনভর্ র করা 
হাত টান চুিরর aভয্াস 
হাত েনi pভাব 
হাত পাতা সাহাযয্ চাoয়া 
হাত েদয়া কাজ ˝˙ করা 
হাত করা বশীভূত করা 
হাত েতালা pহার করা 

 

F. Ambiguous Word Detection and Actual Sense Selection 

In our sense annotated corpus, only the sentences which 
have at least one ambiguous word will be stored from the raw 
corpus and all other sentences will be ignored.  An   ambiguity 
detector program is used in this work in order to detect 
ambiguous words from the raw corpus and it will also find out 
the actual sense of the detected ambiguous word with the help 
of our developed lexicon of Bangla ambiguous words.   
The algorithm for ambiguous word detection from the raw 
corpus and also to find out the actual sense of the detected 
ambiguous words is given below: 
 

      Step 1: Sentences (S1,S2,....,Sn) from the raw corpus  with 
POS tagging and stemming information (For example, as     
Fig. 3.) are set as input for  the ambiguity detector program. 
      Step 2: For each sentence (Si) of the raw corpus, repeat 
step 3 to 5. 
      Step 3: Individual word stem of the sentence (Si) is 
checked one by one as an iterative list with the Bangla 
ambiguous word list stored in our lexicon in order to find out 
whether it is ambiguous or not. 

For example if we consider the sentence, “েছেল/noun/েছেল 

পরীkােত/noun/পরীkা পাশ/adj/পাশ কের/verb/করা িপতার/noun/িপতা 
মখু/noun/মখু রাখল/verb/রাখা.”; Here from TABLE I, we can see 
that “মখু” is stored as an ambiguous word in our lexicon of 
Bangla ambiguous word list. So our system will detect “মখু” as 
an ambiguous word. 
     Step 4: If the ambiguity detector can able to detect any 
ambiguous word in the sentence, it will compare its immediate 
collocating root words in the both  left and right side direction 
of the ambiguous word in the sentence with corresponding 
feature word list of that ambiguous word stored in the lexicon. 
If any match is found, it will provide the actual sense of the 
detected ambiguous word with the help of the knowledge 
given by the lexicon.  

Else, that means if no match is found,  the control will go  
back to step 3 and continue with the next sentence (Si+1). For 
our above considered example sentence, when the ambiguity 
detector detects the ambiguous word “মখু”; it will compare its 



left and right collocating root words “িপতা” and “রাখা” with 
corresponding feature word list of the ambiguous word “মখু” 
stored in the lexicon. From TABLE I we can see that, there are 
four feature words (“রাখা”, “ভার”, “মখু”, “চাoয়া”) in the lexicon 
for  the ambiguous word “মখু”. As the feature word “রাখা” is 
matched; the ambiguity detector will provide “সmান রাখা” as 
the actual sense of the ambiguous word “মখু” for the above 
input sentence. 
 

      Step 5: When a sentence is found which contains an 
ambiguous word, this sentence is stored in our final Bangla 
sense annotated corpus along with POS type and root form of 
all word forms of the sentence and also the detected 
ambiguous word with its actual sense as following format: 
েছেল/noun/েছেল পরীkােত/noun/পরীkা পাশ/adj/পাশ কের/verb/করা 
িপতার/noun/িপতা [aw=মখু, sense=সmান রাখা] মখু/noun/মখু 

রাখল/verb/রাখা।  
Before adding this annotated information into our sense 

annotated corpus, the total occurrence value of the ambiguous 
word is increased by 1 for each time whenever it is detected. 
And also the numbers of occurrence of several senses of the 
ambiguous words are also recorded for further statistical 
analysis.  
     Step 6: Finally all the sentences from the raw corpus which 
contain Bangla ambiguous words will be stored in our Bangla 
sense annotated corpus with proper annotation. 

 
IV. EXPERIMENTAL RESULTS 

A normal computer with Intel core i3 processor of 64 bit 
windows  operating system along with 4GB RAM is used to 
implement the system using Python.  There are tons of third-
party packages available for Python to work with Natural 
Languages, likely NLTK (Natural Language Toolkit), 
TextBlob, Spacy, CoreNLP (Stanford CoreNLP) and so on. 
But all these packages are compatible only with English 
language. Almost zero third-party packages are available in the 
internet to work with Bangla. So our first problem was to build 
a Natural Language Toolkits for processing Bangla language 
to perform some basic operations like, text normalization, 
lemmatization, POS tagging etc. We have to build those 
functions at our own first. Then we have developed a system 
which takes input of Bangla raw corpus and provides a 
resulting Bangla sense annotated corpus as output. The 
following steps have been performed to evaluate the system: 

 

A. Sample Input Text after Text Pre-processing 

The text retrieved from the internet is normalized first by        
text preprocessing.  A partial   view of the normalized text is 
presented in Fig. 4. 

Fig. 4. Sample of normalized input data in the raw corpus 

 
From this input data set, the system can  detect  total  of  7 
sentences by the Bangla sentence termination symbol “।”. 
After that, tokenization, stemming and POS tagging processes 
are performed on it. 
 

B. Sample Text after Tokenization, Stemming and POS 
Tagging  

A sample text after tokenizing, stemming and POS tagging 
process is given in Fig. 5. 

 
        Fig. 5. A sample text after tokenization, stemming and POS tagging 

 

C.  Sample Output Data Set of Bangla Sense Annotated 
Corpus 

Our resultant Bangla sense annotated corpus will store only 
those sentences from the raw corpus which contain Bangla 
ambiguous words. From the above input data set, our system 
can detect 5 sentences out of 7 sentences which contain 
Bangla ambiguous words such as “মাথা”, “মখু”, “েচাখ”, and 
“হাত” based on the knowledge from our lexicon of Bangla 
ambiguous words. That’s why these 5 sentences are stored 
with proper annotation information into our resultant sense 
annotated corpus. A sample of output file generated by the 
system is given below in Fig. 6: 

 
Fig. 6. Sample output text in our Bangla sense annotated corpus 

 

D. Overall Results 

Initially our raw input corpus consists of 13241 Bangla 
sentences with a total of 358850 Bangla words from which our 
system can detect 5028 sentences which contain Bangla 
ambiguous words. That’s why our system has retrieved these 
5028 sentences from the raw corpus and stored them into the  



Bangla sense annotated corpus with proper annotation 
information of each word form. 

In order to evaluate our sense annotated corpus creation 
system, first we gave a Bangla text file of 200 Bangla 
sentences to some resource persons who have good 
background knowledge on Bangla language. According to 
their mutual discussions, 9 different Bangla ambiguous words 
have been found with their different senses for different feature 
words in the 43 sentences out of those 200 sentences. Then we 
have tested our system with the same data set and our system 
has generated a resultant Bangla sense annotated corpus where 
7 different Bangla ambiguous words were detected and it can 
disambiguate these 7 detected ambiguous words in 36 
sentences correctly. This procedure of experiment is repeated 
for two more times by changing the raw corpus file which 
contain 400 and 600 Bangla  sentences respectively and the 
different values given by our system and experts  are recorded. 
We have calculated the accuracy rate of our system on the 
basis of number of ambiguous words detected and the number 
of properly disambiguated sentences. Our accuracy rate 
denotes the ratio between the values given by our system and 
the values provided by the experts. TABLE III and TABLE IV 
illustrate the accuracy rate of our developed sense annotated 
corpus creation system for different number of sentences 
available in the raw corpus. 
 

TABLE III. ACCURACY RATE ON THE BASIS OF NUMBER OF 
DETECTED AMBIGUOUS WORDS 

 
Number of 
Sentences 
in the Raw 

Corpus 

Number of 
Ambiguous 
Words to be 

Detected 

Number of 
Detected 

Ambiguous 
Words by the 

System 

Accuracy 
Rate 

Overall 
Accuracy 

200 9 7 77.78%  
87.25% 400 12 11 91.67% 

600 13 12 92.31% 

 
 

TABLE IV. ACCURACY RATE ON THE BASIS OF NUMBER OF 
CORRECTLY DISAMBIGUATED SENTENCES 

 
Number 

of 
Sentences 

in the 
Raw 

Corpus 

Number of 
Sentences 
Found  to 

Disambiguate 
 

Number of 
Sentences 

Disambiguated 
Correctly by 
Our System 

Accuracy 
Rate 

Overall 
Accuracy 

200 43 36 83.72%  
84.95% 400 61 52 85.25% 

600 78 67 85.89% 

 
The graphical representation of the accuracy rate vs. 

number of input sentences in the raw corpus is given below in 
Fig.7.  

 
Fig. 7. Accuracy Rate vs. number of  input sentences in the raw corpus 

 

The proposed system is developed for automatic 
generation of Bangla sense annotated corpus from any raw 
collection of Bangla texts with an overall accuracy of  
86.95%.   
 

E. Statistical Analysis 

We also focus on statistical analysis of the detected Bangla 
ambiguous words from the raw corpus in order to help Bangla 
researchers in developing an efficient word sense 
disambiguation tool using statistical approach. So we have 
developed our sense annotated corpus in such an efficient way 
that it provides some automated query based statistical 
counting for all the detected ambiguous words of the corpus 
such as “মাথা”,“গরম”, “েচাখ”, “হাত”, “মন”,“মখু”, “কড়া”, “েতালা”, 
“uঠা”, “লাগা”, “বকু”, “পা” etc. For example, for the ambiguous 
word “মাথা”, following types of statistical counting are given by 
system as shown in TABLE V. 
 

TABLE V. STATISTICAL COUNTING FROM OUR BANGLA SENSE 
ANNOTATED CORPUS FOR AMBIGUOUS WORD “মাথা” 

Ambiguous 
Word  

Total 
No. of 
Occur-
rence 

 of 
Ambi-
guous 
Word 
Found 

Feature 
Word 

Sense of 
Ambiguous Word 

No. of 
Occurrence 

of Sense 
Found 

 
 
 
 
 
 
 
 
 
 

মাথা 
 

 
 
 
 
 
 
 
 
 
 

    144 

গাঁেয়র pধান বয্িk 47 

বয্থা শারীিরক aসুsতা 16 

gােমর pধান বয্িk 47 

eলাকার pধান বয্িk 47 

শহেরর pধান বয্িk 47 

আেছ বিুd 2 

েঠকান pণাম করা 69 

আসা েবাধগময্ হoয়া 4 

কাটা কাটা 6 

খাoয়া নɳ করা 10 

পাতা সmত হoয়া 2 

েদoয়া সাহাযয্ েদoয়া 10 

েচােখর an হoয়া 10 

গরম চেট যাoয়া 15 



 

VI. CONCLUSION 

Sense annotated corpus can be an essential resource for the 
training phase of a supervised word sense disambiguation 
system. Indeed, a large size of Bangla sense annotated corpora 
may be a vital resource for many emerging fields of Bangla 
language processing. The main purpose of this work is to 
facilitate the construction and evaluation of Bangla WSD 
systems by providing a Bangla sense annotated corpus in a 
well defined format from collection of huge Bangla raw texts. 
Through our system, any size of Bangla raw text file can be 
taken as input to develop a corresponding Bangla sense 
annotated corpus in a well defined format as output. Several 
statistical calculations of the detected ambiguous words in the 
sense annotated corpus are also given by our system so that 
researchers will be greatly benefited in future to develop a 
corpus based Bangla WSD system using statistical approach.  
As the performance of any knowledge based system mainly 
depends on the size of its resource, so in near future we will try 
to collect more collection of Bengali text as raw corpus in 
order to increase the size of our Bangla sense annotated 
corpus, so that it would be a vital resource for Bangla language 
related research activities. 
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Abstract—Wide spread of satirical news in online communities
is an ongoing trend. The nature of satires are so inherently
ambiguous that sometimes it’s too hard even for humans to
understand whether it’s actually satire or not. So, research
interest has grown in this field. The purpose of this research is to
detect Bangla satirical news spread in online news portals as well
as social media. In this paper we propose a hybrid technique for
extracting feature from text documents combining Word2Vec and
TF-IDF. Using our proposed feature extraction technique, with
standard CNN architecture we could detect whether a Bangla
text document is satire or not with an accuracy of more than
96%.

Index Terms—satire detection, natural language processing,
TF-IDF, fact-checking, CNN, Word2Vec.

I. INTRODUCTION

Satires can be considered as a literary form which involves a
delicate balance between criticism and humor. Through satire
or sarcasm, messages are conveyed in an artistic form that
sometimes creates a deviated implicit meaning. The goal of
satire is not always to tell the truth. Sometimes humans are
not effective enough to distinguish between satires and actual
news because often the satires are so ambiguous that it is easy
to get deceived.

The spread of satirical news is not a new concept. But in
the recent years it has become a real threat that can not be
ignored anymore. Easy access of Internet and hyperactivity of
users in various social media platforms has given rise to the
extensive spread of satirical news. Internet has largely replaced
traditional news media. Many people, especially a huge portion
of youth depend on Internet and social media as the primary
source for news consumption because of their easy access,
low cost and 24/7 availability. They simply believe in what
they read in internet and spread the news what they assumed
to be true. So, most of the times, satires are not spread with
an intention to deceive. But sometimes some people for their
personal benefits take advantage and promote the spread of
satires as actual news.

As a matter of fact, there are some web based applications
such as Snopes.com, FactCheck.org, PolitiFact etc which act

as fact-checkers. But, these services use human staffs to
manually check facts. Though these services provide accurate
information most of the time, these are not efficient enough
since they are not automated. We propose an automated system
based on Convolutional Neural Network and Natural Language
Processing to address the problem.

There are some related existing works. The Literature
Review section will discuss about these. Also, we’ll define
some terms and techniques that we used in this work.

A. Literature Review

De Sarkar, et al. proposed a hierarchical deep neural net-
work approach to detect satirical fake news which is capable of
capturing satire both at the sentence level and at the document
level [1].

Burfoot, et al. used SVM and bag-of-words to detect satires
[2]. They used binary feature weights and bi-normal separation
feature scaling for feature weighting. They got a best overall
F-score of 79.8%[2].

Rubin, et al. classifies news as Satires, Fabrications and
Hoaxing as the parts of fake news [3].

Reyes, et al. used figurative language processing for humour
and irony detection [4].

Ahmad and Tanvir used tockenized, stopword free and
stemmed data to classify satire and irony using SVM and got
an accuracy of 83.41%[5].

el Pilar Salas-Zrate and Mara used some psycholinguistic
approaches for satire detection in twitter and got F-score of
85.5% for mexican data and 84.0% for spanish data [6].

Tacchini and Eugenio check facts using the information of
the users who liked a news[7]. Applying logistic regression
on the information of likers, around 99% accuracy is achieved
for their dataset.

Some approaches simply used a naive bayes classifier to
classify a news. After a little bit of preprocessing on 1-
grams from the news context, words are fed to a naive bayes
classifier. Granik, et al. proposed to do a stemming to increase
accuracy[8]. The accuracy got using this approach without
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preprocessing is nearly 70%[8] and Pratiwi, et al. got accuracy
of 78.6% with preprocessing in Indonesian Language[9].

Ruchansky, et al. proposed a Capture Score and Integrate
model[10]. Sense making words from the body text of the
news of twitter[11] and weibo[12] are taken and fed to a RNN
and the reviews of the news are taken as feature. The accuracy
for this model is 89.2% for twitter data and 95.3% for weibo
data[10].

Conroy,et al. proposed two different approaches for detect-
ing fake news [13].

One is linguistic approach which includes deep syntax
analysis and semantic analysis. Deep syntax analysis is imple-
mented based on Probability Context Free Grammars(PCFG).
It can predict falsehood approximately 91% accurately.

Another one is network approach that is based on fact
checking using the knowledge networks formed by intercon-
necting the linked data. This approach gives an accuracy in
the range of 61% to 95% for different subject areas.

B. Definitions

1) Word Embedding: Word embedding simply refers to
vector representation of words. Normally machine learning
models are not capable of processing string or text as input.
These models expect vectors or values as input. So, trans-
formation of a word to a vector is a crucial part. There
are several techniques to convert word to vectors. These
techniques can be categorized as two types 1. Frequency based
(TF-IDF, CountVectorizer, HashVectorizer) 2. Prediction based
(Word2Vec)

2) TF-IDF: In this work we focused on TF-IDF vector-
izer amongst TF-IDF, CountVectorizer, HashVectorizer etc.
as the frequency based word embedder. TF stands for Term
Frequency and IDF stands for Inverse Document Frequency.
It is used in text mining as a weighting factor for features.
The equation representing the TF-IDF weight of a term t for
a particular document d (given the dataset D and the number
of documents in the dataset N) is

tf − idf(t, d) = tf(t, d)× idf(t,D)
Here,

tf(t, d) = Frequency of t in d
idf(t,D) = log( N

|{dεD:tεd}| ) [14]

TF is upweighted by the number of times a term occurs in an
article. And IDF is downweighted by the number of times a
term occurs in the whole dataset/corpus. So TF-IDF assigns
less significant values to words that generally occurs in most
documents such as is, are, be, to, on ... etc.

3) Word2Vec: Though heavily used in the field of
NLP, frequency based word embedders fail to capture the
semantic value of a word or document. Word2Vec is the
process of transforming words to vectors preserving some
of their syntactical and semantic correlations. Word2Vec
tries to determine the meaning of a word and understand its
correlation with other words by looking at its context. For
example, lets take two sentences ”Range Rover is great car”
and ”Range Rover is a wonderful vehicle”, then Word2vec

will map similarities between the words great and wonderful
and the words car and vehicle. Word2Vec uses cosine
distance over euclidean distance to measure the similarity
or distance between two words. Let’s take some pair of
singular-plural words like cat and cats, dog and dogs. Here
the singular-plural relation between the words cat and cats is
represented by the cosine difference between the two words
Vcat and Vcats (1) is given by the equation below

cosine(Vcat, Vcats) =
Vcat × Vcats

||Vcat|| × ||Vcats||

Fig. 1: Word2Vec (a) Fig. 2: Word2Vec (b)

And now the word pair dog and dogs have the same
singular-plural relationship between them like cat and cats (2).
So according to Word2Vec

Vdog − Vdogs = Vcat − Vcats

⇒ Vdogs = Vcats − Vcat + Vdog

So, if we know the particular relationship between two
words and know one of the words, Word2vec can predict the
other word.

4) CNN in NLP: Convolutional Neural Network(CNN) is
a deep learning algorithm that takes a multidimentional vector
or an image as input. CNNs captures the significant aspects
of the input through the application of appropriate filters and
perform classification tasks. With enough training CNNs are
able to learn which filters are appropriate for different contexts.
Different filters/kernels are slided on the beginning layers
named after convolutional layer and extract different features
and feed-forward the values to next layer of the architecture.
Besides learning high level features of an image these filters
also reduce the size of convolved feature space and thus reduce
the computational power required for processing the data. The
convolved features extracted by the convolutional layers are
then fed to a normal neural network architecture possibly with
a number of hidden layers. This neural network learns the
convolved feature vector and does the actual classification task.

Recently CNNs are used heavily in NLP. CNN expects the
input to be a multidimensional image but we have a one
dimensional vector from a word after word embedding. So,
instead of single words we feed whole sentences or documents
into CNN . From a 20 word document or sentence where



each word is embedded to a 200 dimension vector, we can
get a 20x200 matrix. This two dimensional vector can act as
an image and can be fed as an input to CNN. From various
experiments and researches it was found that CNN performs
quite well in generalizing the relationships between words in
a document and thus capturing itś semantic meaning. CNN
performs better than the simple bag of words and prone to
less inaccurate assumptions.

II. PROPOSED METHOD

First of all, we built our own Word2Vec model modifying
the traditional Word2Vec model. Then an image is created
from a preprocessed document combining Word2Vec and TF-
IDF vectorizers. Finally, that image is used as input to a CNN
architecture. The detailed procedure is given below.

A. Building our own Word2Vec model

There are some great Word2Vec models for English lan-
guage, but as per our knowledge there is no good performing
Word2Vec model for Bangla. So, we had to create our own
Word2Vec model. To do so, we relied on gensim library of
python. We needed a lot of textual data to train the model.
We used the scrapy library of python to build crawlers and
crawled Bangla textual data from Wikipedia and online news
portals. We collected 380832 articles in total and used these to
train our model. Our Word2Vec model converts Bangla words
to a vector of size 10. To check the performance of our model,
we checked the 5 most similar words of a Bangla word. Here
are the results.

Fig. 3: Testing Word2Vec model with a word

B. Dataset

We used the scrapy library of Pyhon to build crawlers to
crawl bangla textual data from different websites. For authentic
news data we crawled news articles from two bangla news
portals Prothom Alo[15] and Ittefaq[16]. For satire data we
crawled articles from a renowned satire news portal Motikon-
tho[17]. We crawled a total of 1480 articles from Motikontho.
To balance our dataset we randomly selected 1480 articles
from the REAL news articles we collected from Prothom Alo
and Ittefaq. The formation of the dataset is very simple. A
single data is only a document and a label (satire or not).

C. Data Preprocessing

The collected dataset might be mixed with some noisy and
unnecessary data. So, we had to get rid of them through a bit
of preprocessing. Our preprocessing consisted of the following
steps.

1) Ignoring stopwords and punctuations: We ignored the
stopwords from the news documents. Because, these words ap-
pear in almost every article and do not provide any significant
information. Some example of stopwords -

We collected the list of Bangla stopwords from
genediazjr[18].

2) Stemming: We used a stemmer developed by Rafi
Kamal[19] which we found better than other existing Bangla
stemmers.

Fig. 4: Stemming

D. Document to Image

For converting a document to a vector we selected TF-IDF
vectorizer of size 1000. It means 1000 most significant words
in our corpus is selected and their respective TF-IDF values
of a document is used to create a vector of size 1000 that
represents the document. But these TF-IDF values do not hold
any semantic meanings. So each of the words were converted
to a vector of size 10 using our Word2Vec model. These
vectors of size 10 were multiplied by their respective TF-IDF
values for a document. So, for each document we had a 2D
vector of size 1000 × 10. Also, convolutional layers expect
pixel values of an image. Pixel values are never negative.
So, CNNs cannot take a vector which contains some negative
values. But word2vec embedded vectors can contain negative
values. CNN input layers actually take a 3 dimensional vector.
First two dimensions represents the 2D image and the third
dimension is the number of filters. For coloured images the
number of filters is 3(Red, Green, Blue) and each pixel value
of image is formed with 3 values in RGB system. Our strategy
to handle negative numbers was to separate the positive and
negative values in two dimensions just like the picture below.



Fig. 5: Transformation of Feature Vectors

So, for each document we had a 3D vector of size 1000×
10× 2.

E. Structure of the model

• Input layer: Input layer contains a Convolutional2D layer
with 256 filters that takes vectors of shape 1000×10×2
as input.

• Another Convolutional2D layer with 128 filters with
ReLU activation.

• Pooling layer of size 2× 2.
• Dropout layer with value 0.25 to avoid overfitting.
• A Dense layer with 512 neurons with ReLU activation.
• Dropout layer with value 0.5.
• Output layer: One neuron with sigmoid activation.

III. RESULTS AND ANALYSIS

The dataset was random split to two parts. 70% of the data
(2018 documents) were used as training dataset. The rest 30%
(942 documents) were used to test the performance of our
model. This model gave us an accuracy rate of 96.4% on the
test dataset. Since the dataset was balanced the F1 score was
same as the accuracy value. The confusion matrix is given
below.

(a) Total Count Representation

(b) Percentile Representation

Fig. 8: Confusion Matrices showing the results

There are some scopes to improve our Word2Vec model and
a perfect stemmer for Bangla language can boost the overall
performance of our proposed model. The model was compiled
with 2GB graphics card of NVIDIA GeForce 940M. So, we
could not use a TF-IDF vector and a Word2Vec vector of larger
size. If we had access to more resources we could use bigger
feature vectors and the accuracy might have improved some.

Actually, in terms of accuracy, humans are much more
effective than a machine for this task. Maybe for our dataset,
human will be able to detect satires 100% accurately. But,
though the accuracy falls a bit, we think it’s much better to
use an automated approach which saves a lot of time.

IV. CONCLUSION

Satire detection for Bangla news is completely new. As per
our knowledge, no such work has been done in this sector for
Bangla language. We found that our hybrid feature extraction
technique combined with a CNN model performs great in
language processing for pattern finding. Since satire is a type
of fakeness, satire detection can be an important prerequisite
of fake news detection. So, this work might be helpful to take
better decisions on fake news detection and other such works.
Also our hybrid feature extraction technique can be used in
other works similar nature.
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